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Chapter 1

Introduction

The premise of this thesis is to (attempt to) generalize the construction of in-
duced transformations of measure preserving dynamical systems (which we will
call classical systems) to general (not necessarily commutative) C*-dynamical
systems.

The fact that classical systems can be written in the C*-formulation of dy-
namical systems without much di�culty (where the obtained C*-algebra is al-
ways commutative), begs the question whether induced transformations of clas-
sical systems can also be translated into the C*-formulation.

A deeper question that also arises, is whether in general, we can altogether
forget about commutativity in the C*-setting and still construct induced trans-
formations which remain consistent with the classical construction of induced
transformations (when the C*-algebra is indeed commutative).

Classical induced transformations also, to some extent, inherit `mixing prop-
erties' from the systems that they are induced from. We raise the question as
to whether this can be translated to the (not necessarily commutative) C*-
formulation in a consistent manner.

The structure of this document is divided into two layers. Part I is a
layer which introduces and concerns itself purely with classical systems. Part
II presents the `denser' theory of the non-commutative. Appropriately, being
denser, Part II has sunk to the bottom.

In Chapter 2 we provide a quick survey of measure preserving dynamical
systems and well known results which we will need subsequently. The author
assumes the reader has a reasonable knowledge of Measure Theory, as terms
like `σ-algebra' and `measure' are not de�ned in the text.

Chapter 3 introduces classical recurrence by means of the Poincaré Recur-
rence Theorem, which is crucial to the construction of classical induced trans-
formations. We present the construction of classical induced transformations
in detail and provide proof of how `mixing properties' are inherited by induced
systems.

The �rst taste of the non-commutative is introduced in Chapter 4. Some
essential preliminaries are provided in highly concentrated form, which may be
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2 CHAPTER 1. INTRODUCTION

di�cult to swallow whole for a reader encountering the concepts for the �rst
time. The basic de�nitions and results C*-dynamical are presented before we
prove the equivalence of classical systems to their C*-formulations.

Chapter 5 is the main chapter of this thesis. Our goal in this chapter is
to generalize induced transformations to the non-commutative case. This is
easier said than done. As will be seen, a big drawback to working with general
C*-dynamical systems is the absence of point sets and a σ-algebra, which can
be `got at' when working with classical measure preserving dynamical systems
(or commutative C*-dynamical systems). However, if the C*-algebra in a C*-
dynamical system is not commutative we are at a loss, since we cannot obtain
(anything remotely like) a classical probability space to work with. This is quite
a signi�cant problem because the Poincaré Recurrence Theorem was crucial in
the classical construction of induced transformations, and in no way can it be
applied, as it now stands, in this setting. Therefore, in achieving our goal of
generalizing induced transformations to the C*-setting, we are forced to �nd
some analogue or generalization to the Poincaré Recurrence Theorem in the
C*-setting. This we do, and then in much detail, construct generalized induced
transformations in close analogy to what was presented in Chapter 3.

In Chapter 6 we present illustrative examples and some slightly unrelated
(though not uninteresting) theory which were of immense help to the author in
understanding and developing the theory of the directly previous chapter. For
reasons that will become clear, the examples presented here �oat somewhere
on the interface of the classical and the denser non-commutative theory. Dense
enough to sink through the classical, penetrate the non-commutative, yet not
quite weighty enough to sink any further.

Much work is being done in the �elds of non-commutative geometry, dy-
namical systems and stochastics. The interested reader might do well to read
some of the work of L. Accardi [2] and the Fields medalist A. Connes [4], both
of whom have published proli�cally in the �eld with a view toward applications
in quantum mechanics.



Part I

Classical Dynamical Systems
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Chapter 2

Introducing Measure

Preserving Dynamical

Systems

2.1 De�nitions and Basic Results

This section is based on [13].

De�nition 2.1.1. Let X be a set, Σ a σ-algebra over X, and µ a probability
measure de�ned on Σ. We call the triple (X,Σ, µ) a probability space.

De�nition 2.1.2. Let (X,Σ, µ) be a probability space. A measurable trans-
formation T : X → X is called measure preserving (with respect to µ) if
µ(T−1A) = µ(A) for all A ∈Σ.

De�nition 2.1.3. The tuple (X,Σ, µ, T ), where (X,Σ, µ) forms a probability
space and the map T : X → X is measure preserving, is called a measure
preserving dynamical system.

De�nition 2.1.4. Two measure preserving dynamical systems (Xi,Σi, µi, Ti),
i = 1, 2 are said to be isomorphic if there exists sets Ni ∈ Σi such that
µi(Xi\Ni) = 0 and TiNi ⊂ Ni and a measurable bijection ψ : N1 → N2 such
that µ1(ψ−1(C)) = µ2(C) for all C ∈ Σ2 and T2 ◦ ψ = ψ ◦ T1.

De�nition 2.1.5. A measure preserving dynamical system (X,Σ, µ, T ) is called
ergodic when for any A ∈ Σ, T−1A = A implies that either µ(A) = 1 or
µ(A) = 0.

We will denote the vector space of all µ-measurable functions on a measure
space (X,Σ, µ) by L0(X,Σ, µ). For any p > 0, the vector space of all (equiva-
lence classes of) p-integrable, µ-measurable functions (that are equal µ-almost

5



6CHAPTER 2. INTRODUCINGMEASURE PRESERVING DYNAMICAL SYSTEMS

everywhere or µ-a.e.) will be denoted by Lp(X,Σ, µ). It is well known that with
the norm de�ned for every f ∈ Lp(X,Σ, µ) by

‖f‖p :=
(∫

X

|f |pdµ
) 1
p

,

that Lp(X,Σ, µ) is a Banach space, and L2(X,Σ, µ) is a separable Hilbert
space. We will denote the vector space of (equivalence classes of) essentially
bounded µ-measurable functions (that are equal µ-almost everywhere or µ-a.e.)
by L∞(X,Σ, µ) which is a Banach space when endowed with the norm de�ned
for every f ∈ L∞(X,Σ, µ) by

‖f‖∞ := ess supx∈X |f(x)|.

By de�nition, it is clear that Lp(X,Σ, µ) ⊆ L0(X,Σ, µ) for every 0 < p ≤ ∞.
More detail can be found in [3].

De�nition 2.1.6. Let (X,Σ, µ, T ) be a measure preserving dynamical system.
We de�ne the operator UT : L0(X,Σ, µ) → L0(X,Σ, µ) by UT f := f ◦ T . The
operator UT is sometimes called the Koopman operator.

The properties of the Koopman operator UT can be summarized in the
following result

Theorem 2.1.7. [13, p. 25] The operator UT has the following properties:

1. UT is linear

2. For all f, g ∈ L0(X,Σ, µ),UT (fg) = UT (f)UT (g)

3. If c ∈ L0(X,Σ, µ) is constant µ-a.e. then UT c = c.

4. If B ∈ Σ then UTχB = χT−1B.

5. For every f ∈ L0(X,Σ, µ),
∫
X
UT fdµ =

∫
X
fdµ, where if either side of the

equation does not exist or is in�nite, the other side has the same property.

6. For p ≥ 1, UTLp(X,Σ, µ) ⊂ Lp(X,Σ, µ) and ‖UT f‖p = ‖f‖p for every
f ∈ Lp(X,Σ, µ).

Theorem 2.1.8. [13, p. 28] Let (X,Σ, µ, T ) be a measure preserving dynamical
system. The following are equivalent:

1. (X,Σ, µ, T ) is ergodic.

2. If f ∈ L0(X,Σ, µ, T ) and (UT f)(x) = f ◦ T (x) = f(x) for every x ∈ X,
then f is constant µ-a.e.

3. If f ∈ L0(X,Σ, µ, T ) and (UT f)(x) = f ◦T (x) = f(x) for µ- almost every
x ∈ X, then f is constant µ-a.e.
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4. If f ∈ L2(X,Σ, µ, T ) and (UT f)(x) = f ◦ T (x) = f(x) for every x ∈ X,
then f is constant µ-a.e.

5. If f ∈ L2(X,Σ, µ, T ) and (UT f)(x) = f ◦T (x) = f(x) for µ- almost every
x ∈ X, then f is constant µ-a.e.

The following famous result is known as `Birkho�'s Ergodic Theorem'. (Note
that we do not state the result in its full generality.)

Theorem 2.1.9. [13, p. 34] (Birkho�'s Ergodic Theorem) Let (X,Σ, µ, T ) be
a measure preserving dynamical system and let f ∈ L1(X,Σ, µ) be arbitrary.
Then there exists a function f∗ ∈ L1(X,Σ, µ) such that

lim
n→∞

1
n

n−1∑
k=0

f ◦ T k(x) = f∗(x)

for µ-almost every x ∈ X. Moreover f∗ ◦ T = f∗ µ-almost everywhere, and∫
X
f∗dµ =

∫
X
fdµ.

Combining the two previous results yields the interesting corollary:

Corollary 2.1.10. [13, p. 34] If (X,Σ, µ, T ) is ergodic then for every f ∈
L1(X,Σ, µ) and µ-almost every x ∈ X

lim
n→∞

1
n

n−1∑
k=0

f ◦ T k(x) =
∫
X

fdµ.

Corollary 2.1.11. [13, p. 37] Let (X,Σ, µ, T ) be a measure preserving dynam-
ical system. (X,Σ, µ, T ) is ergodic if and only if for for every A,B ∈ Σ

lim
n→∞

1
n

n−1∑
k=0

µ(A ∩ T−kB) = µ(A)µ(B)

In light of the previous corollary, stronger `mixing' notions have been de�ned.

De�nition 2.1.12. [13, p. 40] Let (X,Σ, µ, T ) be a measure preserving dy-
namical system.

1. (X,Σ, µ, T ) is called weakly mixing if for every A,B ∈ Σ

lim
n→∞

1
n

n−1∑
k=0

∣∣µ(A ∩ T−kB)− µ(A)µ(B)
∣∣ = 0.

2. (X,Σ, µ, T ) is called strongly mixing if for every A,B ∈ Σ

lim
n→∞

µ(A ∩ T−nB) = µ(A)µ(B).
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It is possible to weaken the hypotheses of the previous corollary and de�ni-
tion to obtain the slightly stronger, though not unexpected result.

Theorem 2.1.13. [13, p. 41] Let (X,Σ, µ, T ) be a measure preserving dynam-
ical system and S a generating semi-algebra for Σ.

1. (X,Σ, µ, T ) is ergodic if and only if for for every A,B ∈ S

lim
n→∞

1
n

n−1∑
k=0

µ(A ∩ T−kB) = µ(A)µ(B)

2. (X,Σ, µ, T ) is weakly mixing if and only if for every A,B ∈ S

lim
n→∞

1
n

n−1∑
k=0

∣∣µ(A ∩ T−kB)− µ(A)µ(B)
∣∣ = 0.

3. (X,Σ, µ, T ) is strongly mixing if and only if for every A,B ∈ S

lim
n→∞

µ(A ∩ T−nB) = µ(A)µ(B).

2.2 Example

Let S1 := {eiθπ : θ ∈ [0, 2)} denote the unit circle in C, with B the Borel σ-
algebra on S1 and λ normalized Lebesgue measure. Let α ∈ R be �xed. The
map Tα : S1 → S1 is de�ned by Tαe

iθπ := ei(θ+α)π. The map Tα is measurable,
and since Lebesgue measure is translation invariant, Tα is measure preserving.

Therefore (S1,B, λ, Tα) is a measure preserving dynamical system, which we
will henceforth call a rotation, and when α is irrational, we will call the system
an irrational rotation.

Proposition 2.2.1. Rotations are ergodic if and only if they are irrational.

Proof. Let (S1,B, λ, Tα) be a rational rotation. We prove that it is not ergodic.
If α = p

q 6= 0 mod 2 is rational (p, q ∈ Z with p
q ≤ 2, gcd(p, q) = 1). We

de�ne the set Aε := {eiθπ : θ ∈ [0, ε]}, then T 2q
α Aε = Aε. We can choose ε > 0

small enough such that 0 < λ
(⋃2q

k=1Aε

)
< 1, while T−1

α

(⋃2q
k=1Aε

)
=
⋃2q
k=1Aε.

Hence the system is not ergodic.
Conversely, let (S1,B, λ, Tα) be an irrational rotation.
The collection {en}n∈Z ∈ L2(S1,B, λ) de�ned by en(eix) := einx, where

x ∈ [0, 2π], forms an orthonormal basis for L2(S1,B, λ).
In light of Theorem 2.1.8, if we can show that if f ◦ Tα = f implies that f

is constant (λ-a.e.) for any f ∈ L2(S1,B, λ), we are done. Let f ∈ L2(S1,B, λ)
be such that f ◦ Tα = f .

We express f as the Fourier series f =
∑
n∈Z anen (λ-a.e.). Now∑

n∈Z
anen = f = f ◦ Tα =

∑
n∈Z

anen ◦ Tα,
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so that for every x ∈ [0, 2π]

0 =
∑
n∈Z

an(en(eix)− en ◦ Tα(eix))

=
∑
n∈Z

an(einx − ein(x+α))

=
∑
n∈Z

an(1− einα)einx

=
∑
n∈Z

an(1− einα)en(eix).

By the uniqueness of the Fourier expansion we must have that an(1− einα) = 0
for all n ∈ Z. But 1 − einα 6= 0 for all n ∈ Z\{0}, because α is irrational, and
hence for all n ∈ Z\{0}, an = 0. Therefore f =

∑
n∈Z anen = a0e0 = a0, i.e.

constant (λ-a.e.), the result now follows from Theorem 2.1.8.
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Chapter 3

Classical Recurrence and

Induced Transformations

3.1 Poincaré Recurrence

The following famous, (though not di�cult, and seemingly unassuming), lit-
tle theorem by Poincaré lays the foundation toward the de�nition of induced
transformations.

Theorem 3.1.1. [13, p. 26] (Poincaré's Recurrence Theorem) Let (X,Σ, µ, T )
be a measure preserving dynamical system and A ∈ Σ be such that µ(A) > 0.
Then the set

F := {x ∈ A|T kx /∈ A for all k ∈ N}

has measure zero.

Proof. We note that T−kF ∩ F = ∅ for all k ∈ N, since if x ∈ T−kF ∩ A then
x /∈ F because T kx ∈ F ⊆ A and if x ∈ T−kF ∩ (X\A) then x /∈ A and hence
x /∈ F since F ⊆ A. Then for m,n ∈ N, m 6= n (we may assume n > m without
loss)

∅ = T−m∅ = T−m(T−(n−m)F ∩ F ) = T−nF ∩ T−mF.

Therefore the sets in the collection {T−kF}k∈N are pairwise disjoint and hence

1 = µ(X) ≥ µ(
⋃
k∈N

T−kF ) =
∑
k∈N

µ(T−kF ) =
∑
k∈N

µ(F ).

Now, if µ(F ) > 0, the right of the above will diverge, while being bounded above
by 1, which is absurd. We conclude that µ(F ) = 0.

Corollary 3.1.2. Let A ∈ Σ be such that µ(A) > 0. Then there exists an n ∈ N
such that µ(T−nA ∩A) > 0.

11
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3.2 Induced Transformations

The following two sections are based on work outlined in [1].
Throughout this section (X,Σ, µ, T ) will be an arbitrary measure preserving

dynamical system and A ∈ Σ an arbitrary measurable set with µ(A) > 0.
The Poincaré Recurrence Theorem, proved in the previous section, allows us

to de�ne the following function.

De�nition 3.2.1. For any A ∈ Σ with µ(A) > 0. The function nA : X → N
de�ned by

nA(x) := inf{n ∈ N : Tnx ∈ A}

is called the �rst return time function to A (under T ).

Remark 3.2.2. By invoking the Poincaré Recurrence Theorem from the previous
section, we may assume that nA(x) < ∞ for all x ∈ A, by removing the set of
measure zero of all x ∈ A where nA(x) = ∞. Measure theoretically, we have
not changed A if we view measurable sets that di�er by a set of measure zero
as equivalent. Henceforth we assume that nA(x) <∞ for all x ∈ A.

We de�ne the subsets {Aj}∞j=1 of A and {Bj}∞j=1 of X\A recursively as
follows, for all j ∈ N,

A1 := T−1A ∩A
B1 := T−1A ∩ (X\A),

and

Aj := (T−jA ∩A)\
j−1⋃
k=1

Ak

Bj := (T−jA ∩ (X\A))\
j−1⋃
k=1

Bk.

It takes no great stretch of the imagination to see from their de�nition that
both the collections {Aj}∞j=1 and {Bj}∞j=1 are pairwise disjoint collections, and
that Aj = {x ∈ A : nA(x) = j} and Bj = {x ∈ X\A : nA(x) = j} for all j ∈ N.

Proposition 3.2.3. Let A ∈ Σ with µ(A) > 0. The map nA, when restricted
to A, is measurable with respect to the induced σ-algebra Σ ∩A.

Proof. Notice that for any a ∈ R, with a > 0,

n−1
A (a,∞) =

∞⋃
j=dae

Aj ,

where the right lies in the σ-algebra Σ∩A, since each Aj ∈ Σ∩A and Σ∩A is
closed under countable unions.
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By the Poincaré Recurrence Theorem, and the fact that we assumed that
nA(x) < ∞ for all x ∈ A, we see that A =

⋃∞
j=1Aj . The collection {Aj}∞j=1

being pairwise disjoint, forms a partition of A.

De�nition 3.2.4. We will call the partition {Aj}∞j=1 of A, the return time
partition of A (under T ).

We are now in a position to de�ne induced transformations.

De�nition 3.2.5. The map TA : A→ A de�ned by

TAx := TnA(x)x

is called the induced transformation of T on A or if no confusion arises just the
induced transformation.

The induced transformation TA has somewhat surprising properties. First
of all:

Proposition 3.2.6. The map TA, is a measurable function with respect to the
induced σ-algebra Σ ∩A.

Proof. Let B ∈ Σ ∩A be arbitrary, then

T−1
A B = {x ∈ A : TnA(x)x ∈ B}

= A ∩ {x ∈ A : TnA(x)x ∈ B}

=
∞⋃
j=1

Aj
⋂
{x ∈ A : TnA(x)x ∈ B}

=
∞⋃
j=1

Aj ∩ {x ∈ A : T jx ∈ B}

=
∞⋃
j=1

Aj ∩ T−jB.

The map T , being measurable, ensures that T−jB ∈ Σ, so that Aj ∩ T−jB ∈
Σ ∩ A for every j. Being a σ-algebra, Σ ∩ A is closed under countable unions,
therefore T−1

A B =
⋃∞
j=1Aj ∩ T−jB ∈ Σ ∩A.

Lemma 3.2.7. For every j ∈ N ∪ {0}, T−1Bj = Bj+1 ∪Aj+1 when B0 := A

Proof. We �rst note that

T−1A = T−1A ∩A
⋃
T−1A ∩ (X\A)

= A1 ∪B1.
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For any j ∈ N,

T−1Bj = {x ∈ X : Tx ∈ Bj}
= {x ∈ X : nA(x) = j + 1}
= {x ∈ A : nA(x) = j + 1} ∪ {x ∈ X\A : nA(x) = j + 1}
= Aj+1 ∪Bj+1.

More surprising is

Proposition 3.2.8. The map TA, is measure preserving with respect to the
measure µ.

Proof. Let C ∈ Σ∩A be arbitrary. As was shown in Proposition 3.2.6, T−1
A C =⋃∞

j=1Aj ∩ T−jC. Therefore, by the fact the the sets in {Aj}∞j=1 are pairwise
disjoint and the additivity of µ,

µ(T−1
A C) = µ

 ∞⋃
j=1

Aj ∩ T−jC

 =
∞∑
j=1

µ(Aj ∩ T−jC).

The collection {Bj}∞j=1 is also pairwise disjoint and therefore additivity of µ
also implies

1 ≥ µ

 ∞⋃
j=1

T−jC ∩Bj

 =
∞∑
j=1

µ(T−jC ∩Bj),

while each µ(T−jC ∩Bj) ≥ 0. We may conclude µ(T−jC ∩Bj)→ 0 as j →∞.

Also, since T is measure preserving with respect to µ, by the previous lemma
for every n ∈ N,

µ(C)
= µ(T−1C)
= µ(T−1(C ∩A))
= µ(T−1C ∩ T−1A)
= µ(T−1C ∩ (A1 ∪B1))
= µ(T−1C ∩A1) + µ(T−1C ∩B1)
= µ(T−1C ∩A1) + µ(T−1(T−1C ∩B1))
= µ(T−1C ∩A1) + µ(T−2C ∩ (A2 ∪B2))
...

=
n∑
j=1

µ(T−jC ∩Aj) + µ(T−nC ∩Bn).
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Taking the limit as n→∞ on both sides above we see, by addivity of µ,

µ(C)

= lim
n→∞

n∑
j=1

µ(T−jC ∩Aj) + lim
n→∞

µ(T−nC ∩Bn)

=
∞∑
j=1

µ(T−jC ∩Aj)

= µ

 ∞⋃
j=1

T−jC ∩Aj


= µ(T−1

A C).

Remark 3.2.9. We de�ne µA as the normalized probability measure on Σ ∩ A,
i.e. for every B ∈ Σ ∩ A we de�ne µA(B) := µ(B)/µ(A). Since TA is measure
preserving with respect to µ, it is clear that it is also measure preserving with
respect µA. Hence (A,Σ∩A,µA, TA) is a measure preserving dynamical system!

De�nition 3.2.10. We will call the measure preserving dynamical system
(A,Σ ∩ A,µA, TA) the system induced from (X,Σ, µ, T ) onto A, or just the
induced system. We call the act of constructing (A,Σ ∩ A,µA, TA), inducing
onto A.

3.3 Inherited Ergodicity of Induced Transforma-
tions

We continue with the same de�nitions and notations as in the previous section.
What is somewhat surprising, is that induced transformations inherit ergodicity
from the original system.

Theorem 3.3.1. [1, p. 42] If (X,Σ, µ, T ) is ergodic then so is (A,Σ∩A,µA, TA).

Proof. Let C ∈ Σ∩A be such that T−1
A C = C. We show that either µA(C) = 1

or µA(C) = 0.
Since A =

⋃∞
j=1Aj ,

C = T−1
A C =

∞⋃
j=1

Aj ∩ T−1
A C =

∞⋃
j=1

Aj ∩ T−jC.

We de�ne E :=
⋃∞
j=1Bj ∩ T−jC. Note that E and C are disjoint since⋃∞

j=1Aj ⊂ A and
⋃∞
j=1Bj ⊂ X\A. We de�ne F := E ∪ C. By Lemma
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3.2.7,

T−1F

= T−1C ∪ T−1E

= T−1(C ∩A)
⋃
T−1

 ∞⋃
j=1

Bj ∩ T−jC


=

(
T−1C ∩ (A1 ∪B1)

)⋃ ∞⋃
j=1

T−1Bj ∩ T−j−1C


=

(
T−1C ∩A1

)⋃(
T−1C ∩B1

)⋃ ∞⋃
j=2

Bj ∩ T−jC

 ∪
 ∞⋃
j=2

Aj ∩ T−jC


=

 ∞⋃
j=1

Bj ∩ T−jC

 ∪
 ∞⋃
j=1

Aj ∩ T−jC


= E ∪ C
= F.

But (X,Σ, µ, T ) is ergodic, hence µ(F ) = 1 or µ(F ) = 0.
If µ(F ) = 0 then µ(C) = 0, and hence µA(C) = 0, since C ⊂ F .
If µ(F ) = 1, then µ(X\F ) = 0, and X\F = (A\C) ∪ (X\A)\E ⊇ A\C

implies
µ(A\C) ≤ µ((A\C) ∪ (X\A)\E) = µ(X\F ) = 0,

and since C ⊂ A, µ(C) = µ(A), so that µA(C) = 1.
We conclude that (A,Σ ∩A,µA, TA) is ergodic.

Even more surprising is that ergodicity of the original system can (under
certain circumstances) be derived from ergodicity of an induced system.

Proposition 3.3.2. [1, p. 42] If (A,Σ∩A,µA, TA) is ergodic and µ
(⋃∞

k=0 T
−kA

)
=

1 then (X,Σ, µ, T ) is ergodic.

Proof. Let C ∈ Σ, such that T−1C = C. We will show that either µ(C) = 1 or
µ(C) = 0.

We show that T−1
A (A∩C) = A∩C. If x ∈ T−1

A (A∩C), then x ∈ T−1
A A = A

and Tn(x)x = TAx ∈ C implies x ∈ T−n(x)C = C. Therefore T−1
A (A ∩ C) ⊆

A ∩ C. Conversely, if x ∈ A ∩ C, then TAx ∈ A and hence x ∈ T−1
A A, and

TAx = Tn(x)x ∈ C since T−n(x)C = C. Therefore A ∩ C ⊆ T−1
A (A ∩ C), and

hence T−1
A (A ∩ C) = A ∩ C.

Since (A,Σ∩A,µA, TA) is ergodic, either µA(A∩C) = 0 or µA(A∩C) = 1.
If µA(A∩C) = 0, then µ(A∩C) = 0 and since T is measure preserving with

respect to µ and T−1C = C we see for all k ∈ N

0 = µ(A ∩ C) = µ(T−1(A ∩ C)) = µ(T−1A ∩ C) = µ(T−kA ∩ C).
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Since µ
(⋃∞

k=0 T
−kA

)
= 1, by sub-additivity

µ(C) = µ

( ∞⋃
k=0

T−kA ∩ C

)
≤
∞∑
k=0

µ
(
T−kA ∩ C

)
= 0.

Hence µ(C) = 0.
On the other hand when µA(A ∩ C) = 1 then µ(A ∩ C) = µ(A) and we see

µ(A\C) = µ(A)− µ(A ∩ C) = 0

so that since since T is measure preserving with respect to µ and T−1C = C

0 = µ(A\C) = µ(T−kA\C).

Therefore, by sub-additivity

µ(X\C) = µ

( ∞⋃
k=0

T−kA\C

)
≤
∞∑
k=0

µ
(
T−kA\C

)
= 0.

We conclude µ(C) = 1 and hence that (X,Σ, µ, T ) is ergodic.

3.4 Example

Let (S1,B, λ, Tα) be an irrational rotation. We will point out some interesting
speci�c induced transformations of this system. We can of course induce onto
any A ∈ B, and by the results in the previous section the induced system
(A,B ∩A, λA, TA) will be ergodic since (S1,B, λ, Tα) is ergodic.

For certain sets A ∈ B, the induced transformation is quite interesting.
Choosing A := {eiθπ : θ ∈ [0, α]}, we see that the induced system (A,B ∩

A, λA, TA) is ergodic and isomorphic to ([0, α], C, λ′, S), where C is the Borel
σ-algebra, and λ′ is normalized Lebesgue measure and S is given by Sx =
x + γ′ mod α, with γ′ = 2 −

⌊
2
α

⌋
α. We may recognize this system as (be-

ing isomorphic to) a rotation (S1,B, λ, Tγ(α)), where γ(α) = 2γ′/α, by scaling
appropriately. The system (S1,B, λ, Tγ(α)) is ergodic, being isomorphic to the
ergodic induced transformation, hence we conclude that γ(α) is irrational from
Proposition 2.2.1.

Choosing A := {eiθπ : θ ∈ [0, β]}, with β ∈ (α, 2) we see that the system
(A,B ∩ A, λA, TA) is ergodic and isomorphic to ([0, β], C, λ′, S), where C is the
Borel σ-algebra, and λ′ is normalized Lebesgue measure. With γ := (2 − β) −⌊

2−β
α

⌋
α, S is given by

Sx =


x+ α x ∈ [0, β − α]
x− (β − α) + α− γ x ∈ (β − α, β − α+ γ]
x− (β − α)− γ x ∈ (β − α+ γ, β].
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Paying careful attention to S, we see that it merely exchanges the three intervals
according to

[0, β − α] → [α, β]
(β − α, β − α+ γ] → (α− γ, α]

(β − α+ γ, β] → (0, α− γ].

For the obvious reason, such a system is called a three interval exchange.



Part II

Non-commutative Dynamical

Systems
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Chapter 4

Introducing C*-Dynamical

Systems

4.1 Preliminaries

In making the transition from classical measure preserving dynamical systems
to C*-dynamical systems, we will need to introduce some fundamental concepts
in highly concentrated form.

De�nition 4.1.1. [5, p. 187] An algebra over a �eld F is a vector space A
endowed with a multiplication that makes it into a ring, such that for all α ∈ F
and a, b ∈ A, α(ab) = (αa)b = a(αb).

De�nition 4.1.2. [5, p. 232] An involution on an algebra A over C is a map
such that a ∈ A 7→ a∗ ∈ A satisfying

1. (a∗)∗ = a

2. (ab)∗ = b∗a∗

3. (αa+ b)∗ = aa∗ + b∗

for all a, b ∈ A and α ∈ C. An algebra endowed with an involution will be called
a *-algebra. We will assume that every *-algebra A is endowed with an identity
element, denoted by 1A. Such *-algebras are called unital.

De�nition 4.1.3. Let A,B be *-algebras. A linear map h : A → B is called a
*-homomorphism if h(ab) = h(a)h(b), and h(a∗) = h(a)∗ for all a, b ∈ A.

De�nition 4.1.4. Let A be a *-algebra.
An element a ∈ A will be called positive if there exists some r ∈ A such

that a = r∗r and we will write a ≥ 0 or a > 0 when we know a 6= 0. For any
elements a, b ∈ A, we de�ne a ≥ b to mean a− b ≥ 0.

We call an element p ∈ A a projection if pp = p and p∗ = p.

21
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We call a projection q ∈ A a sub-projection of p if pq = qp = q, and we say
p and q are orthogonal if pq = qp = 0.

Proposition 4.1.5. Let A be a *-algebra with p, q ∈ A projections, such that q
is a sub-projection of p. Then (p− q) is a sub-projection of p and p ≥ q.

Proof. That (p− q) is a projection follows from

(p− q)(p− q) = pp− pq − qp+ qq = p− q − q + q = (p− q)

and

(p− q)∗ = p∗ − q∗ = (p− q).

Now

p(p− q) = pp− pq = p− q = pp− qp = (p− q)p

implies that (p− q) is a sub-projection of p.
Projections are positive since, p = pp = p∗p. Therefore p − q ≥ 0 implies

p ≥ q.

De�nition 4.1.6. [5, p. 187] A Banach algebra A is an algebra over a �eld F,
endowed with a norm ‖ · ‖ making it a Banach space, while the norm satis�es
‖ab‖ ≤ ‖a‖‖b‖ for all a, b ∈ A.

De�nition 4.1.7. [5, p. 232] A C*-algebra A is a Banach algebra that is also
a *-algebra, satisfying ‖a∗a‖ = ‖a‖2 for all a ∈ A.

Proposition 4.1.8. [5, p. 247, p.234] If Ai, i = 1, 2 are C*-algebras and
τ : A1 → A2 a *-homomorphism, then ‖τ(a)‖ ≤ ‖a‖ for all a ∈ A1, the image
τ(A1) is closed in A2, hence a C*-sub-algebra of A2 and τ(1A1) = 1τ(A1) (note
that it is not necessarily true that 1τ(A1) = 1A2).

If H is a Hilbert space, we denote the C*-algebra of all bounded linear
operators from H into H by B(H). We note that the projections in B(H),
as de�ned above, are exactly the orthogonal projections on H. Moreover if
p, q ∈ B(H) are projections, q is a sub-projection of p exactly when range(q) ⊆
range(p), and p and q are orthogonal exactly when range(q)⊥range(p).

De�nition 4.1.9. [5, p. 248] Let A be a C*-algebra. A representation of A is a
pair (π,H) where H is a Hilbert space, and π : A → B(H) is a *-homomorphism
such that π(1A) = 1B(H). A representation is called cyclic if there exists a vector

e ∈ H such that H = π(A)e (norm-closure).

De�nition 4.1.10. [5, p. 250] Let A be a C*-algebra. A bounded linear
functional f : A → C is called positive if f(a) ≥ 0, when a ≥ 0 and f is called
hermitian if f(a∗) = f(a) for every a ∈ A.

The following is known as the Gelfand-Naimark-Segal Construction, or the
GNS-construction.



4.2. DEFINITIONS AND BASIC RESULTS 23

Theorem 4.1.11. [5, p. 250] (GNS-construction) Let A be a C*-algebra and
f : A → C a positive bounded linear functional. Then there exists a cyclic
representation (πf ,Hf ) of A with a cyclic vector e ∈ Hf such that f(a) =
〈πf (a)e, e〉 for all a ∈ A.

Remark 4.1.12. We give an outline for the proof of the above theorem. We
de�ne the closed, left ideal

L := {x ∈ A : f(x∗x) = 0}.

Viewing the quotient A/L as a vector space. We denote the bounded linear map
ι : a 7→ a + L, and de�ne an inner product on A/L by 〈ι(x), ι(y)〉 := f(y∗x)
for all x, y ∈ A, making A/L an inner product space, which we can complete to
obtain the Hilbert space Hf .

The representation πf : A → B(Hf ) is then be de�ned as follows. For any
x ∈ A we de�ne πf (x) on A/L by πf (x)(y+L) = xy+L, which can be uniquely
extended to Hf , because A/L is dense in Hf . The vector e := 1A +L is then a
cyclic vector for πf .

De�nition 4.1.13. A net of operators {Tλ} ⊂ B(H) is said to converge strongly
to T ∈ B(H) if Tλu→ Tu, for all u ∈ H.

Theorem 4.1.14. [10, p. 114] Let {pλ} ⊂ B(H) be an increasing net (in the
sense of De�nition 4.1.4) of projections. The net {pλ} converges strongly to the
projection p ∈ B(H) which projects onto the closed vector subspace (∪λpλ(H))
(norm-closure).

De�nition 4.1.15. [10, p. 116] A von Neumann algebra A acting on a Hilbert
space H, is a strongly closed C*-sub-algebra of B(H).

De�nition 4.1.16. Let A be any *-sub-algebra of B(H). We de�ne

A′ := {T ∈ B(H) : TA = AT for all A ∈ A}.

We call A′ the commutant of A. A von Neumann algebra A satisfying A∩A′ =
C1B(H) is called a factor.

The following is often useful.

Theorem 4.1.17. [10, p. 119] A von Neumann algebra A equals the norm-
closure of the linear span of its projections.

4.2 De�nitions and Basic Results

This section is based on de�nitions and results in [8, 6].

De�nition 4.2.1. Let A be a C*-algebra. A positive, hermitian bounded linear
functional ϕ : A → C is called a state (on A) if ϕ(1A) = 1.
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De�nition 4.2.2. Let A be a C*-algebra, ϕ a state on A. A bounded linear
transformation τ : A → A is called a Markov operator if τ(1A) = 1A and is
called state preserving (with respect to ϕ) if ϕ ◦ τ(a) = ϕ(a) for all a ∈ A.

De�nition 4.2.3. Let A be a C*-algebra, ϕ a state on A and τ : A → A state
preserving, Markov operator. We call the tuple (A, ϕ, τ) a state preserving
C*-dynamical system or just a C*-dynamical system.

Remark 4.2.4. With (A, ϕ, τ) a state preserving C*-dynamical system, we may
often require that A, ϕ and/or τ possess further properties, for example A being
a von Neumann algebra, ϕ possessing some additivity property and τ being a
*-homomorphism in addition to being just linear. These extra assumptions will
be explicitly mentioned as they arise.

De�nition 4.2.5. Let (A, ϕ, τ) be a state preserving C*-dynamical system.

• We call (A, ϕ, τ) ergodic if

lim
n→∞

1
n

n−1∑
k=1

ϕ(aτk(b)) = ϕ(a)ϕ(b)

for all a, b ∈ A.

• We call (A, ϕ, τ) weakly mixing if

lim
n→∞

1
n

n−1∑
k=1

∣∣ϕ(aτk(b))− ϕ(a)ϕ(b)
∣∣ = 0

for all a, b ∈ A.

• We call (A, ϕ, τ) strongly mixing if

lim
n→∞

ϕ(aτn(b)) = ϕ(a)ϕ(b)

for all a, b ∈ A.

The following will often be useful to us.
Let (A, ϕ, τ) be a C*-dynamical system, and (π,H) the cyclic representation

representation, with cyclic vector e ∈ H, obtained from applying the GNS-
construction on (A, ϕ).

Recalling the de�nitions in Remark 4.1.12, we de�ne the bounded linear
operator U : A/L → A/L by Uι(x) := ι(τ(x)) for all x ∈ A. Since A/L is dense
in H, U can be uniquely extended as a bounded linear operator to the whole
of H, [7, p. 100] (also denoted by U). The �xed point space of U : H → H is
de�ned to be {x ∈ H : Ux = x}.

Theorem 4.2.6. [6, p. 47] A C*-dynamical system (A, ϕ, τ) is ergodic if and
only if the �xed point space of U : H → H (as de�ned above) is one-dimensional.
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Remark 4.2.7. Duvenhage uses a di�erent de�nition as we do for ergodicity
when proving the previous theorem, he does however later prove [6, p. 53] that
his de�nition is equivalent to ours above.

Remark 4.2.8. We implore the reader to consider the similarity of the operator
U and the previous theorem to the Koopman operator UT and Theorem 2.1.8
in Section 2.1.

4.3 Classical dynamical systems in the C*-formulation

In this section we show that our *-algebraic formulation of dynamical systems
generalizes classical measure preserving dynamical systems.

We will show that for any given measure preserving dynamical system, we
can construct an analogous C*-dynamical system which has exactly the same
`mixing properties' as the measure preserving system. Conversely, we will show
that it is possible for each of a small class of C*-dynamical systems we can
construct a measure preserving dynamical system that has exactly the mixing
properties of the C*-dynamical system.

Proposition 4.3.1. Let (X,Σ, µ, T ) be any measure preserving dynamical sys-
tem. Then de�ning A := L∞(X,Σ, µ), ϕ : A → C by ϕ(f) :=

∫
X
fdµ and

τ : L∞(X,Σ, µ) → L∞(X,Σ, µ) by τ(f) := f ◦ T , the tuple (A, ϕ, τ) forms a
C*-dynamical system.

Proof. The algebra A is in fact a von Neumann algebra (acting on L2(X,Σ, µ))
hence a C*-algebra. That ϕ(1A) = 1 follows from µ being a probability measure.
That ϕ is positive and hermitian is clear. That τ is linear and state preserving
follows readily from Theorem 2.1.8.

Proposition 4.3.2. Let (X,Σ, µ, T ) and (A, ϕ, τ) be as in the previous result.
The system (X,Σ, µ, T ) is ergodic, (weakly mixing, strongly mixing) if and only
if (A, ϕ, τ) is ergodic, (weakly mixing, strongly mixing).

Proof. Let (A, ϕ, τ) be ergodic, then

lim
n→∞

1
n

n−1∑
k=1

ϕ(aτk(b)) = ϕ(a)ϕ(b)

for all a, b ∈ A. Let A,B ∈ Σ be arbitrary, so their characteristic functions
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χA, χB are elements of A and hence

lim
n→∞

1
n

n−1∑
k=1

µ(A ∩ T−kB)

= lim
n→∞

1
n

n−1∑
k=1

∫
χAχT−kBdµ

= lim
n→∞

1
n

n−1∑
k=1

∫
χA(χB ◦ T k)dµ

= lim
n→∞

1
n

n−1∑
k=1

∫
χAτ

k(χB)dµ

= lim
n→∞

1
n

n−1∑
k=1

ϕ
(
χAτ

k(χB)
)

= ϕ(χA)ϕ(χB)

=
(∫

χAdµ

)(∫
χBdµ

)
= µ(A)µ(B)

establishes the ergodicity of (X,Σ, µ, T ) by Theorem 2.1.13.

Conversely, let (X,Σ, µ, T ) be ergodic. To show that (A, ϕ, τ) is ergodic we
are required to show that

lim
n→∞

1
n

n−1∑
k=1

ϕ(aτk(b)) = ϕ(a)ϕ(b)

for all a, b ∈ A. Now the argument is more complicated, yet follows from
standard measure theoretic arguments.

Let r, s ∈ A = L∞(X,Σ, µ) be arbitrary simple functions, hence there exists
a �nite partition {X0, . . . , XM} of X into measurable sets of positive measure
so that we may write

r =
M∑
m=0

rmχXm s =
M∑

m′=0

sm′χXm′ .
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Now by Theorem 2.1.13, taking the limit as n→∞ in the fourth step,

1
n

n−1∑
k=0

ϕ(rτk(s))

=
1
n

n−1∑
k=0

∫ ( M∑
m=0

rmχXm

)(
M∑

m′=0

sm′(χXm′ ◦ T
k)

)
dµ

=
M∑

m,m′=0

rmsm′
1
n

n−1∑
k=0

∫
χXmχT−kXm′dµ

=
M∑

m,m′=0

rmsm′
1
n

n−1∑
k=0

µ(Xm ∩ T−kXm′)

→
M∑

m,m′=0

rmsm′µ(Xm)µ(Xm′)

=

(
M∑
m=0

rmµ(Xm)

)(
M∑

m′=0

sm′µ(Xm′)

)

=
(∫

rdµ

)(∫
sdµ

)
= ϕ(r)ϕ(s).

Therefore the required result holds for all simple functions in A = L∞(X,Σ, µ).
Let a, b ∈ A = L∞(X,Σ, µ) be arbitrary non-negative functions, and let {rl}

and {sl} be increasing sequences of non-negative simple functions converging
pointwise to a and b respectively.

Then for every l and n ∈ N,∣∣∣∣∣ 1n
n−1∑
k=0

ϕ(aτk(b))− ϕ(a)ϕ(b)

∣∣∣∣∣
≤ 1

n

n−1∑
k=0

∣∣ϕ(aτk(b))− ϕ(rlτk(b))
∣∣

+
1
n

n−1∑
k=0

∣∣ϕ(rlτk(b))− ϕ(rlτk(sl))
∣∣

+
1
n

n−1∑
k=0

∣∣ϕ(rlτk(sl))− ϕ(rl)ϕ(sl)
∣∣

+ |ϕ(rl)ϕ(sl)− ϕ(a)ϕ(sl)|
+ |ϕ(a)ϕ(sl)− ϕ(a)ϕ(b)|.

We now treat each term on the right separately.
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For the �rst term, notice that for every n

1
n

n−1∑
k=0

∣∣ϕ(aτk(b))− ϕ(rlτk(b))
∣∣

=
1
n

n−1∑
k=0

∣∣ϕ((a− rl)τk(b))
∣∣

≤ 1
n

n−1∑
k=0

∫
|a− rl||b ◦ T k|dµ

where for each k, the sequence {|a − rl||b ◦ T k|}l is a monotone decreasing se-
quence converging pointwise to zero, hence by the Lebesgue Monotone Conver-
gence Theorem taking the limit at l→∞ on both sides of the above inequality
yields for every n that

lim
l→∞

1
n

n−1∑
k=0

∣∣ϕ(aτk(b))− ϕ(slτk(b))
∣∣

≤ 1
n

n−1∑
k=0

lim
l→∞

∫
|a− sl||b ◦ T k|dµ

=
1
n

n−1∑
k=0

∫
lim
l→∞

|a− sl||b ◦ T k|dµ

= 0.

For the second term, for every n, since sl ≤ b and |rl| ≤ ‖a‖∞ for all l and
n ∈ N, we see

1
n

n−1∑
k=0

∣∣ϕ(rlτk(b))− ϕ(rlτk(sl))
∣∣

≤ 1
n

n−1∑
k=0

∣∣∣∣∫ rlτ
k(b− sl)dµ

∣∣∣∣
≤ 1

n

n−1∑
k=0

∫
|rl||τk(b− sl)|dµ

≤ ‖a‖∞
1
n

n−1∑
k=0

∫
|τk(b− sl)|dµ

= ‖a‖∞
1
n

n−1∑
k=0

∫
|(b− sl) ◦ T k|dµ

= ‖a‖∞
1
n

n−1∑
k=0

∫
|b− sl|dµ
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by Theorem 2.1.7. As before {|b − sl|} is a monotone decreasing sequence
converging pointwise to zero, hence by the Lebesgue Monotone Convergence
Theorem applying the limit as l→∞ on both sides yields

lim
l→∞

1
n

n−1∑
k=0

∣∣ϕ(rlτk(b))− ϕ(rlτk(sl))
∣∣

≤ ‖a‖∞
1
n

n−1∑
k=0

lim
l→∞

∫
|b− sl|dµ

= ‖a‖∞
1
n

n−1∑
k=0

∫
lim
l→∞

|b− sl|dµ

= 0.

A similar argument as for the �rst and second terms establish for the fourth
and �fth terms that

lim
l→∞

|ϕ(rl)ϕ(sl)− ϕ(a)ϕ(sl)| = 0

lim
l→∞

|ϕ(a)ϕ(sl)− ϕ(a)ϕ(b)| = 0.

Therefore, given an arbitrary ε > 0, it is possible to choose a �xed l0 such
that for every n ∣∣∣∣∣ 1n

n−1∑
k=0

ϕ(aτk(b))− ϕ(a)ϕ(b)

∣∣∣∣∣
<

∣∣∣∣∣ 1n
n−1∑
k=0

ϕ(rl0τ
k(sl0))− ϕ(rl0)ϕ(sl0)

∣∣∣∣∣+
ε

2

and now, since rl0 and sl0 are simple, choosing n large enough, our result for
simple functions establishes∣∣∣∣∣ 1n

n−1∑
k=0

ϕ(aτk(b))− ϕ(a)ϕ(b)

∣∣∣∣∣ < ε.

We conclude that

lim
n→∞

1
n

n−1∑
k=1

ϕ(aτk(b)) = ϕ(a)ϕ(b)

for all non-negative a, b ∈ A.
From here, the result in its full generality follows easily by decomposing

a, b ∈ A into their four constituent, respectively positive and negative, real and
imaginary parts and applying the previous to �nally obtain

lim
n→∞

1
n

n−1∑
k=1

ϕ(aτk(b)) = ϕ(a)ϕ(b)
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for all a, b ∈ A.
(Proof for weakly mixing and strongly mixing follows by the same argumen-

tation)

Remark 4.3.3. In rewriting classical measure preserving dynamical systems in
the C*-formulation, by construction, the obtained C*-algebra is always commu-
tative, and is in fact a von Neumann algebra as well.

We will now present a class of C*-dynamical systems that allow us to regain
an underlying classical measure preserving dynamical system.

We will need the following quite famous results from [10].

Theorem 4.3.4. [10, p. 135] Let A be a commutative von Neumann algebra
acting on a separable Hilbert space H, which contains the identity operator on H
and has a cyclic vector. Then there exists a second countable compact Hausdor�
space X, a positive, regular Borel measure µ on (the Borel σ-algebra of) X, and
a unitary operator u : H → L2(X,µ), such that uAu∗ is the von Neumann
algebra of all multiplication operators on L2(X,µ).

Theorem 4.3.5. [10, p. 136] Let A be a commutative von Neumann algebra
acting on a separable Hilbert space H. Then there exists a second countable
compact Hausdor� space X, and a positive regular Borel measure µ such that
A is *-isomorphic to the C*-algebra L∞(X,µ).

Let (A, ϕ, τ) be a C*-dynamical system, such that A is commutative and
τ a surjective *-homomorphism. Applying the GNS-construction to (A, ϕ) we
obtain a cyclic representation (π,H), with cyclic vector e ∈ H (see Remark
4.1.12). We assume that H is separable and π(A) ⊂ B(H) is a von Neumann
algebra acting on H.

The two theorems above applied to π(A) yield a second countable compact
Hausdor� spaceX and positive regular Borel measure µ on (the Borel σ-algebra,
Σ, of) X such that π(A) is *-isomorphic to L∞(X,Σ, µ) and there exists a uni-
tary operator u : H → L2(X,Σ, µ), such that uπ(A)u∗ is the von Neumann alge-
bra of all multiplication operators on L2(X,Σ, µ), i.e. uπ(A)u∗ = L∞(X,Σ, µ).

We will assume that ue = χX ∈ L2(X,Σ, µ). This is not unreasonable,
because χX ∈ L2(X,Σ, µ) is a cyclic vector for L∞(X,Σ, µ) as a von Neumann
algebra acting on L2(X,Σ, µ) through multiplication.

Now, for any A ∈ Σ, there exists an a ∈ A such that uπ(a)u∗ = χA (as
a multiplication operator, or MχA if the reader is pedantic). Moreover π(a) is
idempotent and self-adjoint as can be seen from

uπ(a)∗u∗ = (uπ(a)u∗)∗ = χ∗A = χA = uπ(a)u∗

and
uπ(a)π(a)u∗ = uπ(a)u∗uπ(a)u∗ = χAχA = χA = uπ(a)u∗

implying π(a)∗ = π(a) and π(a)π(a) = π(a) by canceling out the u and u∗'s.
Since uπ(·)u∗ is a *-homomorphism, it should be immediately clear that

uπ(1A)u∗ = χX , by Proposition 4.1.8.
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Therefore we may conclude

µ(A)

=
∫
χAdµ

=
∫

(χAχX)∗(χAχX)dµ

= 〈χAχX , χAχX〉2
= 〈u∗χAuu∗χX , u∗χAuu∗χX〉2
= 〈π(a)e, π(a)e〉H
= 〈π(a)∗π(a)e, e〉H
= 〈π(a)e, e〉H
= ϕ(a),

and in particular that µ(X) = ϕ(1A) = 1, establishing that (X,Σ, µ) is a
probability space.

We denote the collection of all sets of measure zero in Σ by Σ0. By Σ/Σ0

we mean the σ-algebra of equivalence classes of sets in Σ whose symmetric
di�erence lies in Σ0.

Using the map c : χA ∈ L∞(X,Σ, µ) 7→ A ∈ Σ/Σ0 de�ned on measurable
characteristic functions, we de�ne the transformation T−1 : Σ→ Σ/Σ0 by

T−1A := c (u(π ◦ τ(a))u∗)

where a ∈ A is any such element that uπ(a)u∗ = χA. The map c makes sense in
this context, because when a is self adjoint and idempotent, so is u(π◦τ(a))u∗ ∈
L∞(X,Σ, µ) which implies that it equals a characteristic function (µ-a.e) and
we can apply c to it with a clear conscience.

Remark 4.3.6. It is extremely important for the reader to note that the resem-
blance of the map T−1 as the `inverse image map' of some point map T : X → X,
is (as of yet) purely notational. In the sequel we will construct just such a point
set map, such that T−1 is (analogous) to its inverse images.

The map, T−1 : Σ→ Σ/Σ0 as de�ned above, is well de�ned, for if a1, a2 ∈ A
are both such that uπ(ai)u∗ = χA for i = 1, 2 we have that

u(π(a1 − a2))u∗ = uπ(a1)u∗ − uπ(a2)u∗ = χA − χA = 0

implies that 0 = π(a1 − a2) ∈ B(H). Therefore for all x ∈ A we have π(a1 −
a2)(x + L) = 0 hence (a1 − a2)x ∈ L (see Remark 4.1.12) and, since τ is state
preserving,

0 = ϕ (((a1 − a2)x)∗((a1 − a2)x))
= ϕ ◦ τ (((a1 − a2)x)∗((a1 − a2)x))
= ϕ ◦ ((τ(a1 − a2)τ(x))∗(τ(a1 − a2)τ(x))) .
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Now since τ was assumed to be surjective we obtain

0 = ϕ ◦ ((τ(a1 − a2)x)∗(τ(a1 − a2)x))

for all x ∈ A, which implies that 0 = π ◦ τ(a1 − a2) ∈ B(H), hence u(π ◦ τ(a1 −
a2))u∗ = 0, and therefore

u(π ◦ τ(a1))u∗ = u(π ◦ τ(a2))u∗

as characteristic functions in L∞(X,Σ, µ). Therefore the symmetric di�erence
of c (u(π ◦ τ(a1))u∗) and c (u(π ◦ τ(a2)u∗) must have measure zero. Hence T−1

is indeed well de�ned.
By what we have established previously and by de�nition of T−1 we see

χT−1A = u(π ◦ τ(a))u∗ when a ∈ A is such that uπ(a)u∗ = χA, so that

µ(T−1A) = ϕ ◦ τ(a) = ϕ(a) = µ(A).

We will now show that we can regain a point set map S : X\X0 → X where
µ(X0) = 0 such that the inverse images of this map coincide with the forward
images of T−1.

We will need the following from [12].

De�nition 4.3.7. [12, p. 318] If Σ1 and Σ2 are σ-algebras on X1 and X2 a map
Φ : Σ1 → Σ2 is called a σ-homomorphism when Φ (

⋃∞
k=1Ak) =

⋃∞
k=1 Φ(Ak) for

any {Ak}∞k=1 ⊂ Σ1.

Theorem 4.3.8. [12, p. 329] Let (X,Σ, µ) be a measurable space, Y a complete
separable metric space, and Φ a σ-homomorphism from the Borel sets of Y into
Σ/Σ0, with Φ(Y ) = X. Then there exists a set X0 ∈ Σ0 and a point map
φ : X\X0 → Y such that for every Borel set B of Y , φ−1(B) = Φ(B) (modulo
a set of measure zero).

In light of the hypothesis of the previous, the following famous theorems
allow a very welcome transmogri�cation of X.

Theorem 4.3.9. [9, p. 215] (Urysohn's Metrization Theorem) Every regular
second countable topological space is metrizable.

Theorem 4.3.10. [9, p. 276] (Heine Borel Theorem) A metric space is compact
if and only if it is complete and totally bounded.

Theorem 4.3.11. [9, p. 191] If a topological space is second countable, it has
a countable dense subset, i.e. it is separable.

We recall that X is a compact (hence regular, since it is Haussdor�), second
countable Hausdor� space and therefore is metrizable by Urysohn's metriza-
tion theorem, complete by the Heine-Borel Theorem and separable by Theorem
4.3.11.

We would like to have that T−1 is a σ-homomorphism. In aid of showing
this, we �rst prove:
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Lemma 4.3.12. Let {aλ} ⊂ A be any net such that uπ(aλ)u∗ → uπ(a)u∗

strongly, for some a ∈ A, as multiplication operators in L∞(X,Σ, µ) acting on
L2(X,Σ, µ). Then uπ ◦ τ(aλ)u∗ → uπ ◦ τ(a)u∗ strongly.

Proof. Let b ∈ A be arbitrary, so that b + L ∈ H (see Remark 4.1.12) is an
arbitrary element of a dense subset of H. Now, since u is unitary, hence an
isometry,

‖uπ ◦ τ(aλ)u∗u(b+ L)− uπ ◦ τ(a)u∗u(b+ L)‖22
= ‖π ◦ τ(aλ)(b+ L)− π ◦ τ(a)(b+ L)‖2

= ‖π ◦ τ(aλ − a)(b+ L)‖2

= ϕ((τ(aλ − a)b)∗τ(aλ − a)b).

Since τ is assumed to be surjective, there exists a b′ ∈ A such that τ(b′) = b so
that, τ being state preserving and a *-homomorphism then implies

‖uπ ◦ τ(aλ)u∗u(b+ L)− uπ ◦ τ(a)u∗u(b+ L)‖22
= ϕ((τ(aλ − a)b)∗τ(aλ − a)b)
= ϕ((τ(aλ − a)τ(b′))∗τ(aλ − a)τ(b′))
= ϕ(((aλ − a)b′)∗(aλ − a)b′)

= ‖π(aλ − a)(b′ + L)‖2

= ‖uπ(aλ)u∗u(b′ + L)− uπ(a)u∗u(b′ + L)‖2

→ 0

with λ, by hypothesis. So since (b + L) was arbitrary in a dense subset of H,
we have that uπ ◦ τ(aλ)u∗ → uπ ◦ τ(a)u∗strongly in L∞(X,Σ, µ).

We can now show

Proposition 4.3.13. The map T−1 : Σ → Σ/Σ0 is a σ-homomorphism satis-
fying T−1X = X (modulo a set of measure zero).

Proof. First let A,B ∈ Σ be arbitrary and a, b ∈ A such that uπ(a)u∗ = χA
and uπ(b)u∗ = χB . Then

uπ(ab)u∗ = uπ(a)u∗uπ(b)u∗ = χAχB = χA∩B ,

so that by de�nition uπ ◦ τ(ab)u∗ = χT−1(A∩B) and hence

χT−1A∩T−1B

= χT−1AχT−1B

= uπ ◦ τ(a)u∗uπ ◦ τ(b)u∗

= uπ ◦ τ(ab)u∗

= χT−1(A∩B)
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as elements of L∞(X,Σ, µ), hence the symmetric di�erence of T−1(A ∩B) and
T−1A ∩ T−1B has measure zero.

Now also notice that

χA∪B = χA + χB − χA∩B
= uπ(a)u∗ + uπ(b)u∗ − uπ(ab)u∗

= uπ(a+ b− ab)u∗,

so that by de�nition, χT−1(A∪B) = uπ ◦ τ(a+ b− ab)u∗ implies

χT−1(A∪B)

= uπ ◦ τ(a+ b− ab)u∗

= uπ ◦ τ(a)u∗ + uπ ◦ τ(b)u∗ − uπ ◦ τ(ab)u∗

= χT−1A + χT−1B − χT−1A∩T−1B

= χT−1A∪T−1B

as elements of L∞(X,Σ, µ). So the symmetric di�erence of T−1A ∪ T−1B and
T−1(A ∪B) has measure zero.

Now, let {Al}∞l=1 ⊂ Σ and {ak} ∈ A such that uπ(ak)u∗ = χSk
l=1 Al

. It

should be clear that uπ(ak)u∗ → χS∞
l=1 Al

strongly in L∞(X,Σ, µ), as k → ∞
by Theorem 4.1.14. Let a ∈ A be such that χS∞

l=1 Al
= uπ(a)u∗. Now by the

previous paragraphs and the previous lemma, we have that

χSk
l=1 T

−1Al

= χT−1(Sk
l=1 Al)

= uπ ◦ τ(ak)u∗

→ uπ ◦ τ(a)u∗

= χT−1(S∞
l=1 Al)

strongly in L∞(X,Σ, µ) as k →∞. But it should be clear that the strong limit
of the sequence {χSk

l=1 T
−1Al
} is χS∞

l=1 T
−1Al by Theorem 4.1.14, therefore we

conclude that the symmetric di�erence of T−1 (
⋃∞
l=1Al) and

⋃∞
l=1 T

−1Al have
measure zero.

Since τ(1A) = 1A,

χT−1X = uπ ◦ τ(1A)u∗ = uπ(1A)u∗ = χX ,

implies that the symmetric di�erence of T−1X and X has measure zero.
Therefore we may conclude that T−1 : Σ → Σ/Σ0 is a σ-homomorphism

such that T−1X = X (modulo a set of measure zero).

Now T−1 satis�es the hypothesis of Theorem 4.3.8, hence there exists a set
X0 ∈ Σ of measure zero and a map S : X\X0 → X such that for every Borel
set B of X, S−1B = T−1B (modulo a set of measure zero).
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We de�ne the set X ′ := X\
⋃∞
k=1 S

−1X0. Since µ(
⋃∞
k=1 S

−1X0) = 0 we still
have µ(X ′) = 1. We de�ne the map T ′ : X ′ → X ′ as the restriction of S to X ′.
Then (X ′,Σ ∩X ′, µ, T ′) is a measure preserving dynamical system.

Moreover, (X ′,Σ ∩ X ′, µ, T ′) preserves the `mixing properties' of (A, ϕ, τ).
To see this, suppose (A, ϕ, τ) is ergodic, let A,B ∈ Σ∩X ′, and a, b ∈ A be any
such elements that uπ(a)u∗ = χA and uπ(b)u∗ = χB . We convince ourselves
that u(π ◦ τk(b))u∗ = χT−kB = χB ◦T ′k because T−1B := c (u(π ◦ τ(b))u∗) and
hence u(π ◦ τ(b))u∗ = χT−1B = χB ◦ T ′. We then investigate

χA∩T−kB

= χAχT−kB

= uπ(a)u∗u(π ◦ τk(b))u∗

= u(π(a)π ◦ τk(b))u∗

= uπ(aτk(b))u∗,

which, with what we had established before implies

µ(A ∩ T−kB) = ϕ(aτk(b))

and therefore

lim
n→∞

1
n

n−1∑
k=0

µ(A ∩ T ′−kB)

= lim
n→∞

1
n

n−1∑
k=0

ϕ(aτk(b))

= ϕ(a)ϕ(b)
= µ(A)µ(B)

establishes the ergodicity of (X ′,Σ ∩ X ′, µ, T ′) by Theorem 2.1.13. (Similar
argumentation establishes the weakly mixing, or strongly mixing of (X ′,Σ ∩
X ′, µ, T ′) when (A, ϕ, τ) possesses the same respective property).

4.4 Examples

As outlined in the previous section, we can obviously construct a C*-dynamical
system from any given measure preserving dynamical system. For more inter-
esting examples (where the C*-algebra is actually non-commutative) we refer
the reader to Chapter 6.
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Chapter 5

Generalized Recurrence and

Induced Transformations

5.1 Classical induced transformations in the C*-
setting

Let (X,Σ, T, µ) be a measure preserving dynamical system and A ∈ Σ with
µ(A) > 0. Let (A,Σ∩A,µA, TA) be the system induced onto A from (X,Σ, T, µ).
Let (A, ϕ, τ) and (AA, ϕA, τA) be the C*-dynamical systems derived from (X,Σ, T, µ)
and (A,Σ ∩ A,µA, TA) respectively as in Proposition 4.3.1. Note that the C*-
algebras A = L∞(X,Σ, µ) and AA = L∞(A,Σ ∩ A,µA) are von Neumann
algebras acting on the Hilbert spaces L2(X,Σ, µ) and L2(A,Σ ∩A,µA) respec-
tively through multiplication, therefore we may refer to von Neumann algebra
theory.

If our goal of de�ning induced transformations for general C*-dynamical
systems is indeed achievable, it should certainly be possible to obtain the system
(AA, ϕA, τA) directly from (A, ϕ, τ) without relying on the underlying classical
systems (X,Σ, T, µ) and (A,Σ ∩A,µA, TA) (too much).

We notice that χA ∈ A is a projection and A(1)
A := χAAχA = χAA is a von

Neumann algebra acting on L2(X,Σ, µ) [10, p. 116], while we actually want

it to act on L2(A,Σ ∩ A,µA). It should however be clear that A(1)
A = χAA is

*-isomorphic to AA through the map χAf 7→ f |A. Moreover, it is clear that

this *-isomorphism is weakly continuous, so that we may view A(1)
A = χAA as

a von Neumann algebra acting on L2(A,Σ ∩ A,µA) [10, p. 132]. Hence, not

more than a moment's re�ection convinces us that A(1)
A and AA are actually

`the same' von Neumann algebra, as they act on the same Hilbert space and
their elements are in bijective correspondence respectively through restriction
to A and extension to X from A by zero.

We can de�ne a state ϕ
(1)
A : A(1)

A → C by ϕ
(1)
A (f ′) := ϕ(f ′)/ϕ(χA) for all

37
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f ′ ∈ A(1)
A . On comparison with the state ϕA we see for any f ∈ AA, by denoting

f 's extension to X by zero by f ′ ∈ A(1)
A ,

ϕA(f) =
∫
A

fdµA

=
1

µ(A)

∫
A

fdµ

=
1

ϕ(χA)

∫
X

f ′dµ

=
1

ϕ(χA)
ϕ(f ′)

= ϕ′A(f ′)

that they are indeed equal.
If we partition A ∈ Σ by return time, say {Aj}∞j=1 according to De�nition

3.2.4, we can de�ne a transformation τ
(1)
A : A(1)

A → A(1)
A as follows. For any

f ′ ∈ A(1)
A

τ ′A(f ′) :=
∞∑
j=1

χAjτ
j(f ′) =

∞∑
j=1

χAjf
′ ◦ T j .

When we restrict both sides to A (as they are L∞ functions on X, which equal
zero (µ-almost everywhere) outside A), we see that for (µ-almost) every x ∈ A,
there exists a unique j0 such that x ∈ Aj0 and hence nA(x) = j0, since {Aj}∞j=1

is a partition of A, so that when we denote the restriction of f ′ ∈ A(1)
A to A by

f ∈ AA (
τ

(1)
A (f ′)

)
(x) =

 ∞∑
j=1

χAjf
′ ◦ T j

 (x)

=
∞∑
j=1

χAj (x)f ′ ◦ T j(x)

= f ′ ◦ T j0(x)
= f ′ ◦ Tn(x)(x)
= f ◦ TA(x)
= (τA(f)) (x).

It should also be easily seen that the fact that τ
(1)
A is state preserving with

respect to ϕ
(1)
A is implied by τA being state preserving with respect to ϕA.

Moreover τ
(1)
A is a *-homomorphism, since τA is.

Hence (A(1)
A , ϕ

(1)
A , τ

(1)
A ) is not only a C*-dynamical system, but is `the same'

as (AA, ϕA, τA), and obviously therefore possesses the same `mixing properties'
as (AA, ϕA, τA) which it had inherited from (A,Σ ∩ A,µA, TA), which (A,Σ ∩
A,µA, TA) in turn, had inherited them from (X,Σ, µ, T ).
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The above discussion gives us a good clue as to how to go about de�ning
induced transformations for general C*-dynamical systems.

We might make the educated guess that constructing an induced transfor-
mation on some general (A, ϕ, τ) C*-dynamical system will revolve around a
(suitable) projection p ∈ A, in analogy to the projection χA (as a multiplication
operator) as used above, so that we may work with the *-algebra Ap := pAp.
Also, because the return time map nA looses all meaning and use in this general
setting, we will likely require that the projection p admits a `partition' {pj}∞j=1

of (hopefully) mutually orthogonal projections, such that p =
∑∞
j=1 pj (at least

strongly, when A happens to be a von Neumann algebra). This would permit
us to de�ne an analogous induced transformation τp : Ap → Ap by

τp(a) :=
∞∑
j=1

pjτ
j(a)

for any a ∈ Ap, in analogy to what was done above, which is then expected to
be state preserving with respect to the state ϕp : Ap → C de�ned by ϕp(a) :=
ϕ(a)/ϕ(p) for all a ∈ A.

If this is managed, (Ap, ϕp, τp) would be a C*-dynamical system, which we
might guess inherit `mixing properties' from (A, ϕ, τ) in analogy to the way that
(A,Σ ∩A,µA, TA) inherits `mixing properties' from (X,Σ, T, µ).

5.2 Generalized Recurrence

This section is based on [6]. The reader will do well to remind himself/herself
of the de�nitions in Section 4.1.

De�nition 5.2.1. [6, p. 57] Let A be a *-algebra and B a unital *-algebra. Let
ϕ : A → B be a positive mapping (i.e. ϕ(a∗a) ≥ 0 for all a ∈ A).

We call ϕ additive if
n∑
k=1

ϕ(pk) ≤ 1B

for any projections p1, . . . , pn ∈ A for which ϕ(pkplpk) = 0 if k < l.
We call ϕ faithful if it is linear, A is unital, ϕ(1A) = 1B and ϕ(a∗a) > 0

when a ∈ A is non-zero. (This obviously requires that a∗a 6= 0 when a 6= 0,
which at least holds for all C*-algebras).

We will say ϕ is tracial if it has the property ϕ(ab) = ϕ(ba) for all a, b ∈ A.

The following can be viewed as a generalization of the Poincaré Recurrence
Theorem

Theorem 5.2.2. [6, p. 57] Let A be a *-algebra, B a unital C*-algebra and
ϕ : A → B an additive map. Let τ : A → A be a *-homomorphism such that
ϕ(τ(pqp)) = ϕ(pqp) for all projections p, q ∈ A. Then for any projection p ∈ A
with ϕ(p) > 0, there exists a positive integer n such that ϕ(pτn(p)p) > 0.
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Proof. Note that since τ is a *-homomorphism, it preserves projections (i.e. if
p ∈ A is a projection so is τ(p)). Therefore

pτn(p)p = pτn(p)τn(p)p = (τn(p)∗p∗)∗τn(p)p = (τn(p)p)∗τn(p)p

implies
ϕ(pτn(p)p) = ϕ((τn(p)p)∗τn(p)p) ≥ 0.

Suppose, contrary to what we want to prove, that ϕ(pτn(p)p) = 0 for all
n ∈ N. Then for all k, n ∈ N we see, by hypothesis, and our supposition, that

ϕ(τk(p)τk+n(p)τk(p)) = ϕ(τk(pτn(p)p)) = ϕ(pτn(p)p) = 0.

Therefore {τk(p)}k∈N forms a collection of projections such that ϕ(τk(p)τn(p)τk(p)) =
0 when k < n.

Now, since ϕ is additive, for every n ∈ N

n∑
k=1

ϕ(τk(p)) ≤ 1B.

Moreover, since p is a projection, p = ppp, so that

n∑
k=1

ϕ(τk(p)) =
n∑
k=1

ϕ(τk(ppp)) =
n∑
k=1

ϕ(p) = nϕ(p).

Therefore nϕ(p) ≤ 1B, and n‖ϕ(p)‖ ≤ ‖1B‖ = 1 by [10, p. 46], which implies
that ‖ϕ(p)‖ = 0 and therefore ϕ(p) = 0, contrary to our hypothesis that ϕ(p) >
0.

In conclusion, we have established the existence of an n ∈ N such that
ϕ(pτn(p)p) > 0.

We can adapt the proof of the previous theorem to obtain the related result

Theorem 5.2.3. Let A be a *-algebra, B a unital C*-algebra and ϕ : A → B
an additive map. Let τ : A → A be a *-homomorphism such that ϕ(τ(pqp)) =
ϕ(pqp) for all projections p, q ∈ A. Then for any projection p ∈ A with ϕ(p) > 0,
there exists in�nitely many positive integers n such that ϕ(pτn(p)p) > 0.

Proof. Suppose to the contrary, that there exist only a �nite number of integers
n such that ϕ(pτn(p)p) > 0. Then there exists an integer n0 such that n > n0

implies ϕ(pτn(p)p) = 0. Then for any k, n ∈ N with n > n0

ϕ(τk(p)τk+n(p)τk(p)) = ϕ(τk(pτn(p)p)) = ϕ(pτn(p)p) = 0,

so that the collection of projections {τk+n0(p)}k∈N is such that

ϕ(τk+n0(p)τn+n0(p)τk+n0(p)) = 0
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when k < n.
By additivity of ϕ we then obtain

n∑
k=1

ϕ(τk+n0(p)) ≤ 1B.

Since p = ppp, also

n∑
k=1

ϕ(τk+n0(p)) =
n∑
k=1

ϕ(τk+n0(ppp)) =
n∑
k=1

ϕ(p) = nϕ(p).

Therefore nϕ(p) ≤ 1B, and again n‖ϕ(p)‖ ≤ ‖1B‖ = 1 by [10, p. 46], which
implies that ‖ϕ(p)‖ = 0 and therefore ϕ(p) = 0, contrary to our hypothesis that
ϕ(p) > 0.

We conclude that there must exist in�nitely many positive integers n such
that ϕ(pτn(p)p) > 0.

Corollary 5.2.4. If under the same hypothesis as the previous theorem, we
assume that ϕ is tracial, then for any projection p ∈ A and any sub-projection
q ∈ A of p such that ϕ(q) > 0, there exist in�nitely many positive integers n
such that ϕ(pτn(q)p) > 0. Also, there exist in�nitely many positive integers n
such that ϕ(qτn(p)q) > 0.

Proof. Because q is a sub-projection of p, (p− q) is a projection as can be seen
from

(p− q)∗ = (p∗ − q∗) = (p− q)

and
(p− q)(p− q) = pp− qp− pq + qq = p− q − q + q = (p− q).

Since ϕ is positive and tracial by hypothesis and τ , being a *-homomorphism,
preserves projections, we see that for all n ∈ N

ϕ(pτn(q)p)− ϕ(qτn(q)q)
= ϕ(ppτn(q))− ϕ(qqτn(q))
= ϕ(pτn(q))− ϕ(qτn(q))
= ϕ((p− q)τn(q))
= ϕ((p− q)(p− q)τn(q))
= ϕ((p− q)τn(q)τn(q)(p− q))
= ϕ((τn(q)(p− q))∗τn(q)(p− q))
≥ 0.

Hence ϕ(pτn(q)p) ≥ ϕ(qτn(q)q). But by Theorem 5.2.3 the existence of in-
�nitely many n ∈ N such that ϕ(qτn(q)q) > 0 implies

ϕ(pτn(q)p) ≥ ϕ(qτn(q)q) > 0,
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for such all such n, establishing the �rst result.
For the second result we investigate,

ϕ(qτn(p)q)− ϕ(qτn(q)q)
= ϕ(qτn(p))− ϕ(qτn(q))
= ϕ(qτn(p− q))
= ϕ(qτn(p− q)τn(p− q)q)
= ϕ((τn(p− q)q)∗τn(p− q)q)
≥ 0,

which holds since ϕ is tracial and positive, (p − q) is a projection and τ is a
*-homomorphism. Therefore

ϕ(qτn(p)q) ≥ ϕ(qτn(q)q) > 0

for in�nitely many positive integers n by Theorem 5.2.3, establishing the second
result.

The same proof as for the previous result allows us to also establish:

Corollary 5.2.5. If under the same hypothesis as Theorem 5.2.3, p ∈ A any
projection and q ∈ A any sub-projection of p such that ϕ(q) > 0, pτn(q) =
τn(q)p and qτn(q) = τn(q)q for all n ∈ N, there exist in�nitely many positive
integers n such that ϕ(pτn(q)p) > 0.

And also:

Corollary 5.2.6. If under the same hypothesis as Theorem 5.2.3, p ∈ A any
projection and q ∈ A any sub-projection of p such that ϕ(q) > 0, qτn(p) =
τn(p)q and qτn(q) = τn(q)q for all n ∈ N, there exist in�nitely many positive
integers n such that ϕ(qτn(p)q) > 0.

We will use these results in the coming sections to de�ne generalized induced
transformations.

5.3 Generalized Return Time Partitions

In this section we will investigate the possibility of de�ning a consistent return
time partition as was done for classical measure preserving dynamical systems
in Section 3.2.

Let (A, ϕ, τ) be a C*-dynamical system, with A a von Neumann algebra
(that is not a factor) acting on a Hilbert space denoted by H. We assume that
H is the same Hilbert space as is obtained from the GNS-construction on (A, ϕ)
(see Remark 4.1.12), and that the representation π obtained is just an inclusion
map. We therefore suppress mention of π and justify writing ι(ab) = aι(b) for
all a, b ∈ A. Let τ be a *-homomorphism and let p be any projection in A∩A′,
such that ϕ(p) > 0 and τ j(p) ∈ A ∩A′ for all j ∈ N.
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We recursively de�ne for all j ∈ N

p1 := τ(p)p

pj := τ j(p)(p−
j−1∑
k=1

pk)

and

q1 := τ(p)(1A − p)

qj := τ j(p)(1A − p−
j−1∑
k=1

qk).

Because A ∩ A′ is a von Neumann algebra [10, p. 117], we can conclude that
pj , qj ∈ A ∩ A′ for all j ∈ N, since their constituents lie in A ∩ A′. Moreover,
since both p, (1A− p) ∈ A∩A′, pj and qj are sub-projections of the projections
p and (1A − p) respectively for all j ∈ N.
Remark 5.3.1. We will remark that when (A, ϕ, τ) is constructed from a measure
preserving dynamical system (X,Σ, µ, T ) as in Section 4.3, then for any A ∈ Σ
with µ(A) > 0 we have that χA ∈ A = L∞(X,Σ, µ) also lies in A′, by the
commutativity of A. In this case, it takes no great stretch of the imagination to
see that pj = χAj and qj = χBj for each j ∈ N where {Aj}∞j=1 and {Bj}∞j=1 are
as they are were de�ned in Section 3.2. Therefore {pj}∞j=1 is indeed a partition
of p (in some sense), since {Aj}∞j=1 is a partition of A. This hints that we are
indeed on the right track in our search for a consistent de�nition of a generalized
return time partition.

We can prove the following:

Proposition 5.3.2. The collections {pj}∞j=1 ⊂ A ∩ A′ and {qj}∞j=1 ⊂ A ∩ A′
respectively consist of pairwise orthogonal projections.

Proof. We can easily see that p1 ∈ A is a projection, since p ∈ A ∩ A′ and τ is
a *-homomorphism,

p1p1 = pτ(p)pτ(p) = p2τ(p2) = τ(p)p = p1

and
p∗1 = (pτ(p))∗ = τ(p)∗p∗ = τ(p∗)p = τ(p)p = p1.

We can show that p1p2 = p2p1 = 0, since pj ∈ A ∩ A′ for all j ∈ Z≥0,
p1p2 = p2p1 is clear. By de�nition,

p1p2

= τ(p)pτ2(p)(p− p1)
= τ(p)pτ2(p)(p− τ(p)p)
= pτ(p)τ2(p)− pτ(p)τ2(p)
= 0.
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By strong induction we can now show that the pj are mutually orthogonal
projections. Suppose for some k0 ∈ N, for each l ≤ k0, pl is a projection and
the collection {pl}k0l=1 of projections are pairwise orthogonal.

We can show that pk0+1 is a projection, for the pairwise orthogonality of
{pl}k0l=1 and the fact that all operators involved lie in A′ , implies

pk0+1pk0+1 = τk0+1(p)

(
p−

k0∑
k=1

pk

)
τk0+1(p)

(
p−

k0∑
k=1

pk

)

= pτk0+1(p)

(
1A −

k0∑
k=1

pk

)(
1A −

k0∑
k=1

pk

)

= pτk0+1(p)

(
1A −

k0∑
k=1

pk −
k0∑
k=1

pk +

(
k0∑
k=1

pk

)(
k0∑
r=1

pr

))

= pτk0+1(p)

1A −
k0∑
k=1

pk −
k0∑
k=1

pk +
k0∑

k,r=1

pkpr


= pτk0+1(p)

(
1A −

k0∑
k=1

pk −
k0∑
k=1

pk +
k0∑
k=1

pk

)

= τk0+1(p)

(
p−

k0∑
k=1

pk

)
= pk0+1,

and

p∗k0+1 =

(
τk0+1(p)

(
p−

k0∑
k=1

pk

))∗

= τk0+1(p)∗
(
p∗ −

k0∑
k=1

p∗k

)

= τk0+1(p)

(
p−

k0∑
k=1

pk

)
= pk0+1,

establishing that pk0+1 is indeed a projection.

We can now show that the projections in {pl}k0+1
l=1 are pairwise orthogonal.

By assumption, the projections in {pl}k0l=1 are pairwise orthogonal, thus it only

remains to show that pk0+1 is orthogonal to every element in {pl}k0l=1. It is clear
that pk0+1pl = plpk0+1 for every l ≤ k0 since pj ∈ A ∩ A′ for all j ∈ N. Since

the projections in{pl}k0l=1 are pairwise orthogonal and each is a sub-projection



5.3. GENERALIZED RETURN TIME PARTITIONS 45

of p, we see that

pk0+1pl

= τk0+1(p)

(
p−

k0∑
k=1

pk

)
pl

= τk0+1(p)

(
pl −

k0∑
k=1

pkpl

)
= τk0+1(p) (pl − pl)
= 0,

implies that the projections in {pl}k0+1
l=1 are pairwise orthogonal.

But the induction hypothesis holds when k0 = 1, therefore each element of
the collection {pj}∞j=1 is a projection, and the projections in the collection are
pairwise orthogonal.

Analogous argumentation establishes the result for {qj}∞j=1.

De�nition 5.3.3. If r ∈ A is a projection, we will call a countable collection of
pairwise orthogonal projections in A a potential partition of r if each projection
in the collection is a sub-projection of r.

We call P0 := {pj}∞j=1 the basic return time potential partition of the pro-
jection p.

Let P ′ := {p′j}∞j=1 ⊂ A and P ′′ := {p′′j }∞j=1 ⊂ A both be potential partitions
of some projection r ∈ A. We will say P ′′ is a compatible expansion of P ′ and
write P ′ ≤ P ′′ if for all j, j′ ∈ N

p′jp
′′
j′ = p′′j′p

′
j = δjj′p

′
j′

Proposition 5.3.4. The relation `≤' is a partial order on the collection of all
compatible expansions of P0.

Proof. Clearly, if P ′ := {p′j}∞j=1 is a compatible expansion of P0, then P ′ ≤ P ′
because the pairwise orthogonality the projections in P ′ establishes p′jp′j′ =
p′j′p

′
j = δjj′p

′
j′ for all j, j

′ ∈ N. Hence the relation is re�exive.
If P ′ := {p′j}∞j=1 and P ′′ := {p′′j }∞j=1 are compatible expansions of P0 such

that P ′ ≤ P ′′ and P ′′ ≤ P ′, then

p′jp
′′
j′ = p′′j′p

′
j = δjj′p

′
j′

and
p′jp
′′
j′ = p′′j′p

′
j = δjj′p

′′
j′

implies δjj′p
′
j′ = p′jp

′′
j′ = δjj′p

′′
j′ , and therefore p′′j = p′j for all j ∈ N. Hence

P ′ = P ′′. Therefore the relation is anti-symmetric.

If P(i) := {p(i)
j }∞j=1 for i = 1, 2, 3 are compatible expansions of P0 such that

P(1) ≤ P(2) and P(2) ≤ P(3), then

p
(1)
j p

(2)
j′ = p

(2)
j′ p

(1)
j = δjj′p

(1)
j′
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and
p
(2)
j p

(3)
j′ = p

(3)
j′ p

(2)
j = δjj′p

(2)
j′ .

But then
p
(1)
j p

(3)
j′ = p

(1)
j p

(2)
j p

(3)
j′ = δjj′p

(1)
j p

(2)
j′ = δjj′p

(1)
j′ ,

and similarly p
(3)
j′ p

(1)
j = δjj′p

(1)
j′ , which establishes P(1) ≤ P(3) and therefore

transitivity of the relation.
We conclude that the relation `≤' on compatible expansions of P0 is indeed

a partial order.

Proposition 5.3.5. Every chain of compatible expansions of P0 ordered by `≤'
has an upper bound.

Proof. Let {
P(n) := {p(n)

j }
∞
j=1

}
n≥0

be an arbitrary chain of compatible expansions of P0. We may as well assume
that P(0) = P0 because P0 is a lower bound for the collection of all compatible
expansions of P0.

We de�ne P := {pj}∞j=1 as follows. For each j ∈ N , {p(n)
j }n≥0 is an increas-

ing net of projections in A, therefore converges strongly to a projection in A,
by Theorem 4.1.14, which we denote by pj .

We will now show that P is an upper bound for the chain.
Let n ∈ N be arbitrary but �xed, and m ∈ N arbitrary such that m > n.

Then for all j, j′ ∈ N, and u ∈ H

‖pjp(n)
j′ u− δjj′p

(n)
j′ u‖

= ‖pjp(n)
j′ u− p

(m)
j p

(n)
j′ u+ p

(m)
j p

(n)
j′ u− δjj′p

(n)
j′ u‖

≤ ‖(pj − p(m)
j )p(n)

j′ u‖+ ‖δjj′p(n)
j′ u− δjj′p

(n)
j′ u‖

= ‖(pj − p(m)
j )p(n)

j′ u‖
→ 0

asm→∞, while the left hand side is independent ofm. Therefore for all n ≥ 0,

pjp
(n)
j′ = δjj′p

(n)
j′ .

Similarly, because for any projection p in a C*-algebra we have ‖p‖ = ‖p∗p‖ =
‖p‖2, implying that ‖p‖ equals either 0 or 1. Hence

‖p(n)
j′ pju− δjj′p

(n)
j′ u‖

= ‖p(n)
j′ pju− p

(n)
j′ p

(m)
j u+ p

(n)
j′ p

(m)
j u− δjj′p(n)

j′ u‖

≤ ‖p(n)
j′ pju− p

(n)
j′ p

(m)
j u‖ + ‖p(n)

j′ p
(m)
j u− δjj′p(n)

j′ u‖

≤ ‖p(n)
j′ ‖H‖pju− p

(m)
j u‖ + ‖δjj′p(n)

j′ u− δjj′p
(n)
j′ u‖

≤ ‖pju− p(m)
j u‖

→ 0
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as m→∞ while the left is again independent of m. Therefore p
(n)
j′ pj = δjj′p

(n)
j′ .

So we may conclude that for all j, j′ ∈ N and all n ≥ 0,

p
(n)
j′ pj = pjp

(n)
j′ = δjj′p

(n)
j′ .

We now prove that the projections in P are pairwise orthogonal. Let j, j′ ∈
N, u ∈ H and m ≥ 0 be arbitrary. Then, by invoking the just established fact

p
(m)
j′ pj = pjp

(m)
j′ = δjj′p

(m)
j′ ,

‖pjpj′u− δjj′pju‖

= ‖pjpj′u− p(m)
j′ pju+ p

(m)
j′ pju− δjj′pju‖

≤ ‖pjpj′u− pjp(m)
j′ u‖ + ‖p(m)

j′ pju− δjj′pju‖

≤ ‖pj‖H‖pj′u− p(m)
j′ u‖ + δjj′‖p(m)

j′ u− pju‖

≤ ‖pj′u− p(m)
j′ u‖ + δjj′‖p(m)

j′ u− pjuH‖
→ 0

as m → ∞ while the left is again independent of m. Hence pjpj′ = δjj′pj ,
establishing the pairwise orthogonality of the projections in P.

We now show that every projection in the collection P is a sub-projection
of p. Let m ≥ 0, j ∈ N and u ∈ H be arbitrary

‖ppju− pju‖

= ‖ppju− pp(m)
j u+ pp

(m)
j u− pju‖

≤ ‖ppju− pp(m)
j u‖ + ‖pp(m)

j u− pju‖

= ‖p‖‖pju− p(m)
j u‖ + ‖p(m)

j u− pju‖
→ 0

as m→∞, while the left is independent of m, hence ppj = pj .
Similarly

‖pjpu− pju‖

= ‖pjpu− p(m)
j pu+ p

(m)
j pu− pju‖

≤ ‖pjpu− p(m)
j pu‖ + ‖p(m)

j pu− pju‖

= ‖(pj − p(m)
j )pu‖ + ‖p(m)

j u− pju‖
→ 0

as m→∞, while the left is independent of m, hence pjp = pj .
We conclude that P is a compatible expansion of P0 and P(n) ≤ P for all

n ≥ 0, hence is an upper bound for the chain.

Corollary 5.3.6. There exists a maximal compatible expansion of P0.
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Proof. The result follows immediately by invoking Zorn's Lemma on the previ-
ous results.

As an aside we might raise the following, in analogy with so many other
statements of this form:

Conjecture 5.3.7. The existence of an upper bound for every chain of com-
patible expansion of P0 is equivalent to Zorn's Lemma.

Proposition 5.3.8. Let P(∞) := {p(∞)
j }∞j=1 any maximal compatible expansion

of P0. The strong limit
∑∞
j=1 p

(∞)
j exists and is a sub-projection of p.

Proof. Since the projections {p(∞)
j }∞j=1 are pairwise orthogonal, {

∑k
j=1 p

(∞)
j }∞k=1

is an increasing sequence of projections which, by Theorem 4.1.14, to a projec-

tion in A, which we denote by p′ :=
∑∞
j=1 p

(∞)
j . We show that p′ is a sub-

projection of p. The assumption p ∈ A ∩ A′ establishes pp′ = p′p. For any
u ∈ H, and any k ∈ N, since each p∞j is a sub-projection of p

‖pp′u− p′u‖

= ‖pp′u−

 k∑
j=1

p
(∞)
j

u+

 k∑
j=1

p
(∞)
j

u− p′u‖

≤ ‖pp′u− p

 k∑
j=1

p
(∞)
j

u‖+ ‖

 k∑
j=1

p
(∞)
j

u− p′u‖

≤ ‖p‖H‖p′u−

 k∑
j=1

p
(∞)
j

u‖+ ‖

 k∑
j=1

p
(∞)
j

u− p′u‖

→ 0

as k →∞ while the left is independent of k. Hence pp′ = p′p = p′.

Proposition 5.3.9. Let P(∞) := {p(∞)
j }∞j=1 any maximal compatible expansion

of P0. Then

ϕ

 ∞∑
j=1

p
(∞)
j

 = ϕ(p),

(where the limit of the series is the strong limit).

Proof. By the previous proposition the strong limit p′ :=
∑∞
j=1 p

(∞)
j exists and

is a sub-projection of p. Therefore p0 := (p − p′) is also a sub-projection of p
and

ϕ(p0) = ϕ(p− p′) = ϕ((p− p′)∗(p− p′)) ≥ 0

so that ϕ(p) ≥ ϕ(p′).
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Suppose that ϕ(p0) = ϕ(p − p′) > 0. By Corollary 5.2.6, there exists an
n ∈ N such that ϕ(p0τ

n(p)p0) > 0. Let n0 be the least such n. The assumption
that τ j(p) ∈ A ∩A′ and the fact that p′ is a sub-projection of p then implies

0 < ϕ(p0τ
n0(p)p0)

= ϕ(τn0(p)(p− p′))
= ϕ(pτn0(p)(1A − p′))
= ϕ(p′n0

)

where we de�ne p′n0
:= pτn0(p)(1A − p′) ∈ A. It is clear that p′n0

is indeed a

projection. Now for any p
(∞)
j ∈ {p(∞)

j }∞j=1, the fact that p
(∞)
j is a sub-projection

of p′ establishes

p′n0
p
(∞)
j = pτn0(p)(1A − p′)p(∞)

j

= pτn0(p)(p(∞)
j − p′p(∞)

j )

= pτn0(p)(p(∞)
j − p(∞)

j )
= 0,

and since both p, τn0(p) ∈ A ∩A′

p
(∞)
j p′n0

= p
(∞)
j pτn0(p)(1A − p′)

= pτn0(p)(p(∞)
j − p(∞)

j p′)

= pτn0(p)(p(∞)
j − p(∞)

j )
= 0,

so that p′n0
is orthogonal to every p

(∞)
j .

We de�ne the collection of projections P as P(∞) where p
(∞)
n0 is replaced

with with p
(∞)
n0 + p′n0

. Because p′n0
p
(∞)
j = 0 for all j ∈ N, P is a collection of

mutually orthogonal projections, and is indeed a compatible expansion of P(∞).
We now show that P is a compatible expansion of P0. For any projection

pj ∈ P0 ⊂ A ∩A′, p′n0
pj = pjp

′
n0

and

p′n0
pj = pτn0(p)(1A − p′)pj

= pτn0(p)(pj − p′pj)
= pτn0(p)(pj − pj)
= 0,

which then implies that

(p(∞)
n0

+ p′n0
)pj = p(∞)

n0
pj = pjp

(∞)
n0

= δjn0pj

and for any j′ ∈ N with j′ 6= n0, by de�nition of P(∞),

p
(∞)
j′ pj = pjp

(∞)
j′ = δjj′pj .
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Therefore P is a compatible expansion of both P0 and P(∞).

But since ϕ(p′n0
) > 0 we cannot have that P = P(∞), because

ϕ(p(∞)
n0

) 6= ϕ(p(∞)
n0

+ p′n0
).

Hence P is strictly greater than P(∞) as a compatible expansion of P0. But this
is absurd, because P(∞) was assumed to be a maximal compatible expansion of
P0.

We therefore conclude that ϕ(p0) = ϕ(p− p′) = 0, and hence

ϕ

 ∞∑
j=1

p
(∞)
j

 = ϕ(p′) = ϕ(p).

Remark 5.3.10. The result above is not unexpected. For a C*-dynamical system,
(A, ϕ, τ), constructed from a classical measure preserving dynamical system,
(X,Σ, µ, T ), the Poincaré Recurrence Theorem immediately implies that P0, as
constructed above, is already a maximal compatible expansion of itself.

5.4 Generalized Induced Transformations

In this section our aim is to construct generalized induced transformations,
which are consistent with classical induced transformations. We continue under
the assumptions made in the previous section.

We will assume that P0 := {pj}∞j=1 is a maximal compatible expansion of
itself. This assumption is not unreasonable, as this is the case classically, and
for the example in Section 6.2. We de�ne p0 := p −

∑∞
j=1 pj , where the limit

of the series is the strong limit. As mentioned in the previous section p0 is a
sub-projection of p, and then

∑∞
j=0 pj = p (strongly).

We can prove the following result which is suspiciously similar to the classical
result, Lemma 3.2.7.

Lemma 5.4.1. With {pj}∞j=1 and {qj}∞j=1 as de�ned in Section 5.3,

τ(qj) = pj+1 + qj+1

for all j ∈ N ∪ {0} when we take q0 := p.

Proof. The �rst equality follows easily:

τ(p) = τ(p)(1A − p) + τ(p)p = q1 + p1.

We will prove the second by strong induction. Suppose for some k0 ∈ N,
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τ(qk) = qk+1 + pk+1 for all k ≤ k0. Then, since τ is a *-homomorphism,

τ(qk0+1) = τ

(
τk0+1(p)(1A − p−

k0∑
k=1

qk)

)

= τk0+2(p)(τ(1A)− τ(p)−
k0∑
k=1

qk+1 −
k0∑
k=1

pk+1)

= τk0+2(p)(1A − τ(p)p− τ(p)(1A − p)−
k0+1∑
k=2

qk −
k0+1∑
k=2

pk)

= τk0+2(p)(1A − p1 − q1 −
k0+1∑
k=2

qk −
k0+1∑
k=2

pk)

= τk0+2(p)(1A − p−
k0+1∑
k=1

qk + p−
k0+1∑
k=1

pk)

= τk0+2(p)(1A − p−
k0+1∑
k=1

qk) + τk0+2(p)(p−
k0+1∑
k=1

pk)

= qk0+2 + pk0+2.

Hence the relation holds for k0 + 1 if it holds for all k ≤ k0, The required result
follows.

Remark 5.4.2. The previous result is remarkable. For every a ∈ pAp, since τ is
state preserving and ϕ is linear, it allows us to write

ϕ(a)
= ϕ(ap)
= ϕ(τ(ap))
= ϕ(τ(a)τ(p))
= ϕ(τ(a)(p1 + q1))
= ϕ(τ(a)p1) + ϕ(τ(a)q1)
= ϕ(τ(a)p1) + ϕ(τ2(a)τ(q1))
...

= ϕ

 k∑
j=1

pjτ
j(a)

+ ϕ(τk(a)qk)

for every k ∈ N. Therefore if we can show that for every a ∈ pAp the sequence
{
∑k
j=1 pjτ

j(a)}∞k=1 converges in some sense in pAp, while {ϕ(τk(a)qk)}∞k=1 con-

verges to zero, we are close to establishing that the map a 7→
∑∞
j=1 pjτ

j(a)
preserves ϕ, as it happens classically. Comparing the proof of Proposition 3.2.8
with this remark, might give the observant reader an eerie sense of déjà vu.
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Proposition 5.4.3. For any (�xed) a ∈ pAp the sequence {
∑k
j=1 pjτ

j(a)}∞k=1

converges strongly in pAp.

Proof. Since {
∑k
j=0 pj}∞k=1 converges strongly to p, we have that the tail {

∑∞
j=k pj}∞k=1

converges strongly to zero.
Let u ∈ H and a ∈ pAp be �xed but arbitrary. For any m,n ∈ N with

m > n, since τ is a *-homomorphism ‖τ j(a)‖ ≤ ‖a‖ for all j ∈ N by Proposition
4.1.8. We remember that {pj}∞j=1 ⊂ A′ ∩ A and is pairwise orthogonal, so by
the Pythagorean theorem, ∥∥∥∥∥∥

m∑
j=0

pjτ
j(a)u−

n∑
j=0

pjτ
j(a)u

∥∥∥∥∥∥
2

=

∥∥∥∥∥∥
m∑

j=n+1

τ j(a)pju

∥∥∥∥∥∥
2

=
m∑

j=n+1

∥∥τ j(a)pju
∥∥2

≤
m∑

j=n+1

‖τ j(a)‖2 ‖pju‖2

≤ ‖a‖2
m∑

j=n+1

‖pju‖2

≤ ‖a‖2
∥∥∥∥∥∥
∞∑

j=n+1

pju

∥∥∥∥∥∥
2

hence choosing n `large enough'
∥∥∥∑∞j=n+1 pju

∥∥∥2

can be made arbitrarily small.

We conclude that {
∑k
j=0 pjτ

j(a)u}∞k=1 ⊂ H is a Cauchy sequence and converges
since H is complete. Therefore, for each a ∈ pAp, the sequence

{
k∑
j=0

pjτ
j(a)}∞k=1 ⊂ pAp

converges strongly. Since pAp is a von Neumann algebra, it is strongly closed,
hence the strong limit of the mentioned sequence lies in pAp.

We de�ne the map τp : pAp→ pAp by

τp(a) :=
∞∑
j=0

pjτ
j(a),

where the limit is the strong limit, which exists by the previous result.
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Proposition 5.4.4. The map τp : pAp→ pAp, as de�ned above, is linear.

Proof. The a �nite linear combination of strongly convergent nets converges
strongly to the corresponding �nite linear combination of their strong limits.

Proposition 5.4.5. For every a ∈ pAp the sequence
{∥∥∥∑k

j=0 pjτ
j(a)

∥∥∥}∞
k=1

is

bounded (by ‖a‖).

Proof. Let u ∈ H and k ∈ N be arbitrary. By the Pythagorean theorem, since
{pj}kj=0 ⊂ A′ ∩ A is pairwise orthogonal and

∑∞
j=0 pj = p (strongly)∥∥∥∥∥∥

k∑
j=0

pjτ
j(a)u

∥∥∥∥∥∥
2

=
k∑
j=0

∥∥τ j(a)pju
∥∥2

≤
k∑
j=0

‖τ j(a)‖2 ‖pju‖2

≤
k∑
j=0

‖a‖2 ‖pju‖2

= ‖a‖2
k∑
j=0

‖pju‖2

≤ ‖a‖2
∞∑
j=0

‖pju‖2

= ‖a‖2
∥∥∥∥∥∥
∞∑
j=0

pju

∥∥∥∥∥∥
2

= ‖a‖2 ‖pu‖2

≤ ‖a‖2‖p‖2‖u‖2

≤ ‖a‖2‖u‖2.

Taking the supremum over all such u that ‖u‖ = 1 on both sides above, estab-
lishes the result.

Corollary 5.4.6. The map τp : pAp→ pAp, as de�ned above, is bounded as a
linear operator on pAp, and ‖τp‖ ≤ 1.

Proof. Implied by the two previous results.

Proposition 5.4.7. The map τp : pAp → pAp, as de�ned above, preserves
products in pAp.
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Proof. Let a, b ∈ pAp and u ∈ H be arbitrary. Then for any k ∈ N, since the
{pj}∞j=0 ⊂ A′ ∩ A are pairwise orthogonal and τ is a *-homomorphism

‖τp(ab)u− τp(a)τp(b)u‖

≤

∥∥∥∥∥∥τp(ab)u−
k∑
j=0

pjτ
j(ab)u

∥∥∥∥∥∥
+

∥∥∥∥∥∥
k∑
j=0

pjτ
j(ab)u−

k∑
j=0

pjτ
j(a)τp(b)u

∥∥∥∥∥∥
+

∥∥∥∥∥∥
k∑
j=0

pjτ
j(a)τp(b)u− τp(a)τp(b)u

∥∥∥∥∥∥
=

∥∥∥∥∥∥τp(ab)u−
k∑
j=0

pjτ
j(ab)u

∥∥∥∥∥∥
+

∥∥∥∥∥∥
 k∑
j=0

pjτ
j(a)

 k∑
j′=0

pj′τ
j′(b)

u−
k∑
j=0

pjτ
j(a)τp(b)u

∥∥∥∥∥∥
+

∥∥∥∥∥∥
k∑
j=0

pjτ
j(a)τp(b)u− τp(a)τp(b)u

∥∥∥∥∥∥
≤

∥∥∥∥∥∥τp(ab)u−
k∑
j=0

pjτ
j(ab)u

∥∥∥∥∥∥
+

∥∥∥∥∥∥
k∑
j=0

pjτ
j(a)

∥∥∥∥∥∥
∥∥∥∥∥∥

k∑
j′=0

pj′τ
j′(b)u− τp(b)u

∥∥∥∥∥∥
+

∥∥∥∥∥∥
 k∑
j=0

pjτ
j(a)− τp(a)

 τp(b)u

∥∥∥∥∥∥
→ 0

with increasing k, because {
∑k
j=0 pjτ

j(a)}∞k=1 converges strongly in pAp and

the sequence {
∥∥∥∑k

j=0 pjτ
j(a)

∥∥∥}∞k=1 is bounded by Proposition 5.4.5. But the

left is independent of k, hence we conclude that τp(ab) = τp(a)τp(b).

We cannot conclude by a similar argument as in the previous result that τp
also preserves involutions, since involutions are not necessarily strongly contin-
uous, as is illustrated by the example in [10, p. 113]. We can however obtain
this result through other means.

Lemma 5.4.8. The map τp : pAp → pAp, as de�ned above, preserves projec-
tions in pAp.
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Proof. Because r is a projection, {pj}∞j=0 ⊂ A′ ∩ A is a collection of pairwise
orthogonal projections and τ is a *-homomorphism, we see for each j that

(pjτ j(r))(pjτ j(r)) = p2
jτ
j(r2) = pjτ

j(r)

and

(pjτ j(r))∗ = τ j(r∗)p∗j = pjτ
j(r),

so that each pjτ
j(r) is a projection. By the pairwise orthogonality of the col-

lection {pj}∞j=0 and the fact that each pj lies in the commutant of A it is easy
to conclude that the sequence

{
k∑
j=0

pjτ
j(r)}∞k=1

is an increasing sequence of projections, which converges strongly to a projection
by Theorem 4.1.14. By de�nition, τp(r) is equal to this projection.

Proposition 5.4.9. The map τp : pAp → pAp, as de�ned above, preserves
involutions in pAp.

Proof. We �rst show that the result holds for �nite linear combinations of pro-
jections. Let {dj}nj=1 ⊂ C be arbitrary and let {rj}nj=1 ⊂ pAp be arbitrary
projections. Then by linearity of τp, conjugate linearity of the involution and
the previous lemma,

τp

 n∑
j=1

djrj

∗ =
n∑
j=1

djτp
(
r∗j
)

=
n∑
j=1

djτp (rj)

=
n∑
j=1

djτp (rj)
∗

=

 n∑
j=1

djτp (rj)

∗

=

τp
 n∑
j=1

djrj

∗ .
The linear span of projections in pAp is norm-dense in pAp by Theorem

4.1.17. Therefore for any a ∈ pAp there exists a net {sλ} ⊂ pAp of �nite linear
combinations in pAp converging (in norm) to a. The linear map τp is bounded
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by Corollary 5.4.6, and the involution is an isometry, so for any λ

‖τp(a∗)− τp(a)∗‖
≤ ‖τp(a∗)− τp(s∗λ)‖+ ‖τp(s∗λ)− τp(a)∗‖
= ‖τp(a∗ − s∗λ)‖+ ‖τp(sλ)∗ − τp(a)∗‖
≤ ‖a∗ − s∗λ‖+ ‖τp(sλ)− τp(a)‖
≤ 2‖a− sλ‖
→ 0

with increasing λ, while the left is independent of λ. Therefore τp(a∗) = τp(a)∗.

Corollary 5.4.10. The map τp : pAp → pAp, as de�ned above, is a *-
homomorphism.

Proof. Follows from the linearity, and preservation of products and involutions,
all shown above.

Remark 5.4.11. Comparing Corollary 5.4.6 together with the previous result,
is reassuring as to the correctness of our argument, when considered in light of
Proposition 4.1.8.

We will now set out to prove that τp is preserves ϕ.
We we �rst prove the following:

Lemma 5.4.12. Let {pλ} ⊂ A be an increasing net of projections (in B(H))
converging strongly to p ∈ A, then ϕ(pλ)→ ϕ(p).

Proof. Since {pλ} is increasing, p− pλ is a projection. Therefore ϕ(p− pλ) ≥ 0
and by Remark 4.1.12,

ϕ(p− pλ) = ϕ((p− pλ)∗(p− pλ))
= ‖ι(p− pλ)‖2

= ‖ι(p1A)− ι(pλ1A)‖2

= ‖pι(1A)− pλι(1A)‖2

→ 0

with increasing λ, since {pλ} converges strongly to p. Therefore ϕ(pλ)→ ϕ(p).

Corollary 5.4.13. Let {pj} ⊂ A be a collection of pairwise orthogonal projec-

tions then
∑∞
j=1 ϕ(pj) = ϕ

(∑∞
j=1 pj

)
where

∑∞
j=1 pj denotes the strong limit.

Proof. The sequence {
∑k
j=1 pj} is an increasing sequence of projections, there-

fore has a strong limit, denoted
∑∞
j=1 pj , by Theorem 4.1.14. Hence, by the

previous proposition,
∑k
j=1 ϕ(pj) = ϕ

(∑k
j=1 pj

)
→ ϕ

(∑∞
j=1 pj

)
as k → ∞.

Hence
∑∞
j=1 ϕ(pj) = ϕ

(∑∞
j=1 pj

)
.
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Lemma 5.4.14. The map τp : pAp → pAp, as de�ned above, preserves the
ϕ-states of projections in pAp.

Proof. Let r ∈ pAp be any projection. Since the collection of projections
{qj}∞j=1 are pairwise orthogonal and lie in the commutant of A, the sequence

{qjτ j(r)}∞k=1 is a sequence of pairwise orthogonal projections. By the previous
corollary,

∞∑
j=1

ϕ(qjτ j(r)) = ϕ

 ∞∑
j=1

qjτ
j(r)

 <∞,

Because, ϕ(qjτ j(r)) ≥ 0 since projections are positive, we must have that
ϕ(qjτ j(r))→ 0 with increasing j.

Now, by the statements made in Remark 5.4.2, for every k ∈ N

ϕ(r) = ϕ

 k∑
j=1

pjτ
j(r)

+ ϕ(qkτk(r)).

Taking the limit as k →∞ on both sides above we see, by the previous corollary,
that

ϕ(r) = lim
k→∞

ϕ

 k∑
j=1

pjτ
j(r)

+ lim
k→∞

ϕ(qkτk(r))

= lim
k→∞

k∑
j=1

ϕ(pjτ j(r)) + 0

=
∞∑
j=1

ϕ(pjτ j(r))

= ϕ

 ∞∑
j=1

pjτ
j(r)


= ϕ ◦ τp(r).

Proposition 5.4.15. The map τp : pAp→ pAp, as de�ned above, preserves ϕ.

Proof. We �rst prove the result for arbitrary �nite linear combinations of pro-
jections in pAp. Let {rj}nj=1 ⊂ pAp be arbitrary projections, and {dj}nj=1 ⊂ C
arbitrary. Then by linearity of τp and ϕ and the previous lemma

ϕ ◦ τp

 n∑
j=1

djrj

 =
n∑
j=1

djϕ ◦ τp(rj) =
n∑
j=1

djϕ(rj) = ϕ

 n∑
j=1

djrj

 .



58CHAPTER 5. GENERALIZED RECURRENCE AND INDUCED TRANSFORMATIONS

The linear combinations of projections in pAp is norm dense in pAp, by
Theorem 4.1.17. Let a ∈ pAp be arbitrary and {sλ} a net of �nite linear
combinations of projections in pAp such that sλ → a. By what was established
in the previous paragraph, we see that for every λ, ϕ◦τp(sλ) = ϕ(sλ). But both
ϕ and τp are bounded, hence norm-continuous, therefore

ϕ ◦ τp(a) = ϕ ◦ τp(lim
λ
sλ) = lim

λ
ϕ ◦ τp(sλ) = lim

λ
ϕ(sλ) = ϕ(lim

λ
sλ) = ϕ(a).

Remark 5.4.16. In light of what was proved in this section, we de�ne Ap :=
pAp and ϕp : Ap → Ap by ϕp(a) := ϕ(a)/ϕ(p), and can then conclude that
(Ap, ϕp, τp) is a C*-dynamical system!

Comparing the results of this chapter thus far, with those in Section 3.2, it
doesn't take much imagination, to see that what we have achieved is a consistent
generalization of induced transformations to this setting.

De�nition 5.4.17. We will call the C*-dynamical system (Ap, ϕp, τp) the sys-
tem induced from (A, ϕ, τ) onto p, or just the induced system. We will call the
act of constructing (Ap, ϕp, τp), inducing onto p.

5.5 Inherited Ergodicity of Generalized Induced
Transformations

In this section we show that as in the classical case, ergodicity of a C*-dynamical
system implies the ergodicity of an induced C*-dynamical system.

We continue under the assumptions imposed on (A, ϕ, τ) in the previous two
sections and will make the additional assumption that τ is strongly continuous,
i.e. that when aλ → a converges strongly in the von Neumann algebra A,
implies τ(aλ)→ τ(a) converges strongly.

Remark 5.5.1. The assumption of τ 's strong continuity is not unreasonable. For
a few classical systems (X,Σ, µ, T ) this is indeed true. We de�ne the Perron-
Frobenius operator L associated with T by

(Lg)(x) :=
∑

y∈T−1{x}

1
|T ′(y)|

g(y)

for any map g : X → C, where |T ′(y)| denotes the Jacobian determinant of
T evaluated at y. If L is such that L(L2(X,Σ, µ)) ⊆ L2(X,Σ, µ), then τ :
L∞(X,Σ, µ) → L∞(X,Σ, µ) de�ned by τ(f) := f ◦ T is strongly continuous.
This can easily be seen by considering any net fλ → f converging strongly
as multiplication operators in L∞(X,Σ, µ) then for any u ∈ L2(X,Σ, µ), by
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administering the change of variables z = Tx,

‖τ(fλ)u− τ(f)u‖22

=
∫
|fλ ◦ T (x)u(x)− f ◦ T (x)u(x)|2dµ(x)

=
∫
|fλ(z)(Lu)(z)− f(z)(Lu)(z)|2dµ(z)

= ‖fλ(Lu)− f(Lu)‖22
→ 0.

It is clear that L(L2(X,Σ, µ)) ⊆ L2(X,Σ, µ) indeed happens for (the) classi-
cal measure preserving dynamical systems (like) irrational rotations, the Baker's
map and β-transformations.

Similar to the de�nition of τp : pAp → pAp in the previous section we can
de�ne ρp : pAp→ (1A − p)A(1A − p) by

ρp(a) :=
∞∑
j=1

qjτ
j(a)

where the limit is again taken to be the strong limit. The existence of this limit
follows by the same argument that established the values of τp as such strong
limits. The linearity and boundedness, hence continuity of ρp, also follow exactly
as it did for τp.

We establish the following

Lemma 5.5.2. The following equality holds for all a ∈ pAp

τ ◦ ρp(a) = ρp(a) + τp(a)− (p1 + q1)τ(a).

Proof. Let a ∈ pAp, u ∈ H and k ∈ N be arbitrary, then by Lemma 5.4.1 and
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the assumed strong continuity of τ ,

‖τ ◦ ρp(a)u− ρp(a)u− τp(a)u+ (p1 + q1)τ(a)u‖

= ‖τ ◦ ρp(a)u− τ

 k∑
j=1

qjτ
j(a)

u‖

+‖τ

 k∑
j=1

qjτ
j(a)

u− ρp(a)u− τp(a)u+ (p1 + q1)τ(a)u‖

= ‖τ ◦ ρp(a)u− τ

 k∑
j=1

qjτ
j(a)

u‖

+‖
k∑
j=1

qj+1τ
j+1(a)u+

k∑
j=1

pj+1τ
j+1(a)u− ρp(a)u− τp(a)u+ (p1 + q1)τ(a)u‖

≤ ‖τ ◦ ρp(a)u− τ

 k∑
j=1

qjτ
j(a)

u‖

+‖
k+1∑
j=1

qjτ
j(a)u− ρp(a)u‖

+‖
k+1∑
j=1

pjτ
j(a)u− τp(a)u‖

→ 0

with increasing k, while the left is independent of k. We conclude τ ◦ ρp(a) =
ρp(a) + τp(a)− (p1 + q1)τ(a).

The inclusion ι : A → H de�ned in the GNS-construction (see Remark
4.1.12), is a bounded linear map.

We de�ne the following operators U : ι(A) → H, Up : ι(pAp) → pH and
Rp : ι(pAp)→ (1A − p)H by

Uι(a) := ι(τ(a))
Upι(a) := ι(τp(a))
Rpι(a) := ι(ρp(a)).

Since the sets ι(A), ι(pAp) are norm-dense in H and pH respectively, and the
operators are bounded and densely de�ned, they can be uniquely extended to
bounded linear operators (denoted by the same symbols) U : H → H, Up :
pH → pH and Rp : pH → (1A − p)H [7, p. 100].

We can prove the following

Corollary 5.5.3. For any u ∈ pH, URpu = Rpu+ Upu− (p1 + q1)Uu



5.5. INHERITED ERGODICITY OF GENERALIZED INDUCED TRANSFORMATIONS61

Proof. The result follows from the previous lemma, and the de�nitions above.

Lemma 5.5.4. For any u ∈ pH, Uu = (p1 + q1)Uu

Proof. Let u ∈ pH be arbitrary, then since ι(pAp) is norm dense in pH, there
exists a net {aλ} ⊂ pAp such that ι(aλ) → u in norm. Since {aλ} ⊂ pAp,
paλ = aλ, by Lemma 5.4.1, τ(p) = p1 + q1.

Then for any λ, because τ is a *-homomorphism to boot,

‖Uu− (p1 + q1)Uu‖
= ‖Uu− Uι(aλ) + Uι(aλ)− (p1 + q1)Uu‖
≤ ‖Uu− Uι(aλ)‖+ ‖ι(τ(aλ))− (p1 + q1)Uu‖
≤ ‖U‖‖u− ι(aλ)‖+ ‖ι(τ(paλ))− (p1 + q1)Uu‖
= ‖U‖‖u− ι(aλ)‖+ ‖ι(τ(p)τ(aλ))− (p1 + q1)Uu‖
= ‖U‖‖u− ι(aλ)‖+ ‖ι((p1 + q1)τ(aλ))− (p1 + q1)Uu‖
= ‖U‖‖u− ι(aλ)‖+ ‖(p1 + q1)ι(τ(aλ))− (p1 + q1)Uu‖
= ‖U‖‖u− ι(aλ)‖+ ‖(p1 + q1)Uι(aλ)− (p1 + q1)Uu‖
≤ ‖U‖‖u− ι(aλ)‖+ ‖p1 + q1‖‖U‖‖ι(aλ)− u‖
→ 0

with increasing λ, while the left is independent of λ. We conclude Uu = (p1 +
q1)Uu.

We can now prove the main result of this thesis.

Theorem 5.5.5. If (A, ϕ, τ) is ergodic, then the induced system (Ap, ϕp, τp) is
ergodic.

Proof. By Theorem 4.2.6, it is enough to prove that the �xed point space of the
operator Up : pH → pH is one dimensional, (equal to Cι(p)). To this end, let
c ∈ pH be an arbitrary �xed point of Up.

Then, by the previous two results

U(c+Rpc) = Uc+ URpc

= (p1 + q1)Uc+Rpc+ Upc− (p1 + q1)Uc
= Upc+Rpc

= c+Rpc,

hence c+Rpc is a �xed point of U .
By Theorem 4.2.6, Since (A, ϕ, τ) is ergodic, the operator U : H → H has

�xed point space Cι(1A). Hence there exists some d ∈ C such that c + Rpc =
dι(1A). But Rpc ∈ (1A − p)H, hence pRpc = p(1A − p)Rpc = (p − p)Rpc = 0.
Also c ∈ pH so that pc = c. It is then seen that

c = pc = p(c+Rpc) = dpι(1A) = dι(p1A) = dι(p).
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We conclude that the �xed point space of Up is one-dimensional and, by Theorem
4.2.6, (Ap, ϕp, τp) is ergodic.

Generalizing Theorem 3.3.2 requires some more work.
It can easily be seen that the proofs of results 5.4.3 up to and including

5.4.10, go through when a ∈ A just as well as when a ∈ pAp. This allows us to
de�ne the *-homomorphism τp : A → pAp, just as before

τp(a) :=
∞∑
j=0

pjτ
j(a)

where the limit is the strong limit. As before, we de�ne the operator Up : H →
pH as the unique bounded linear extension of Up : ι(A) → ι(pAp) de�ned by
Upι(a) := ι(τp(a)).

Lemma 5.5.6. The equality τp(pa) = τp(a) holds for all a ∈ A and Upp = Up
holds.

Proof. Let a ∈ A and u ∈ H be arbitrary. Since each pj is a sub-projection of
τ j(p), by their de�nition in Section 5.3, for any k ∈ N, by the de�nition of the
images of τp and τp as strong limits,

‖τp(pa)u− τp(a)u‖

≤ ‖τp(pa)u−
k∑
j=0

pjτ
j(pa)u‖+ ‖

k∑
j=0

pjτ
j(pa)u− τp(a)u‖

= ‖τp(pa)u−
k∑
j=0

pjτ
j(pa)u‖+ ‖

k∑
j=0

pjτ
j(p)τ j(a)u− τp(a)u‖

= ‖τp(pa)u−
k∑
j=0

pjτ
j(pa)u‖+ ‖

k∑
j=0

pjτ
j(a)u− τp(a)u‖

→ 0,

with increasing k, while the left is independent of k. We conclude that τp(pa) =
τp(a).

Now, for any u ∈ H, by the density of ι(A) in H, there exist a sequence
{an}∞n=1 ⊂ A such that ι(an)→ u in norm. By the just established equality we
see

‖Uppu− Upu‖
≤ ‖Uppu− Uppι(an)‖ − ‖Uppι(an)− Upu‖
= ‖Uppu− Uppι(an)‖ − ‖ι(τp(pan))− Upu‖
= ‖Uppu− Uppι(an)‖ − ‖ι(τp(an))− Upu‖
= ‖Uppu− Uppι(an)‖ − ‖Upι(an)− Upu‖
≤ ‖Upp‖‖u− ι(an)‖ − ‖Up‖‖ι(an)− u‖
→ 0
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with increasing n, while the left is independent of n. We conclude Upp = Up

Lemma 5.5.7. The following equalities pjτp(a) = pjτ
j(a), for all a ∈ A, and

pjUp = pjU
j hold for all j ∈ N ∪ {0}.

Proof. Let a ∈ A, u ∈ H, and k, j ∈ N be arbitrary. Then since
{∑k

j=0 pjτ
j(a)

}∞
k=1

converges strongly to τp(a) and the projections in {pj}∞j=0 are pairwise orthog-
onal, we see for k > j

‖pjτp(a)u− pjτ j(a)u‖

= ‖pjτp(a)u− pj
k∑

j′=0

pj′τ
j′(a)u‖+ ‖pj

k∑
j′=0

pj′τ
j′(a)u− pjτ j(a)u‖

≤ ‖pj‖‖τp(a)u−
k∑

j′=0

pj′τ
j′(a)u‖+ ‖pjτ j(a)u− pjτ j(a)u‖

≤ ‖τp(a)u−
k∑

j′=0

pj′τ
j′(a)u‖

→ 0

with increasing k > j, while the left is independent of k. We conclude that
pjτp(a) = pjτ

j(a), establishing the �rst equality.

For the second equality, let a ∈ A be arbitrary. We �rst note that by the
�rst equality proved above,

pjUpι(a) = pjι(τp(a)) = ι(pjτp(a)) = ι(pjτ j(a)) = pjι(τ j(a)) = pjU
jι(a).

Now, for any u ∈ H, by the density of ι(A) in H, there exist a sequence
{an}∞n=1 ⊂ A such that ι(an) → u in norm. By the above equality we see
that

‖pjUpu− pjU ju‖
≤ ‖pjUpu− pjUpι(an)‖+ ‖pjUpι(an)− pjU ju‖
= ‖pjUpu− pjUpι(an)‖+ ‖pjU jι(an)− pjU ju‖
≤ ‖pj‖‖Up‖‖u− ι(an)‖+ ‖pj‖‖U j‖‖ι(an)− u‖
→ 0,

with increasing n, while the left is independent of n. Hence pjUp = pjU
j .

Lemma 5.5.8. The sequence of operators
{∑k

j=0 pjU
j
}∞
k=1

converges strongly

to Up.



64CHAPTER 5. GENERALIZED RECURRENCE AND INDUCED TRANSFORMATIONS

Proof. Let u ∈ H, and k ∈ N be arbitrary. By the previous lemma, the fact that

pUp = Up since Up maps into pH, and since
{∑k

j=0 pj

}∞
k=1

converges strongly

to p, we see that

‖
k∑
j=0

pjU
ju− Upu‖

= ‖
k∑
j=0

pjUpu− pUpu‖

= ‖

 k∑
j=0

pj − p

Upu‖

→ 0,

with increasing k, establishes the result.

Lemma 5.5.9. The equality τ j(p)U j = U jp holds for every j ∈ N ∪ {0}

Proof. Let a ∈ A and j ∈ N∪{0} be arbitrary, then since τ is a *-homomorphism

τ j(p)U jι(a) = τ j(p)ι(τ j(a)) = ι(τ j(p)τ j(a)) = ι(τ j(pa)) = U jpι(a).

Now, for any u ∈ H, by the density of ι(A) in H, there exist a sequence
{an}∞n=1 ⊂ A such that ι(an) → u in norm. By the above equality we see
that

‖τ j(p)U ju− U jpu‖
≤ ‖τ j(p)U ju− τ j(p)U jι(an)‖+ ‖τ j(p)U jι(an)− U jpu‖
= ‖τ j(p)U ju− τ j(p)U jι(an)‖+ ‖U jpι(an)− U jpu‖
≤ ‖τ j(p)U j‖‖u− ι(an)‖+ ‖U j‖‖p‖‖ι(an)− u‖
→ 0,

with increasing n, while the left is independent of n. We conclude τ j(p)U j =
U jp.

Theorem 5.5.10. If the induced system (Ap, ϕp, τp) is ergodic and p+
∑∞
j=1 qj =

1A (the limit is the strong limit), then (A, ϕ, τ) is ergodic.

Proof. By Theorem 4.2.6 it is su�cient to prove that the operator U has a one
dimensional �xed point space. To this end let c ∈ H be an arbitrary �xed
point of U , i.e. Uc = c. Now by Lemmas 5.5.6 and 5.5.8, and the fact that
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{∑k
j=0 pj

}∞
k=1

converges strongly to p,

‖Uppc− pc‖

≤ ‖Upc−
k∑
j=0

pjU
jc‖+ ‖

k∑
j=0

pjU
jc− pc‖

= ‖

Up − k∑
j=0

pjU
j

 c‖+ ‖

 k∑
j=0

pj − p

 c‖

→ 0,

with increasing k, while the left is independent of k. We conclude that Uppc =
pc. But (Ap, ϕp, τp) is ergodic by hypothesis and hence by Theorem 4.2.6, Up
has a one dimensional �xed point space equal to Cι(p). Hence there exists some
d ∈ C such that pc = dι(p).

For every j ∈ N we see that, by de�nition of qj , and Lemma 5.5.9,

qjc = qjU
jc

= τ j(p)(1A − p−
j−1∑
k=1

qk)U jc

= (1A − p−
j−1∑
k=1

qk)τ j(p)U jc

= (1A − p−
j−1∑
k=1

qk)U jpc

= (1A − p−
j−1∑
k=1

qk)U jdι(p)

= d(1A − p−
j−1∑
k=1

qk)ι(τ j(p))

= dι(τ j(p)(1A − p−
j−1∑
k=1

qk))

= dι(qj)
= dqjι(1A).
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We de�ne q :=
∑∞
j=1 qj (strong limit), which exists by Theorem 4.1.14. Then

‖qc− dqι(1A)‖

≤ ‖qc−
k∑
j=1

qjc‖+ ‖
k∑
j=1

qjc− dqι(1A)‖

= ‖qc−
k∑
j=1

qjc‖+ ‖
k∑
j=1

dqjι(1A)− dqι(1A)‖

= ‖

q − k∑
j=1

qj

 c‖+ |d|‖

 k∑
j=1

qj − q

 ι(1A)‖

→ 0,

with increasing k, while the left is independent of k. We conclude that qc =
dqι(1A) = dι(q).

By hypothesis p+ q = p+
∑∞
j=1 qj = 1A (strong limit), so that

c = 1Ac = (p+ q)c = pc+ qc = dι(p) + dι(q) = dι(p+ q) = dι(1A)

and we conclude that the �xed point space of U is one dimensional. And hence
that (A, ϕ, τ) is ergodic, by Theorem 4.2.6.



Chapter 6

Illustrative Examples

In this chapter we (attempt to) present concrete examples of non-commutative
C*-dynamical systems to which the theory outlined in the previous sections is
applicable.

We may note to the reader, that the examples given here illustrate well the
relationship between classical return times and the generalized recurrence results
presented in Section 5.2 where return times are meaningless. The example
presented in Section 6.2 was indeed a great aid to the author in understanding
and developing the theory presented in the previous chapter.

To the author's great frustration, he must confess that he was unable to
construct an example of an ergodic non-commutative C*-dynamical system to
which the previous theory can be applied. This remains a great and lamentable
shortcoming of this thesis. The author however still remains convinced of the
following:

Conjecture 6.0.11. There exists an ergodic C*-dynamical system (A, ϕ, τ),
with A a non-commutative von Neumann algebra (that is not a factor), acting on
the Hilbert space obtained from the GNS-construction on (A, ϕ) and τ a strongly
continuous *-homomorphism, to which the theory of the previous sections may
be applied.

The following will present interesting musings encountered along the road to
(attempted) proof of the previous conjecture. These musings lie on a strange in-
terface of classical measure preserving dynamical systems and non-commutative
C*-dynamical systems � dense enough to sink through the classical and to pen-
etrate the `denser' theory of the non-commutative, yet still �oats (for lack of
weight that proof of the previous conjecture would provide).

The most promising example that might provide proof for the above conjec-
ture is given in Section 6.3.

67
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6.1 (Not entirely uninteresting) Preliminaries

Let (X,Σ, µ) be a probability space
De�ne the algebra

A1 := {A : X →M2(C) : A(ij) : X → C measurable; ess supx∈X‖Ax‖2 <∞}

where for A,B ∈ A multiplication is de�ned by (AB)x := AxBx. We will de�ne
the quotient algebra A := A1/{A ∈ A1 : ess supx∈X‖Ax‖2 = 0}.

We note that for every M ∈ M2(C), tr(M∗M) =
∑2
i,j=1 |M (ij)|2, that

‖M‖2 =
√
λmax(M∗M). Also that tr(M∗M) = λmax(M∗M) + λmin(M∗M)

(where λmax(·) and λmax(·) respectively denote the maximum and minimum
eigenvalues of a positive matrix in M2(C)).

Proposition 6.1.1. A ∈ A if and only if its entries A(ij) : X → C lie in
L∞(X,Σ, µ).

Proof. Let A ∈ A, we see that

∞ > ess supx∈X‖Ax‖22
= ess supx∈Xλmax(A∗xAx)

≥ ess supx∈X
1
2

(λmax(A∗xAx) + λmin(A∗xAx))

=
1
2
ess supx∈Xtr(A

∗
xAx)

=
1
2
ess supx∈X

 2∑
i,j=1

|A(ij)
x |2


≥ 1

2
ess supx∈X |A(ij)

x |2

for any i, j = 1, 2. Therefore for i, j = 1, 2 ess supx∈X |A
(ij)
x | < ∞, and we

conclude that the components of A as functions of x ∈ X, lie in L∞(X,Σ, µ).
Conversely, let A(ij) : X → C lie in L∞(X,Σ, µ), for i, j = 1, 2, and denote

the components of A : X →M2(C)

ess supx∈X‖Ax‖22
= ess supx∈Xλmax(A∗xAx)
≤ ess supx∈X (λmax(A∗xAx) + λmin(A∗xAx))
= ess supx∈Xtr(A

∗
xAx)

= ess supx∈X

2∑
i,j=1

|A(ij)
x |2

≤
2∑

i,j=1

ess supx∈X |A(ij)
x |2

< ∞.
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Therefore A ∈ A.

Proposition 6.1.2. With the norm ‖A‖∞ := ess supx∈X‖Ax‖2, A is a Banach
algebra.

Proof. We prove that A is complete. Let {A(λ)} ⊂ A be an arbitrary Cauchy
net. Then, given any ε > 0 there exists a λ0 such that λ1, λ2 ≥ λ0 implies

ε > ‖A(λ1) −A(λ2)‖ = ess supx∈X‖A(λ1),x −A(λ2),x‖2.

Therefore for a.e. x ∈ X, {A(λ),x} ⊂ M2(C) is a Cauchy net, hence converges,
because M2(C) is complete. We denote this limit by Ax, and de�ne the map
A : X → M2(C) accordingly, (setting Ax := 0 when for the almost no x ∈ X
where {A(λ),x} is not Cauchy). Hence ‖A(λ1),x−Ax‖2 < ε for a.e. x ∈ X when
λ1 ≥ λ0, and therefore

‖A(λ1) −A‖ = ess supx∈X‖A(λ1),x −Ax‖2 < ε,

and hence A(λ) → A. We prove that A ∈ A. Since A(λ) ∈ A, for every λ, there
exists a number kλ <∞ such that ess supx∈X‖A(λ),x‖ ≤ kλ. Hence for a �xed
λ, satisfying λ ≥ λ0, for a.e. x ∈ X

‖Ax‖2 ≤ ‖Ax −A(λ),x‖2 + ‖A(λ),x‖2 < ε+ kλ,

implies that ess supx‖Ax‖2 < ess supx(ε+ kλ) = ε+ kλ <∞.
Clearly for A,B ∈ A,

‖AB‖∞ = ess supx∈X‖AxBx‖2
≤ ess supx∈X‖Ax‖2‖Bx‖2
≤ ess supx∈X‖Ax‖2ess supx∈X‖Bx‖2
= ‖A‖∞‖B‖∞.

We conclude that A is a Banach algebra.

Proposition 6.1.3. With involution de�ned by (A∗)x := A∗x, A is a C*-algebra.

Proof. We only need to verify that C*-identity. Let A ∈ A be arbitrary, then
since M2(C) with norm ‖ · ‖2 is a C*-algebra

‖A∗A‖∞ = ess supx∈X‖A∗xAx‖2
= ess supx∈X‖Ax‖22
= (ess supx∈X‖Ax‖2)2

= ‖A‖2∞.

We de�ne the state ϕ : A → C by ϕ(A) :=
∫
X

1
2 tr(Ax)dµ(x).

Proposition 6.1.4. For all A ∈ A, ϕ(A∗A) = 0 if and only if ‖A‖∞ = 0.
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Proof. Let ϕ(A∗A) = 0, so that

0 = ϕ(A∗A) =
∫
X

1
2
tr(A∗xAx)dµ(x) =

1
2

2∑
i,j=1

∫
X

|A(ij)
x |2dµ(x).

Therefore
∫
X
|A(ij)
x |2dµ(x) = 0, so that that A

(ij)
x = 0 implying that ‖Ax‖2 = 0

for a.e. x ∈ X. Hence ‖A‖∞ = ess supx∈X‖A‖2 = 0.
Conversely, let ‖A‖∞ = 0. Because 0 = ‖A‖∞ = ess supx∈X‖A‖2, we

have that 0 = ‖Ax‖22 = λ(A∗xAx) for a.e. x ∈ X. Since A∗xAx is positive, its
spectrum lies in [0,∞), and therefore 0 ≤ λmin(A∗xAx) ≤ λmax(A∗xAx) = 0, so
that tr(A∗xAx) = 0, for a.e. x ∈ X and therefore

ϕ(A∗A) =
∫
X

1
2
tr(A∗xAx)dµ(x) = 0.

Corollary 6.1.5. The ideal I := {A ∈ A : ϕ(A∗A) = 0} is a singleton and in
particular only contains the zero element of A. Hence the quotient A/I which
arises in the GNS-construction is (isometrically isomorphic to) A.

We de�ne the set

H1 := {A : X →M2(C) : A(ij) : X → C measurable;
∫
X

1
2
tr(A∗xAx)dµ(x) <∞}.

We de�ne ϕ : H1 → C by ϕ(A) :=
∫
X

1
2 tr(Ax)dµ(x). Note that we use the

same symbol ϕ, for the map on A, and H1. We de�ne the inner product space
H := H1/{A ∈ H1 : ϕ(A∗A) = 0}with inner product 〈A,B〉 := ϕ(B∗A).

Proposition 6.1.6. A ∈ H if and only if its entries A(ij) : X → C lie in
L2(X,Σ, µ).

Proof. Let A ∈ H, then

∞ >

∫
X

1
2
tr(A∗xAx)dµ(x) =

1
2

2∑
i,j=1

∫
X

|A(ij)
x |2dµ(x),

hence
∫
X
|A(ij)
x |2dµ(x) <∞ for i, j = 1, 2. We conclude that the entries of A as

functions on X are elements of L2(X,Σ, µ).
Conversely let

∫
X
|A(ij)
x |2dµ(x) <∞ for i, j = 1, 2, then

∫
X

1
2
tr(A∗xAx)dµ(x) =

1
2

2∑
i,j=1

∫
X

|A(ij)
x |2dµ(x) <∞

and we conclude that A : X →M2(C) with entries A(ij) : X → C lies in H.
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Proposition 6.1.7. H is a Hilbert space.

Proof. That 〈·, ·〉 is an inner product is clear. We denote the norm induced by
this inner product by ‖ · ‖ϕ.

We show that H is complete. Let {A(λ)} ⊂ H be an arbitrary Cauchy net.
For any given ε > 0, there exists a λ0 such that when λ1, λ2 ≥ λ0

ε2 > ‖A(λ1) −A(λ2)‖
2
ϕ

=
∫
X

1
2
tr((A(λ1),x −A(λ2),x)∗(A(λ1),x −A(λ2),x))dµ(x)

=
∫
X

1
2
tr((A(λ1),x −A(λ2),x)∗(A(λ1),x −A(λ2),x))dµ(x)

=
1
2

2∑
i,j=1

∫
X

|A(ij)
(λ1),x

−A(ij)
(λ2),x

|2dµ(x)

from which we see
∫
X
|A(ij)

(λ1),x
−A(ij)

(λ2),x
|2dµ(x) < 2ε2 for i, j = 1, 2 when λ1, λ2 ≥

λ0 and, by the previous proposition, conclude that {A(ij)
(λ) } ⊂ L2(X,Σ, µ) is a

Cauchy net for i, j = 1, 2. Since L2(X,Σ, µ) is complete, this net converges to
a limit in L2(X,Σ, µ) which we denote by A(ij) ∈ L2(X,Σ, µ) and de�ne the
map A : X → M2(C) accordingly to have entries A(ij), for i, j = 1, 2. Since
A(ij) ∈ L2(X,Σ, µ) it is clear that A ∈ H, because∫

X

1
2
tr(A∗xAx)dµ(x) =

1
2

2∑
i,j=1

∫
X

|A(ij)
x |2dµ(x) <∞.

Also choosing λ3 `large enough' that
∫
X
|A(ij)

(λ),x−A
(ij)
x |2dµ(x) < ε2

2 when λ ≥ λ3,

we then see

‖A(λ) −A‖2ϕ =
∫
X

1
2
tr((A(λ),x −Ax)∗(A(λ),x −Ax))dµ(x)

=
1
2

2∑
i,j=1

∫
X

|A(ij)
(λ),x −A

(ij)
x |2dµ(x)

< ε2

showing that A(λ) → A. We conclude that H is a Hilbert space.

Corollary 6.1.8. A is dense in H.

Proof. Since L∞(X,Σ, µ) is dense in L2(X,Σ, µ), an element in H can be ap-
proximated by elements in A entrywise.

Corollary 6.1.9. The Hilbert space arising from the GNS-construction on
(A, ϕ) is H.
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We remind ourselves that L∞(X,Σ, µ) is a von Neumann algebra acting on
the Hilbert space L2(X,Σ, µ) when viewed as a subset of the bounded linear
operators on L2(X,Σ, µ) de�ned by multiplication.

Proposition 6.1.10. The C*-algebra A is a von-Neumann algebra acting on
the Hilbert space H.

Proof. It is su�cient to prove that A is a strongly closed subset of B(H). It
is clear from the GNS construction that A ⊆ B(H) when an element A ∈ A is
viewed as de�ning a bounded linear operator on H through pointwise matrix
multiplication, i.e. for every h ∈ H, Ah ∈ H is de�ned by (Ah)x := Axhx for
every x ∈ X.

It remains to prove that A is strongly closed. To this end, let {A(λ)} ⊆ A ⊆
B(H) be an arbitrary net converging strongly to some A ∈ B(H), i.e. for every
h ∈ H the net {A(λ)h} ⊂ H converges to Ah ∈ H. We aim to show that A ∈ A.

We de�ne the following operators A(ij) ∈ B(L2(X,µ)) by

A(ij)f :=
(
A

[
f 0
0 f

])(ij)

for i, j = 1, 2 and every f ∈ L2(X,Σ, µ). Linearity of these four operators is
clear, and their boundedness follows from

‖A(ij)f‖22

=

∥∥∥∥∥
(
A

[
f 0
0 f

])(ij)
∥∥∥∥∥

2

2

≤
2∑

i,j=1

∥∥∥∥∥
(
A

[
f 0
0 f

])(ij)
∥∥∥∥∥

2

2

=
∥∥∥∥A [ f 0

0 f

]∥∥∥∥2

ϕ

≤ ‖A‖2ϕ

∥∥∥∥[ f 0
0 f

]∥∥∥∥2

ϕ

= ‖A‖2ϕ ‖f‖
2
2,

for every i, j = 1, 2 and f ∈ L2(X,Σ, µ).

Now for any given ε > 0 and f ∈ L2(X,Σ, µ), the strong convergence of
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{A(λ)} to A implies that there exists a λ0 such that λ ≥ λ0 implies

ε2 >

∥∥∥∥A(λ)

[
f 0
0 f

]
−A

[
f 0
0 f

]∥∥∥∥2

ϕ

=
1
2

2∑
i,j=1

∥∥∥∥∥
(
A(λ)

[
f 0
0 f

]
−A

[
f 0
0 f

])(ij)
∥∥∥∥∥

2

2

=
1
2

2∑
i,j=1

∥∥∥∥∥
(
A(λ)

[
f 0
0 f

])(ij)

−
(
A

[
f 0
0 f

])(ij)
∥∥∥∥∥

2

2

=
1
2

2∑
i,j=1

∥∥∥∥∥
(
A(λ)

[
f 0
0 f

])(ij)

−A(ij)f

∥∥∥∥∥
2

2

≥ 1
2

∥∥∥∥∥∥
[
A

(11)
(λ) f A

(12)
(λ) f

A
(21)
(λ) f A

(22)
(λ) f

](ij)

−A(ij)f

∥∥∥∥∥∥
2

2

=
1
2

∥∥∥A(ij)
(λ) f −A

(ij)f
∥∥∥2

2
.

Implying that A
(ij)
(λ) → A(ij) strongly, as operators de�ned on L2(X,Σ, µ) for

each i, j = 1, 2. But since {A(λ)} ⊂ A, we have that A
(ij)
(λ) ∈ L∞(X,Σ, µ)

for every λ and i, j = 1, 2 by Proposition 6.1.1 and since L∞(X,Σ, µ) is a
strongly closed subspace of B(L2(X,Σ, µ)) we have that the operators A(ij) lie

in L∞(X,Σ, µ). Therefore A′ :=
[
A(11) A(12)

A(21) A(22)

]
∈ A, again by Proposition

6.1.1.

We show now show that A(λ) → A′ strongly. For any h :=
[
h(11) h(12)

h(21) h(22)

]
∈
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H, where each h(ij) lies in L2(X,Σ, µ) by Proposition 6.1.6,

‖A(λ)h−A′h‖2ϕ

=
1
2

2∑
i,j=1

∥∥∥(A(λ)h−A′h
)(ij)∥∥∥2

2

=
1
2

∥∥∥(A(11)
(λ) −A

(11))h(11) + (A(12)
(λ) −A

(12))h(21)
∥∥∥2

2

+
1
2

∥∥∥(A(11)
(λ) −A

(11))h(12) + (A(12)
(λ) −A

(12))h(22)
∥∥∥2

2

+
1
2

∥∥∥(A(21)
(λ) −A

(21))h(11) + (A(22)
(λ) −A

(22))h(21)
∥∥∥2

2

+
1
2

∥∥∥(A(21)
(λ) −A

(21))h(12) + (A(22)
(λ) −A

(22))h(22)
∥∥∥2

2

≤ 1
2

∥∥∥(A(11)
(λ) −A

(11))h(11)
∥∥∥2

2
+

1
2

∥∥∥(A(12)
(λ) −A

(12))h(21)
∥∥∥2

2

+
1
2

∥∥∥(A(11)
(λ) −A

(11))h(12)
∥∥∥2

2
+

1
2

∥∥∥(A(12)
(λ) −A

(12))h(22)
∥∥∥2

2

+
1
2

∥∥∥(A(21)
(λ) −A

(21))h(11)
∥∥∥2

2
+

1
2

∥∥∥(A(22)
(λ) −A

(22))h(21)
∥∥∥2

2

+
1
2

∥∥∥(A(21)
(λ) −A

(21))h(12)
∥∥∥2

2
+

1
2

∥∥∥(A(22)
(λ) −A

(22))h(22)
∥∥∥2

2

→ 0

with λ, since each h(ij) ∈ L2(X,µ) and each net {A(ij)
(λ) } converges strongly to

A(ij) when viewed as bounded linear operators on L2(X,Σ, µ). By the unique-
ness of limits we can now conclude that A = A′ ∈ A, and �nally that A ∈ A,
establishing that A is strongly closed, and hence A is a von Neumann algebra
acting on H.

6.2 Irrational rotations, with a twist

We denote the four Pauli spin matrices as follows

σ0 :=
[

1 0
0 1

]
; σ1 :=

[
0 1
1 0

]
; σ2 :=

[
0 −i
i 0

]
; σ3 :=

[
1 0
0 −1

]
;

The set {σ0, σ1, σ2, σ3} forms an orthonormal basis for the vector space M2(C)
with inner product de�ned by 〈A,B〉 := 1

2 tr(B
∗A) for all A,B ∈M2(C) [11, p.

10].
Let (S1,B, λ, Tα) be an irrational rotation. On the system (S1,B, λ, Tα) we

construct the von Neumann algebra A with state ϕ(A) := 1
2

∫
S1 tr(Ax)dλ(x) as

in Section 6.1.
We de�ne the unitary element R ∈ A by rotation matrices

Reiθπ :=
[

cos θπ sin θπ
− sin θπ cos θπ

]
.
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We de�ne the map τ : A → A by τ(A)x := R∗TαxATαxRTαx for all x ∈ S1.
De�ned as such, τ is a state preserving *-homomorphism, hence (A, ϕ, τ) is a
C*-dynamical system.

The multiplication by the `rotation element' R ∈ A is introduced in an
attempt to `mix' the non-commutative part of this system to such an extent
as to hopefully make it ergodic. The extension of τ from A to H, denoted
U : H → H takes the `same form' as τ , i.e. that (UA)x = R∗TαxATαxRTαx for
all A ∈ H.

Alas, the two elements in H which equal σ0 and σ2 almost everywhere on S1

are linearly independent and are both �xed points of U . Therefore by Theorem
4.2.6 (A, ϕ, τ) is not ergodic.

We may however still consider what happens when inducing onto an appro-
priate projection.

Projections in A′ ∩ A, are exactly the projections which are equal to σ0 on
a set of positive measure in B, and zero elsewhere. It is easy to see that for any
such projection P ∈ A′ ∩A, that τ j(P ) ∈ A′ ∩A for all j ∈ N and is again such
a projection as described. Therefore, inducing on such a projection P ∈ A′∩A,
is indeed possible by the previous theory to yield the induced C*-dynamical
system (AP , ϕP , τP ).

The `underlying' classical measure preserving dynamical system, makes it
easier to make the connection between return times and the classical Poincaré
Recurrence Theorem and the recurrence results in Section 5.2

Why do we require, in the theory presented in the previous chapter, that a
projection that we induce on lies in A′ ∩ A? We may ask what happens if we
were to attempt to induce onto a projection that does not lie in A′ ∩ A. For

example onto P ∈ A with Px =
[

1 0
0 0

]
for every x ∈ S1. The element τ(P )

is again a projection, but (its range, when (incorrectly) visualized as a copy of
R at every point of S1, not unlike an in�nite mobius band) is `twisted' around
S1 through the multiplication by R ∈ A, and λ-almost nowhere coincides with
(the range of) P . Even though it may happen that ϕ(Pτ(P )P ) 6= 0 or even
> 0, the disparity of (the ranges) of P and τ(P ) makes P a lousy candidate to
induce onto and clouds our minds (or certainly the author's) as to how to go
about de�ning an induced system onto this projection.

6.3 Irrational rotations, with a striped twist

Let ([0, 1),B, λ, Tα) be (isomorphic) to an irrational rotation, such that B is the
Borel σ-algebra, λ is the Lebesgue measure, and Tαx = x + α mod 1 for all
x ∈ [0, 1) (remember that α is irrational).

Let ϕ be the state and A be the von Neumann algebra (acting on H) be as
constructed from ([0, 1),B, λ) in the preliminaries of this chapter.

We de�ne the unitary matrices

W :=
[

1 0
0 −1

]
R :=

[
cosβ − sinβ
sinβ cosβ

]
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where β ∈ (R\Q)π is �xed, and de�ne S ∈ A by

Sx : =

{
Rn x ∈ [ 2

n−1−1
2n−1 , 2n−1

2n )
W else

for any x ∈ [0, 1), and thereby de�ne the transformation τ : A → A by

(τ(A))x := S∗xATαxSx.

Then (A, ϕ, τ) is a C*-dynamical system, with τ a *-homomorphism. The form
of S ∈ A suggests the name `striped twist' for the *-homomorphism τ .

We will assume that A ⊂ H (as sets) and hence suppress mention of ι from
the GNS construction. In attempting to prove that this system is ergodic, by
Theorem 4.2.6 it is enough to show that the bounded operator U : H → H
de�ned (densely) by UA = τ(A) for all A ∈ A ⊂ H, has a one dimensional �xed
point space.

We de�ne Ω ∈ A ⊂ H by

Ωx :=
[

1 0
0 1

]
for all x ∈ [0, 1).

Suppose A ∈ H is such that Ax is constant in x ∈ [0, 1) almost everywhere
(this implies A ∈ A), and that it is a �xed point of U , i.e.

Ax =
[
a11 a12

a21 a22

]
for almost every x ∈ [0, 1), and UA = A. But this implies that[
a11 a12

a21 a22

]
= R

[
a11 a12

a21 a22

]
R∗ = R2

[
a11 a12

a21 a22

]
R∗2 = W

[
a11 a12

a21 a22

]
W ∗

which reduces (with some work, best done by some computer algebra software)
to a11 = a22 and a12 = a21 = 0. Therefore the only element A ∈ H such that
Ax is constant in x ∈ [0, 1) and UA = A, must equal a multiple of Ω.

This already a step up from the example in the previous section, for which
U had (at least) two �xed points which were constant in x ∈ [0, 1).

Suppose A ∈ H is such that the entries of Ax are simple functions in x ∈ [0, 1)
almost everywhere (this implies A ∈ A, and we will call such elements of A and
H simple elements), and that it is a �xed point of U . Then there exists a �nite
partition of [0, 1) into intervals, such that Ax is constant almost everywhere on
every interval of the partition. There then exists an interval (1−ε, 1) with ε > 0
such that Ax is constant in x ∈ [0, 1) almost everywhere on both the intervals
T−1
α (1− ε, 1) and (1− ε, 1). We will assume

Ax =



[
a11 a12

a21 a22

]
x ∈ T−1

α (1− ε, 1)[
b11 b12

b21 b22

]
x ∈ (1− ε, 1).
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Let n0 be large enough that (2n0−1 − 1)/2n0−1 > (1 − ε). Then UA = A
establishes,

Rn0

[
a11 a12

a21 a22

]
R∗n0 =

[
b11 b12
b21 b22

]
= Rn0+1

[
a11 a12

a21 a22

]
R∗n0+1

||

W

[
a11 a12

a21 a22

]
W ∗

which implies (with some work, best done by some computer algebra software)
that a11 = a22 and a12 = a21 = 0, and hence that Ax equals a multiple of the
identity almost everywhere on both intervals T−1

α (1 − ε, 1) and (1 − ε, 1). But
since ([0, 1),B, λ, Tα) is ergodic, for almost every y ∈ [0, 1) there exists an m
such that y ∈ T−mα (1− ε, 1) and so that for some t ∈ C,

Ay = (τm(A))y
= Sy . . . STm−1

α yATmα yS
∗
Tm−1
α y

. . . S∗y

= Sy . . . STm−1
α y

[
t 0
0 t

]
S∗
Tm−1
α y

. . . S∗y

=
[
t 0
0 t

]
.

We conclude that all the simple elements A ∈ H that are �xed points of U ,
must equal a multiple of Ω.

Here is where the water gets muddied. The above arguments do not yet
imply that all the �xed points of U lie in a one dimensional subspace of H.
(As of yet) the author has been unable to prove the o�ending statement or �nd
a counterexample (of two linearly independent �xed points of U), yet remains
quite convinced of:

Conjecture 6.3.1. The system (A, ϕ, τ), as described above, is ergodic.

Still we can make some interesting observations about �xed points of U and
consider some programs devised for proving that the �xed point space of U is
indeed one dimensional.

Program 6.3.2. Since the simple functions are dense in L∞([0, 1),B, λ), given
any �xed point A ∈ H of U and any ε > 0, we can �nd a simple element
S ∈ A ⊂ H such that ‖A−S‖ < ε. If it is possible to prove that the assumption
implies ‖S −ϕ(A)Ω‖ < ε, we would be done, since every net of simple elements
converging to A also converges to ϕ(A)Ω, and by the uniqueness of limits, we
would have that A = ϕ(A)Ω � a multiple of Ω.

Program 6.3.3. For every A ∈ H, we write

Ax =
[
a11(x) a12(x)
a21(x) a22(x)

]
,
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and can de�ne a `eigenvalue functions' by

γ±(x) :=
(a22(x) + a11(x))±

√
(a22(x) + a11(x))2 − 4a12(x)a21(x)

2
.

If A ∈ H is a �xed point of U then Ax = (UA)x = S∗xATαxSx for almost
every x ∈ [0, 1). Since for each x ∈ [0, 1), Sx is unitary, the matrices Ax and
ATαx are similar for almost every x ∈ [0, 1). But similar matrices have the same
eigenvalues, therefore γ±(x) = γ±(Tαx), and since ([0, 1),B, λ, Tα) is ergodic, by
Theorem 2.1.8, both γ+ and γ− must be constant almost everywhere on [0, 1).
Suppose that A is linearly independent of Ω, then we might as well assume that
A⊥Ω, and hence 0 = 〈A,Ω〉 = ϕ(A) = γ++γ−, implying γ+ = −γ−. By scaling
appropriately, we may assume that γ+ = 1, and hence that Ax is self-adjoint
and unitary for almost every x ∈ [0, 1). If we can now somehow show that
γ+ = γ−, it would imply that A = 0, and we would be done.

Program 6.3.4. We may (perhaps) de�ne (an analogy to) a weak derivative. We
call an element Φ ∈ A a test element if its entries, φij : [0, 1) → C, i, j = 1, 2,
are continuously di�erentiable and φij(x)→ φij(0) and φ′ij(x)→ φ′ij(0

+) when
x→ 1−, and say B : [0, 1)→M2(C) is the weak derivative of A : [0, 1)→M2(C)
if

〈A,Φ′〉 = 〈B,Φ〉

for all test elements Φ, where Φ′ : [0, 1)→M2(C) is de�ned to be the to have as
`entry functions' the derivatives φ′ij . We might guess, when denoting the `entry
functions' of A by aij : [0, 1) → C, and and their weak derivative by a′ij , and
assuming ((Φ′)∗)x = ((Φ∗)′)x, the the following

〈A,Φ′〉 =
1
2

∫
tr(Φ′∗x Ax)dλ(x)

=
1
2

∫
φ′11a11dλ+

1
2

∫
φ′21a21dλ+

1
2

∫
φ′12a12dλ+

1
2

∫
φ′22a22dλ

=
1
2

∫
φ11a

′
11dλ+

1
2

∫
φ21a

′
21dλ+

1
2

∫
φ12a

′
12dλ+

1
2

∫
φ22a

′
22dλ

= 〈A′,Φ〉

may well hold for all test elements Φ, where A′ has a′ij as entry functions.

Let the author be the �rst to criticize the above for its vagueness. However, if
the theory described in the previous can be developed, it might be used to prove
that any �xed point of U must have a weak derivative equal to zero, implying
that it is constant almost everywhere, and hence a multiple of Ω. Developing
this theory (if even possible) will take us too far a�eld.

To the author's great frustration, all three of the proposed programs above
have been fruitless (thus far) in proving (A, ϕ, τ) ergodic.
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6.4 Irrational rotations, with secondary irrational
rotations

It is very important to note that the transformations in this and the next two
sections, are not *-homomorphisms. This prevents us from applying the theory
developed in the previous chapter.

Let (S1,B, λ, Tα) be an irrational rotation. (see Section 2.2).

On the system (S1,B, λ, Tα) we construct the von Neumann A with state
ϕ(A) := 1

2

∫
S1 tr(Ax)dλ(x) as in Section 6.1.

It is clear that we may decompose every element A ∈ A as A =
∑3
j=0 fjσj

where fj ∈ L∞(S1,B, λ) for each j = 0, 1, 2, 3.

We de�ne a linear transformation τα : A → A as follows. Let β0, β1, β2, β3 ∈
R, be such that β0 = 0 and βj ∈ (0, 2)\{nα mod 2 : n ∈ Z} . For all fj ∈
L∞(S1,B, λ) we de�ne τα(

∑3
j=0 fjσj) :=

∑3
i=0 e

iβjπ(fj ◦ Tα)σj .

Multiplication by the eiβjπ could be viewed as a secondary rotations to the
primary rotation Tα (which can be viewed as multiplication by eiαπ, see Section
2.2).

Proposition 6.4.1. The linear transformation τα is state preserving with re-
spect to ϕ.
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Proof. Let A ∈ A be arbitrary and consider, by Theorem 2.1.8,

ϕ ◦ τα(A) :=
1
2

∫
S1

tr(τ(A)x)dλ(x)

=
1
2

∫
S1

trτ

(
3∑
i=0

fj(·)σj

)
x

dλ(x)

=
1
2

∫
S1

tr

(
3∑
i=0

eiβjπfj ◦ Tα(x)σj

)
dλ(x)

=
1
2

∫
S1

3∑
i=0

eiβjπfj ◦ Tα(x)tr(σj)dλ(x)

=
∫
S1
f0 ◦ Tα(x)dλ(x)

=
∫
S1
f0(x)dλ(x)

=
1
2

∫
S1

3∑
i=0

fj(x)tr(σj)dλ(x)

=
1
2

∫
S1

tr

(
3∑
i=0

fj(x)σj

)
dλ(x)

=
1
2

∫
S1

tr (Ax) dλ(x)

= ϕ(A)

which establishes the result.

Therefore (A, ϕ, τα) is a C*-dynamical system.
Let H be the Hilbert space arising from the GNS construction on (A, ϕ), see

Corollary 6.1.9. As shown in the Section 6.1, A is dense in H (with respect to
the norm induced by the inner product on H). It is again clear that we may

express any element A ∈ H as A =
∑3
j=0 fjσj with fj ∈ L2(S1,B, λ) for each

j = 0, 1, 2, 3. Let U : H → H be the unique bounded linear extension of τα to
the whole of H.

Proposition 6.4.2. The operator U takes on the same form as τ , i.e.

U

 3∑
j=0

fjσj

 =
3∑
i=0

eiβjπ(fj ◦ Tα)σj

for any fj ∈ L2(S1,B, λ) and any j = 0, 1, 2, 3.

Proof. It is clear that the map
∑3
j=0 fjσj 7→

∑3
i=0 e

iβjπ(fj ◦ Tα)σj equals τ
when restricted to A, therefore if we show that said map is bounded (with
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respect to the norm ‖ ·‖ϕ on H) it must equal U , since U is the unique bounded
linear extension of τ . To that end, let A ∈ H be arbitrary which we express as
A =

∑3
j=0 fjσj with fj ∈ L2(S1,B, λ) for each j = 0, 1, 2, 3. Now consider∥∥∥∥∥∥

3∑
j=0

eiβjπ(fj ◦ Tα)σj

∥∥∥∥∥∥
2

ϕ

= ϕ

 3∑
j=0

eiβjπ(fj ◦ Tα)σj

∗( 3∑
k=0

eiβkπ(fk ◦ Tα)σk

)
= ϕ

 3∑
j,k=0

e−iβjπeiβkπ(fj ◦ Tα)(fk ◦ Tα)σjσk


=

1
2

∫
S1

3∑
j,k=0

e−iβjπeiβkπ(fj ◦ Tα)(fk ◦ Tα)tr(σjσk)dλ(x)

=
∫
S1

3∑
j,k=0

e−iβjπeiβkπ(fj ◦ Tα)(fk ◦ Tα)δjkdλ(x)

=
3∑
j=0

∫
S1
|fj ◦ Tα|2dλ(x)

=
3∑
j=0

∫
S1
|fj |2dλ(x)

=
1
2

∫
S1

3∑
j,k=0

fj(x)fk(x)tr(σjσk)dλ(x)

=
1
2

∫
S1

tr

 3∑
j=0

fj(x)σj

∗( 3∑
k=0

fk(x)σk

) dλ(x)

=

∥∥∥∥∥∥
3∑
j=0

fjσj

∥∥∥∥∥∥
2

ϕ

= ‖A‖2ϕ

which establishes the boundedness of the map
∑3
j=0 fjσj 7→

∑3
i=0 e

iβj (fj◦Tα)σj
on H, hence U equals this map.

Proposition 6.4.3. The system (A, ϕ, τα) is ergodic.

Proof. By Theorem 4.2.6 it is enough to show that the map U : H → H has a
one-dimensional �xed point space.
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Let F ∈ H be an arbitrary �xed point of U , i.e. UF = F . We will show
that F = cσ0 where c ∈ L2(S1,B, λ) is constant λ-a.e. on S1. Since the (λ-a.e.)
constant L2(S1,B, λ) functions is a one dimensional subspace of L2(S1,B, λ),
this would establish the result.

We express F =
∑3
j=0 fjσj , with each fj ∈ L2(S1,B, λ), and consider

3∑
j=0

fjσj = F = UF = U

 3∑
j=0

fjσj

 =
3∑
i=0

eiβjπ(fj ◦ Tα)σj

which together with the linear Independence of {σ0, σ1, σ2, σ3} inM2(C) implies
that fj − eiβjπ(fj ◦ Tα) = 0 for each j = 0, 1, 2, 3.

Since β0 = 0, the ergodicity of Tα together with f0 = f0 ◦Tα implies that f0
is constant (λ-a.e.).

Now, for each j 6= 0, we consider the Fourier expansion of fj . We write
fj(eix) =

∑
n∈Z cj,ne

inx for all x ∈ [0, 2π] and substitute into fj−eiβj (fj ◦Tα) =
0 to obtain

0 =
∑
n∈Z

cj,ne
inx − eiβjπcj,nein(x+απ)

=
∑
n∈Z

cj,n(1− ei(βj+nα)π)einx.

The uniqueness of the Fourier expansion implies that cj,n(1 − ei(βj+nα)π) = 0
for each n ∈ Z. If 1 − ei(βj+nα)π = 0, then (βj + nα)π = 2kπ for some k ∈ Z,
which implies βj = −nα mod 2 which is impossible by the assumption on βj ,
for j = 1, 2, 3, and hence cj,n must equal zero for all n ∈ Z and j = 1, 2, 3. This
implies that fj = 0 for j = 1, 2, 3.

We conclude that F assumes the form that was required to establish the
result.

Remark 6.4.4. It would be desirable to have the transformation τα to be a *-
homomorphism and still remain ergodic, because this would place this example
�rmly on the footing of the previous chapter. Unfortunately, this can only
happen when an even number of the numbers β0, β1, β2, β3 equal zero and the
others equal 1. But because we already assume β0 = 0, this implies that at least
one of the β1, β2, β3 must equal 0, say βj0 = 0 for some j0 = 1, 2, 3, and then as
a consequence for the (λ-a.e.) constant 1 function 1 ∈ L2(S1,B, λ), it is easily
seen that 1σ0 and 1σj0 are linearly independent �xed points of the operator U ,
thereby breaking the ergodicity by Theorem 4.2.6.

6.5 Induced transformations (1)

We continue under the de�nitions of the previous section. The fact that τα is not
a *-homomorphism prevents us from directly using the results in the previous
chapter.
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For simplicity we only consider a small class of possible induced transforma-
tions.

As in Section 3.4, let (S1,B, λ, Tγ(α)) be the ergodic (system isomorphic to

the) system induced onto C := {eiθπ : θ ∈ [0, α]} from (S1,B, λ, Tα). As shown
previously, γ(α) = 2γ′

α where γ′ = 2−
⌊

2
α

⌋
α.

We may now ask as in Theorems 3.3.1 and 5.5.5, whether the induced system
(A, ϕ, τγ(α)), with the β0, β1, β2, β3 kept as before, is ergodic. For this to happen
it is su�cient for j = 1, 2, 3 that βj ∈ (0, 2)\{nγ(α) mod 2 : n ∈ Z}. Suppose
to the contrary that for some j = 1, 2, 3 and some n ∈ Z

βj mod 2 = nγ(α)

βj mod 2 = n
2γ′

α

βj mod 2 = n
2(2−

⌊
2
α

⌋
α)

α

βjα mod 2 = 4n− 2
⌊

2
α

⌋
α

βjα mod 2 = −2
⌊

2
α

⌋
α

βj mod 2 = −2
⌊

2
α

⌋
βj mod 2 = 0

which is false by hypothesis. Therefore (A, ϕ, τγ(α)) is indeed ergodic, by Propo-
sition 6.4.3.

Remark 6.5.1. The previous argument con�rms our intuition on a very small
class of possible induced transformations - speci�cally inducing onto an interval
of S1 of length α.

We may investigate the situation of inducing onto an arbitrary interval of
S1. In this case the classical induced transformation becomes a so-called three
interval exchange map as was seen in Section 3.2. This complicates matters,
for our `Fourier expansion argument' used in Theorem 6.4.3, is signi�cantly
complicated in that the Fourier expansion of f ◦ T facilitates establishing the
result quite well when T is a rotation map, but this becomes less obvious when
T is a di�erent type of map to a rotation.

We may also ask whether the result goes through for an arbitrary subset of
S1 of positive measure as it does in Theorems 3.3.1 and 5.5.5. For the same
reason as the in the previous paragraph, answering this question is complicated.

We are still prompted to raise the following:

Conjecture 6.5.2. Consider (A, ϕ, τα) (as constructed above from (S1,B, λ, Tα)).
For any C ∈ B of positive measure, let the system (AC , ϕC , τC) with AC and
ϕC constructed from the classical induced system (C,B ∩C, λ′, TC) as described
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in Section 6.1 and τC de�ned by

τC(
3∑
j=0

fjσj) :=
3∑
i=0

eiβjπ(fj ◦ TC)σj .

where each fj ∈ L∞(C,B ∩ C, λ′).
The ergodicity of (A, ϕ, τα) implies the ergodicity of (AC , ϕC , τC).

6.6 Induced transformations (2)

We again continue under the de�nitions of Section 6.4.
Another candidate for an induced transformation can be constructed as fol-

lows. It is indeed closer to our de�nition in the previous Chapter than what was
investigated in the previous section, as the induced transformation will apply τα
iteratively according to the classical �rst return time function de�ned in Section
3.2.

Let C ∈ B be a set of positive measure, and let (C,B ∩ C, λ′, TC) be in-
duced from (S1,B, λ, Tα). The system (C,B ∩ C, λ′, TC) is ergodic, by Theo-
rem 3.3.1, since (S1,B, λ, Tα) is ergodic. Let AC and ϕC be constructed on
(C,B ∩ C, λ′, TC) as in the Section 6.1. We de�ne τ ′C : AC → AC as follows for
any x ∈ C and fj ∈ L∞(C,B ∩ C, λ′)τ ′C(

3∑
j=0

fjσj)


x

:=
3∑
j=0

eiβjnC(x)πfj ◦ TC(x)σj

where nC(x) denotes the �rst return time of x ∈ C under Tα to C.
Partitioning C into sets according to return times, say {Ck}∞k=1 and de�ning

Pk := χCkσ0 ∈ AC , it is easily seen that for any A ∈ AC

τ ′C(A) =
∞∑
k=1

Pkτ
k
α(A)

which is more reminiscent of the induced transformations de�ned in Sections
5.1 and 5.4 than the transformation τC from the previous section.

However, our e�orts to prove that ergodicity of (A, ϕ, τα) implies ergodicity
of (AC , ϕC , τ ′C) is again met with di�culties in even the simplest of examples.

Consider again C := {eiθπ : θ ∈ [0, α]}. The �rst return time map nC then
only takes on two values, l0 :=

⌊
2
α

⌋
+ 1 or l0 + 1, on C. Hence τ ′C takes on the

form

τ ′C(
3∑
j=0

fjσj) :=
3∑
j=0

hj(fj ◦ TC)σj

where hj : C → C is given by

hj(x) =

{
eiβj l0π nC(x) = l0

eiβj(l0+1)π nC(x) = l0 + 1
.
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Since TC is again a `rotation map', we might express this system as we did
in the previous section, in the hope to apply the `Fourier expansion technique'
used in Proposition 6.4.3 to prove ergodicity of (AC , ϕC , τ ′C), but the fact that
the hj , for j = 1, 2, 3 are no longer constant, signi�cantly complicates things in
taking that approach.

We might also try an approach using the original de�nition of ergodicity
as in De�nition 4.2.5, but this path is also complicated by the structure that
iterates of τ ′C take on, because the hj are not constant. We see that for any
k ∈ N

(τ ′C)k(
3∑
j=0

fjσj) = (τ ′C)k−1 ◦ τ ′C(
3∑
j=0

fjσj)

= (τ ′C)k−1(
3∑
j=0

hj(fj ◦ TC)σj)

= (τ ′C)k−2(
3∑
j=0

hj(hj ◦ TC)(fj ◦ T 2
C)σj)

=
...

=
3∑
j=0

(
k−1∏
r=0

hj ◦ T rC

)
(fj ◦ T kC)σj ,

and the product
∏k−1
r=0 hj ◦T rC signi�cantly complicates things when considering

averages of terms involving this iterate.
We still raise the following:

Conjecture 6.6.1. Consider (A, ϕ, τα) (as constructed above from (S1,B, λ, Tα)).
For an arbitrary C ∈ B of positive measure, let the system (AC , ϕC , τ ′C) with
AC and ϕC constructed from the classical induced system (C,B ∩ C, λ′, TC) as
in Section 6.1 and τ ′C de�ned byτ ′C(

3∑
j=0

fjσj)


x

:=
3∑
i=0

eiβjnC(x)π(fj ◦ TC)(x)σj .

where each fj ∈ L∞(C,B ∩ C, λ′).
The ergodicity of (A, ϕ, τα) implies the ergodicity of (AC , ϕC , τ ′C).
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