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#### Abstract

Previous applications of the Spakman-Nyst method to inverse problems of slow regional crustal deformation have been technically restricted to tens or hundreds of geodetic velocities within a single observation network. Here, we test the relative motion inversion technique on thousands of GPS observations compiled from tens of different studies. Our case study is the Alpine-Mediterranean plate boundary zone, for which 8969 station vectors from 45 papers are merged into one lateral velocity field. To avoid pairing all GPS data through $\sim 40$ million integration paths, we utilize a new dartboard site connection algorithm that allows for decreasing the number of relative motion observations to a few million without impairing model quality. The model parametrization coupling the corresponding integral equations comprises a possible maximum of $4 \times 691$ and $2 \times 98$ unknown velocity gradient tensor and surface fault slip components, respectively, at 584 model nodes spanning 1111 spherical triangles. Large triangles characterize data-deficient areas where we constrain the inverse problem with synthetic data and strain rate damping. Subsequently, 43 GPS datasets are corrected for network Euler rotations (i.e. $3 \times 43$ unknowns) relative to a chosen reference network. This enables us to average co-located observations into single vectors, which reduces the computation time of the forward problem, and to estimate rigid Euler velocities from four datasets enclosed by plate boundary faults that outline the Adriatic, Aegean, Anatolian, and Calabrian sub-regions in the model. Finally, we present a new approach to investigating intraplate deformation by comparing inversion of the geodetic observations with inverting the Euler motions at all data sites from the four sub-regions and major African, Arabian, and Eurasian plates. We find that inversion for the velocity gradient field and inactive or active fault creep results in the largest kinematic differences between the GPS and Euler motion inversions, reflecting internal deformation. The two inversion types show a significant fault-local data misfit especially in the Eastern Mediterranean Sea, being related to trade-offs between almost perfectly resolved velocity gradient and fault slip parameters where observations near faults are lacking. Our main conclusion is that the Spakman-Nyst method and its implementation can be efficiently applied to thousands of geodetic data points. We suggest to explore the trade-off complication before making further model interpretations.
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Figure 1: Plate tectonic setting and major geological attributes of the Mediterranean, taken from Faccenna et al. [2014], see Section 4.1 and Figure A. 1 for the ways in which we adapted our model parametrization to this geological setting and other ones.

## 1 Introduction

Geodetic surface observations demonstrate that Earth's tectonic plates deform internally, building upon the traditional plate tectonic view of crustal deformation being localized at the boundaries of rigidly rotating blocks. Furthermore, there is accumulating evidence that aseismic surface creep is active on faults besides co-seismic slip. During the last three decades, various kinematic techniques have been developed for relating observed surface velocities to intraplate strain, local rigid rotations, and/or fault creep [e.g. Haines and Holt, 1993; Lamb, 1994; Shen et al., 1996; Davies et al., 1997; Bourne et al., 1998; Ward, 1998; Kahle et al., 2000; Beavan and Haines, 2001; Spakman and Nyst, 2002; Cardozo and Allmendinger, 2009; Hackl et al., 2009; Tape et al., 2009; Howe and Bird, 2010; Kreemer et al., 2014; Masson et al., 2014]. However, while it is well-established by these studies that the kinematics of slow crustal deformation can be described by the underlying displacement or velocity gradient tensor field, i.e. strain and rotation rate fields, only a few studies incorporate fault motion into a kinematic theory [Lamb, 1994; Spakman and Nyst, 2002; Howe and Bird, 2010].

Notably, the paper by Spakman and Nyst [2002] presents a geophysical inversion method, hereafter called the Spakman-Nyst method, linking the relative velocity between any two surface observation points by line integration to the velocity gradient and fault creep parameters based on principles derived from seismic delay time tomography [e.g. Bijwaard et al., 1998]. A third unknown in the resulting integral equation concerns the Euler rotation between different geodetic networks, which is the same technical term as in other kinematic approaches [Beavan and Haines, 2001; Kreemer et al., 2014]. The model parametrization, which allows for coupling many integral equations, is done by linear interpolation functions defined on triangular domains in the model space, leading to pure linear kinematic inversion of relative motion data without requiring any knowledge on crustal dynamics and rheology [Spakman and Nyst, 2002]. Next, the estimated kinematics can be compared to independent geological and seismological observations [Bos et al., 2003; Bos and Spakman, 2005], and be interpreted in terms of geodynamic drivers [Bos et al., 2003; Spakman and Hall, 2010; Spakman et al., 2018].

We regard previous applications of the Spakman-Nyst method as being quite limited in two technical
aspects. First, to connect tens [Spakman and Hall, 2010] to hundreds [Bos et al., 2003; Bos and Spakman, 2005; Spakman et al., 2018] of satellite Global Positioning System (GPS) observations in problems of regional deformation, the basic practice has been to simply include all possible data combinations. Whereas this approach may be appropriate for such dataset sizes, a more advanced site connection procedure would be needed in case thousands of published GPS observations covering a large region like the Mediterranean are involved, since an inversion combining all of these data can be computationally expensive, and because relative motion connections between widely spaced stations may not be that helpful for inversion. So far, an actual strategy has not been proposed. Second, the possibility of inverting for geodetic network rotations has been largely overlooked. The inversion type has been tested once [Spakman and Hall, 2010], but solely on three combined datasets and is discussed only very briefly. Its potential for tens of merged GPS velocity fields remains unknown.

The goal of our research is to technically improve on above studies by finding ways to apply the SpakmanNyst method to thousands of GPS observations acquired from tens of different studies performed in a wide complex plate boundary zone like the Alpine-Mediterranean arc. To first-order, this region has been shaped by a long geological history of interplay between the converging African, Arabian, and Eurasian plates, Calabrian, Gibraltarian, and Hellenic subduction systems, and internally deforming Adriatic, Aegean, and Anatolian crustal blocks [e.g. Wortel and Spakman, 2000; Reilinger et al., 2006; Serpelloni et al., 2007; D'Agostino et al., 2008; Faccenna et al., 2014; Van Hinsbergen et al., 2020] (Figure 1).

We use the pre-2014 available continuous GPS data as provided by Kreemer et al. [2014], and compile 44 more recent datasets [e.g. Metois et al., 2015; Palano et al., 2015; Bougrine et al., 2019; D'Agostino et al., 2020; Gomez et al., 2020] to estimate the kinematics of present-day surface deformation in the Mediterranean Region. In a unique series of experiments, we invert thousands of GPS observations for different kinematic parametrizations with a newly devised site connection algorithm, and correct for uniform rotational differences between the 45 combined GPS motion datasets. Particularly, we kinematically assess homogeneous plate rotation in key parts of the Mediterranean and the intraplate deformation component of the geodetic data, constituting preliminary work to future research that focuses on geodynamical interpretation and on modelling deformation in the Central and Eastern Mediterranean in more detail.


Figure 2: Compiled 8969 GPS vectors of the Mediterranean together with their $95 \%$ confidence error ellipses. Each of the 45 geodetic networks is presented in its published reference frame, e.g. the global Kreemer et al. [2014] (in white) and Algerian Bougrine et al. [2019] (green) datasets are tied to the Eurasian and ITRF2014-frames, respectively. Note that the Tunisian Bahrouni et al. [2020] network (also in white) has been added to the Kreemer dataset, see Section 4.3 .1 for details, and that the 25 data outliers in Figure A. 6 have already been deleted from the compilation. Moreover, note that we decide to incorporate the Egyptian Saleh and Becker [2015] (green) and Pietrantonio et al. [2016] (orange) networks into our dataset despite their large error ellipses since Egypt is poorly sampled by the Kreemer dataset alone (Figure A.2).

## 2 GPS Data Compilation

Following the increasing availability of GPS data over the last three decades, many geodetic studies of crustal deformation have been conducted in the Mediterranean [e.g. Kreemer et al., 2014; Metois et al., 2015; Palano et al., 2015; Saleh and Becker, 2015; Nguyen et al., 2016; Serpelloni et al., 2016; Sánchez et al., 2018; Bougrine et al., 2019; Özdemir and Karsloğlu, 2019; Bahrouni et al., 2020; Civiero et al., 2020; D'Agostino et al., 2020; Gomez et al., 2020]. This allows us to create from issued datasets an extensive regional compilation of surface motions.

Figure 2 shows the spherical box with southwestern ( $-11^{\circ}, 34^{\circ}$ ) and northeastern ( $43^{\circ}, 50^{\circ}$ ) longitudelatitude corners inside which geodetic data is collected for our research. Published data consist of continuous GPS (CGPS) and episodic survey GPS (SGPS) data from permanent stations and campaign-style measurements, respectively, capturing the long-term interseismic crustal deformation field over a period of several ( $\geq$ 2) years at minimum (Table A.1). Seven parameters serve as the necessary input for a kinematic experiment, being the east and north components of the data locations, velocities, and velocity standard deviations, and their east-north data correlation if documented, else put to zero. Unless reported otherwise, we assume 1- $\sigma$ data variances and geographical (ellipsoidal) site coordinates, which we then convert to spherical coordinates.

In the end, 8969 GPS vectors from 45 papers are merged into one Mediterranean horizontal motion field (Figure 2; Table A.1). As is evident from Figure 2 and Table A.1, the 45 datasets have been determined relative to different plate motion and global geodetic frames such as the Eurasia-fixed, No-Net-Rotation (NNR), and International Terrestrial Reference frames (ITRF). To be able to reliably analyse surface velocities, all data have to be rotated into a common plate motion reference frame. In the Spakman-Nyst method, this
is done by correcting for uniform network rotations relative to a reference dataset, see Section 3.1.1 and 4.3.1 for technical details and experiments. We adopt the worldwide data compilation by Kreemer et al. [2014], hereafter the Kreemer dataset, as the reference network since it is by far our largest and most widely distributed dataset with 3981 vectors (Figure A.2), and because all motions have been homogeneously transformed into the same reference frame [Kreemer et al., 2014], here the Eurasian frame. The 4988 velocities from the 44 post-Kreemer et al. [2014] studies (Figure A.3) comprise both newly published observation sites in areas poorly covered by the Kreemer network, e.g. Algeria [Bougrine et al., 2019], the central Balkans (Bulgaria, Serbia, Montenegro) [Metois et al., 2015; D'Agostino et al., 2020], the southern Black Sea region [Ergintav et al., 2014; Aktuğ et al., 2015; Özdemir and Karslıŏlu, 2019], Egypt [Saleh and Becker, 2015; Pietrantonio et al., 2016; Gomez et al., 2020], and Tunisia [Bahrouni et al., 2020], and numerous reprocessed measurements at station locations shared with the Kreemer dataset. Such network overlap is used to invert for relative network rotations (Section 3.1.1, 3.2, 4.3.1).

After visual inspection of all networks in the Kreemer Eurasia frame (Figure A.4-A.5), 25 vectors clearly not representing regionally consistent motion, i.e. data outliers, have been removed (Figure A.6). We choose to not delete data based on their error ellipses, e.g. in Egypt [Saleh and Becker, 2015; Pietrantonio et al., 2016] (Figure 2, A.4-A.5), noting that the influence of noisy data on the model solution is weighed down by the inversion anyway. Given the difficulty to check thousands of GPS observations individually, we suppose the 45 papers to have already correctly identified and discarded most data outliers, and focus the search for outliers on Algeria and Tunisia where data are relatively sparse, meaning that outlying data may dominate the inverse problem in these model parts where the number of relative motion data would be especially low. 16 vectors excluded from interpretation by Bougrine et al. [2019] and Bahrouni et al. [2020] have been removed (Figure A.6).


Figure 3: Forward problem of linking relative motion vector $\Delta \mathbf{v}_{i j}$ or $\Delta \mathbf{v}_{i k}$ between observation sites $i$ and $j$ to the geodesic $L_{i j}$ or any other arbitrary (additional) integration path $L_{i j}^{a d d}$ over the unknown velocity gradient field $\nabla \mathbf{v}$. Integration over $\nabla \mathbf{v}$ is done by parts such that $\nabla \mathbf{v}$ can be discontinuous across faults. The "true" crustal flow field (grey vectors) would have to be kinematically estimated from $\nabla \mathbf{v}$ and possible surface fault creep $\mathbf{f}_{k}$, here the slip vectors $\mathbf{f}_{1,2}$ at intersections $r_{i j}^{1,2}$ between the faults and $L_{i j}$. A third geodetic (i.e. technical) contribution to $\Delta \mathbf{v}_{i j}$ is, taking the blue network of $\mathbf{v}_{i}$ and $\mathbf{v}_{k}$ as the reference dataset, an unknown Euler rotation $\boldsymbol{\Omega}_{j} \times r_{j}$ of $\mathbf{v}_{j}$ with respect to $\mathbf{v}_{i}$. In the case of relative motion $\Delta \mathbf{v}_{j k}=\Delta \mathbf{v}_{j i}-\Delta \mathbf{v}_{k i}$ between the co-located observations $\mathbf{v}_{j}$ and $\mathbf{v}_{k}$, it would be simply equivalent to $-\boldsymbol{\Omega}_{j} \times r_{j}$.

## 3 Methods

We use the inversion method developed by Spakman and Nyst [2002] to estimate the strain and rotation rate fields, surface fault slip/creep, and GPS network rotations from relative motion data in the Mediterranean. The theory behind the technique is explained in line with the current Tetra software implementation.

### 3.1 The Spakman-Nyst Method

The Spakman-Nyst method describes the observed relative motion between any two positions at the surface in terms of the kinematics underlying crustal deformation. This description is purely kinematic, so does not depend on assumptions of crustal dynamics and rheology.

### 3.1.1 The Observation Equation

At any two sites $i$ and $j$, the measured velocity vectors $\mathbf{v}_{i}$ and $\mathbf{v}_{j}$ can be connected by an integration path $L_{i j}$ of arbitrary geometry along which an unknown surface deformation field is to be estimated from the relative motion $\Delta \mathbf{v}_{i j}=\mathbf{v}_{j}-\mathbf{v}_{i}$ (Figure 3). $\Delta \mathbf{v}_{i j}$ is linked to the velocity gradient field $\nabla \mathbf{v}$, surface creep $\mathbf{f}_{k}$ on fault segment $k$, and geodetic network rotation vectors $\boldsymbol{\Omega}_{i, j}$ by the observation equation [Spakman and Nyst, 2002]

$$
\begin{equation*}
\Delta \mathbf{v}_{i j}=\sum_{l=1}^{K+1} \int_{L_{i j}^{l}} \nabla \mathbf{v}(\mathbf{r}) \cdot d \mathbf{r}+\sum_{k=1}^{K} \alpha_{k} \mathbf{f}_{k}\left(r_{i j}^{k}\right)+\boldsymbol{\Omega}_{j} \times r_{j}-\boldsymbol{\Omega}_{i} \times r_{i} \tag{1}
\end{equation*}
$$

where $L_{i j}^{l}$ is the $l^{\text {th }}$ path segment on $L_{i j}$, which crosses $K$ fault segments, $\nabla \mathbf{v}(\mathbf{r})$ is the velocity gradient field as a function of position $\mathbf{r}, \alpha_{k}$ is a factor $\pm 1$ controlled by the fault orientation relative to the direction of integration, $\mathbf{f}_{k}$ is the fault slip rate vector on segment $k$ at the intersection $r_{i j}^{k}$ between $L_{i j}^{l}$ and the fault
segment, and $\boldsymbol{\Omega}_{j} \times r_{j}-\boldsymbol{\Omega}_{i} \times r_{i}$ is the Euler rotation difference $\boldsymbol{\Omega}_{m}$ between the observation networks at site locations $r_{j}$ and $r_{i}$. Eq. (1) has the following notable properties: (1) it is implemented in a spherical coordinate frame; (2) it is exact in practice, i.e. compared to the error in $\Delta \mathbf{v}_{i j}$ the theoretical errors in $\nabla \mathbf{v}, \mathbf{f}_{k}$ and $\boldsymbol{\Omega}_{m}$ are negligibly small; (3) it is purely linear in the three unknown quantities; and (4) it offers a complete kinematic description of the relative crustal motion $\Delta \mathbf{v}_{i j}$, which is assumed to reflect the interseismic velocity field.

The first part on the right-hand side of Eq. (1) represents the contribution of distributed surface deformation to $\Delta \mathbf{v}_{i j}$. Partial integration over the velocity gradient field allows $\nabla \mathbf{v}$ to be discontinuous across the $K$ faults (Figure 3). The velocity gradient tensor is composed of the strain rate field $\boldsymbol{\epsilon}=1 / 2\left(\nabla \mathbf{v}+(\nabla \mathbf{v})^{\mathrm{T}}\right)$ (symmetric part) and rotation rate field $\boldsymbol{\omega}=1 / 2\left(\nabla \mathbf{v}-(\nabla \mathbf{v})^{\mathrm{T}}\right)$ (antisymmetric part) according to $\nabla \mathbf{v}=\boldsymbol{\epsilon}+\boldsymbol{\omega}$. In the spherical 2D $\phi, \theta$-coordinate frame, this identity becomes

$$
\left[\begin{array}{ll}
v_{\phi \phi} & v_{\phi \theta}  \tag{2}\\
v_{\theta \phi} & v_{\theta \theta}
\end{array}\right]=\left[\begin{array}{ll}
\epsilon_{\phi \phi} & \epsilon_{\phi \theta} \\
\epsilon_{\phi \theta} & \epsilon_{\theta \theta}
\end{array}\right]+\left[\begin{array}{cc}
0 & -\omega_{\theta \phi} \\
\omega_{\theta \phi} & 0
\end{array}\right]
$$

where the $\nabla \mathbf{v}$-tensor consists of the lateral velocity derivatives, which can be decomposed into the associated strain and rotation rate components. Note that $\epsilon_{\theta \phi}=\epsilon_{\phi \theta}, \omega_{\phi \theta}=-\omega_{\theta \phi}$, and that there are effectively three strain rate components and one rotation rate component to be calculated: $\epsilon_{\phi \phi}, \epsilon_{\phi \theta}, \epsilon_{\theta \theta}$, and $\omega_{\theta \phi}$. Eq. (2) is used to model horizontal deformation at the surface in a two-dimensional spherical geometry independently of the radial velocity derivatives, which are not considered here. In the Tetra software, Eq. (2) is substituted into Eq. (1) to directly solve for $\boldsymbol{\epsilon}$ and $\boldsymbol{\omega}$.

The second and third right-hand side Eq.(1)-parts relate $\Delta \mathbf{v}_{i j}$ to a step in crustal motion at faults and to a possible relative network rotation. The total fault motion results from surface slip on the $K$ faults intersected by a path $L_{i j}$ (Figure 3). A significant GPS network rotation may exist between the velocity vectors $\mathbf{v}_{i}$ and $\mathbf{v}_{j}$ if they have been established with respect to (slightly) different reference frames, e.g. ITRF2008 and ITRF2014. One of the vectors can be set to zero, such that the Euler rotation relative to the corresponding network is solely described by $\boldsymbol{\Omega}_{i}$ or $\boldsymbol{\Omega}_{j}$ (Figure 3). Note that $\mathbf{f}_{k}$ and $\boldsymbol{\Omega}_{m}$ respectively consist of two fault-normal and -parallel, and three east, north, and radial vector components.

### 3.1.2 The Forward and Inverse Problem

Generalizing the single $i-j$ data pair to a set of $J$ geodetic observations enables many unique $i-j$ combinations to be incorporated into a dataset of relative motions between sites (Section 3.2). The number of observation equations (1) rendered by such strategy is

$$
\begin{equation*}
N \leq \frac{J(J-1)}{2} \tag{3}
\end{equation*}
$$

where $N$ equals $J(J-1) / 2$ if all data were to be uniquely paired. The $N$ equations (1) are coupled through geodesics $L_{i j}$ or other great circle integration paths that sample a triangulated model domain (Figure 3, 5). This study region is divided into a set of $M$ model nodes spanned by triangulation, with the components of $\nabla \mathbf{v}$ and $\mathbf{f}_{k}$ being the model parameters at the nodes and fault segments, respectively. Two parametrizations are substituted into Eq. (1) to obtain a linear matrix system. First, a linear dependence of $\nabla \mathbf{v}$ on the spatial coordinates in each triangle is adopted, allowing for quadratic velocity in triangles and for continuity of $\nabla \mathbf{v}$ across vertices. Secondly, $\mathbf{f}_{k}$ is implemented as a linear variation of fault slip between the segment endpoints, which deviates from the description in Spakman and Nyst [2002] where $\mathbf{f}_{k}$ is parametrized as a segment-dependent constant rate.

The ordinary set of $N$ coupled equations (1) can be assembled into matrix-vector form written as $\mathbf{A m}=\mathbf{d}$, where $\mathbf{A}$ is the observation matrix collecting the $L_{i j}^{l}$ and $\alpha_{k}$-coefficients, $\mathbf{m}$ is the model parameter vector, and $\mathbf{d}$ is the relative motion data vector of minimum length $N$. The $N$ equations (1) can be extended with additional integration paths using the same $\Delta \mathbf{v}_{i j}$ dataset since the relative motion between two points is independent of the choice of $L_{i j}$ (Figure 3). Extra data connections help to better constrain a locally underdetermined inverse problem in areas with a detailed triangulation and restricted amount of observations. Furthermore, they ensure that the model is a deformation field by forcing internal consistency between $\nabla \mathbf{v}$
and $\mathbf{f}_{k}$ across faults, and by constraining the velocity gradient field to be curl-free $(\nabla \times \nabla \mathbf{v}=\mathbf{0})$ in the special case of closed path loops $L_{i j}-L_{j i}$, which always yield zero relative motion. Closed paths can be explicitly included in Tetra at present because the curl-free parametrization from Spakman and Nyst [2002] is not implemented. By default, Tetra produces circular and triangular loops around model nodes and inside triangles along the vertices, respectively. Attaching these additional path equations to $\mathbf{A m}=\mathbf{d}$ defines the extended data vector $\hat{\mathbf{d}}=\left[\begin{array}{ll}\mathbf{d} & \mathbf{0}\end{array}\right]^{\mathrm{T}}$.

Inversion of our matrix-vector system leads to practical issues due to the non-unique choice of $L_{i j}$ and inconsistencies in the set of observation equations associated with data errors. To deal with non-uniqueness, data errors, and ill-conditioning of the matrix, an inversion procedure is utilized that selects a solution minimizing both the data residual in a least squares sense, and some model norm as regulated by damping. The model is damped by appending equations of the form $\alpha \mathbf{D m}=\mathbf{0}$ to $\mathbf{A m}=\hat{\mathbf{d}}$, where $\alpha$ is a tuning parameter controlling the trade-off between the data misfit and weighed model norm, and $\mathbf{D}$ is a damping matrix. The regularization equations implemented in Tetra allow for amplitude damping of all model parameters, first derivative damping of fault slip rate, and second derivative damping of the velocity gradient field to either uniformly or locally regulate the solution.

The object function to be minimized in the regularized least squares is [Spakman and Nyst, 2002]

$$
\begin{equation*}
\Phi(\mathbf{m})=(\hat{\mathbf{d}}-\mathbf{A} \mathbf{m})^{\mathrm{T}} \mathbf{C}_{d}^{-1}(\hat{\mathbf{d}}-\mathbf{A m})+\alpha_{0}^{2} \mathbf{m}^{\mathrm{T}} \mathbf{m}+\alpha_{1}^{2} \mathbf{m}^{\mathrm{T}} \mathbf{D}_{1}^{\mathrm{T}} \mathbf{D}_{1} \mathbf{m}+\alpha_{2}^{2} \mathbf{m}^{\mathrm{T}} \mathbf{D}_{2}^{\mathrm{T}} \mathbf{D}_{2} \mathbf{m} \tag{4}
\end{equation*}
$$

where $\mathbf{C}_{d}$ is the covariance matrix of relative motion data, $\mathbf{D}_{1,2}$ are the first and second derivative damping operators, and $\alpha_{0,1,2}$ are the weighing factors of amplitude and derivative damping. The inverse of the data covariance matrix would be challenging, if not impossible, to compute owing to its size of $N$ by $N$ elements. Therefore, $\mathbf{C}_{d}$ is taken as a diagonal matrix built only from the standard deviations belonging to data vector $\hat{\mathbf{d}}$ [Bos et al., 2003]. The regularized least squares solution minimizing $\Phi(\mathbf{m})$ is [Spakman and Nyst, 2002]

$$
\begin{equation*}
\tilde{\mathbf{m}}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{C}_{d}^{-1} \mathbf{A}+\alpha_{0} \mathbf{I}+\alpha_{1}^{2} \mathbf{D}_{1}^{\mathrm{T}} \mathbf{D}_{1}+\alpha_{2}^{2} \mathbf{D}_{2}^{\mathrm{T}} \mathbf{D}_{2}\right)^{-1} \mathbf{A}^{\mathrm{T}} \mathbf{C}_{d}^{-1} \hat{\mathbf{d}} \tag{5}
\end{equation*}
$$

where $\mathbf{I}$ is the identity matrix for amplitude damping, and with the respective expressions of the posteriori model covariance and model resolution kernel, which denotes the linear dependence between model parameters, given by [Spakman and Nyst, 2002]

$$
\begin{gather*}
\mathbf{C}=\left(\mathbf{A}^{\mathrm{T}} \mathbf{C}_{d}^{-1} \mathbf{A}+\alpha_{0} \mathbf{I}+\alpha_{1}^{2} \mathbf{D}_{1}^{\mathrm{T}} \mathbf{D}_{1}+\alpha_{2}^{2} \mathbf{D}_{2}^{\mathrm{T}} \mathbf{D}_{2}\right)^{-1}  \tag{6}\\
\mathbf{R}=\mathbf{C A}^{\mathrm{T}} \mathbf{C}_{d}^{-1} \mathbf{A} \tag{7}
\end{gather*}
$$

where $\mathbf{R}=\mathbf{I}$ implies that the model parameters are perfectly linearly resolved. More specifically, the model resolution kernel maps the ideal ("true") solution vector $\mathbf{m}_{t r u e}$ of unknown $\nabla \mathbf{v}-, \mathbf{f}_{k^{-}}$, and/or $\boldsymbol{\Omega}_{m}$-parameters, as projected upon the linear model parametrization, onto the inversion solution $\tilde{\mathbf{m}}(5)$ with [Rawlinson and Spakman, 2016]

$$
\begin{equation*}
\tilde{\mathbf{m}}=\mathbf{R m}_{t r u e} \tag{8}
\end{equation*}
$$

where $\tilde{\mathbf{m}}=\mathbf{m}_{\text {true }}$ if $\mathbf{R}=\mathbf{I}$, see Section 5.1 for discussion. The model resolution and covariance matrices constitute the main model quality estimators in Tetra together with the data misfit $\mathbf{e}=\mathbf{d}-\mathbf{A} \tilde{\mathbf{m}}$ and velocity field prediction (Section 3.3).

From Eq. (4) to (7), the model-normalized data misfit $\chi_{\nu}^{2}$, average solution amplitude $\tilde{s}_{m}$, average standard deviation $\tilde{\sigma}_{m}$, and average resolution $\tilde{r}_{m}$ can be derived, respectively: [Bos et al., 2003]

$$
\begin{align*}
& \chi_{\nu}^{2}=\frac{1}{\nu} \sum_{i=1}^{N} \frac{e_{i}^{2}}{\sigma_{i}^{2}}  \tag{9}\\
& \tilde{s}_{m}=\frac{1}{M} \sum_{i=1}^{M} \tilde{m}_{i} \tag{10}
\end{align*}
$$

$$
\begin{align*}
\tilde{\sigma}_{m} & =\frac{1}{M} \sum_{i=1}^{M} \sqrt{C_{i i}}  \tag{11}\\
\tilde{r}_{m} & =\frac{1}{M} \sum_{i=1}^{M} R_{i i} \tag{12}
\end{align*}
$$

where $M$ is the number of model parameters, $\nu=N-M$ is the degree of model freedom, $\sigma_{i}$ is the 1- $\sigma$ data variance, and $C_{i i}$ and $R_{i i}$ are the diagonal elements of the model covariance (6) and model resolution (7) matrices. Since the degrees of freedom are high for the millions of relative motion data and thousands of model parameters in the Mediterranean model ( $N \gg M$; Section 3.2, 4.1) , we ideally want a data fit of $\chi_{\nu}^{2} \sim 1$. Meanwhile, we aim for solutions with little regularization, a proper covariance, i.e. model standard deviations that are much smaller than the model amplitudes ( $\tilde{\sigma}_{m} / \tilde{s}_{m} \ll 10 \%$ ), and a proper resolution ( $\tilde{r}_{m} \sim 1$ ).

### 3.2 Data Connection Strategy

Integration over the Mediterranean dataset is carried out numerically with Tetra. Geodetic observations are combined by looping over the Tetra input file containing the spherical site coordinates, the east and north velocity, standard deviation and data correlation components, and station codes. For us, the basic data file consists of the 8969 GPS vectors compiled from the 45 papers.

The most straight-forward way of connecting the data is to uniquely pair them all, which requires 8969 (8969-1)/2 ( $\sim 40.217$ million) observation equations (1). However, solving tenths of millions of coupled equations (1) is impractical due to the intensity of computing the coefficient matrices $\mathbf{A}, \mathbf{A}^{\mathrm{T}}$, and $\mathbf{A}^{\mathrm{T}} \mathbf{A}$. In addition, it is unnecessary to link data from opposite sides of the model domain, e.g. in Bitlis and Iberia, when there are locally already enough data to constrain the solution. If sites are absent over large distances, e.g. in between Algerian and Egyptian stations, the need to integrate across the unsampled region can be omitted by inserting synthetic data of rigid plate motion here (Section 4.2). On the other hand, combining vectors taken from different studies and sharing the same site, i.e. site multiples, is also not needed because their network Euler rotation can be calculated using the two velocities with respect to another station (Figure 3).

For these reasons, we invert subsets of the 40.217 million relative motion data rather than all of them. To select data subsets, the Tetra matrix program is employed. A double $i-j$ Fortran loop is implemented that, for any fixed datum with record number $i$, loops over data $j$ in an arbitrarily sorted data file of length $J$ (e.g. 8969), where $i=1, \ldots, J-1$ and $j=i+1, \ldots, J$. The criteria by which certain data $j$ are linked to datum $i$ define the data connection strategy. Initially, the Tetra code combined observations within a preset distance interval. This procedure proved to be unwarrantedly dependent on the ordering of the input data array. That is, by permuting the geographical (longitude or latitude) or alphabetical (station code) order of file entries before inversion, somewhat different solutions appeared using the original software, see Section 5.2 for further discussion.

The old "distance" strategy has been replaced with a "dartboard" algorithm in an attempt to assure an azimuthally balanced spread of relative motion pairs (Figure 4; Table 1). Around each datum $i$, a cylindrical mesh of azimuthal and angular distance intervals is centred. Within the dartboard-like grid, all available $i-j$ combinations are scanned with the restriction that no more than $n_{\text {max }}^{\prime}$ links can be generated in each azimuth-distance segment following

$$
\begin{equation*}
n_{\max }^{\prime}=\max \left(1, \operatorname{nint}\left(n_{\max } * \frac{A_{\text {segment }}}{A_{\text {dartboard }}}\right)\right) \tag{13}
\end{equation*}
$$

where max and nint are elemental Fortran functions, $n_{\max }$ is the user-set maximum number of allowed connections in the entire dartboard, $A_{\text {segment }}$ is the surface area of a particular sector, and $A_{\text {dartboard }}$ is the dartboard surface area. Note that if the number of possible $i-j$ pairs in a segment exceeds $n_{\text {max }}^{\prime}$, an implicit bias against the excluded data listed after the $n_{\text {max }}^{\prime}$-th linked datum $j$ occurs, see Section 5.2 for discussion.


Figure 4: Data connection dartboard of radius $5.9^{\circ}(\sim 649$ kilometres) around an isolated station in the central Adriatic Sea, see Table 1 for the number of integration paths made inside each of the 48 azimuth-distance sectors. The site vectors with $95 \%$ confidence error ellipses plotted here are part of the 8969 GPS observations corrected for network rotations relative to the Kreemer Eurasia dataset, but left in their original 43 network colours, see Figure A. 5 for the entire dataset.

| azimuth $\left(^{\circ}\right):$ | 30 | 60 | 90 | 120 | 150 | 180 | 210 | 240 | 270 | 300 | 330 | 360 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $d=1.6^{\circ}$ | 11 | 4 | 1 | 0 | 0 | 11 | 11 | 11 | 11 | 4 | 0 | 5 |
| $d=3.0^{\circ}$ | 0 | 7 | 14 | 13 | 26 | 32 | 32 | 32 | 32 | 32 | 16 | 24 |
| $d=4.5^{\circ}$ | 14 | 16 | 22 | 52 | 35 | 25 | 52 | 4 | 8 | 52 | 52 | 52 |
| $d=6.0^{\circ}$ | 23 | 7 | 66 | 72 | 72 | 0 | 72 | 14 | 17 | 57 | 72 | 67 |

Table 1: Number of $i-j$ data combinations made within each of the 48 azimuth-distance dartboard segments from Figure 4 , where azimuth is measured clockwise, $d$ denotes the distance away from central datum $i$, and the applied dartboard settings are $d_{\min }=0.1^{\circ}, d_{\max }=6^{\circ}, n_{\max }=2000$, and $i_{\text {multiples }}=1$. Note that the dartboard strategy optimizes a both azimuthal and distance homogeneity in site connections, e.g. whereas only 32 pairs have been produced in the $300^{\circ}-3.0^{\circ}$ sector of high data density, 16 of them have been created in the adjacent sparse $330^{\circ}-3.0^{\circ}$ sector.

However, its effects on inversion are negligible when an appropriate dartboard geometry is used, covering 12 azimuthal intervals of $30^{\circ}$ and 4 distance intervals in our study (Figure 4; Table 1). Furthermore, some observations located in a dartboard field around $i$ may already be paired with this datum (now $j$ ) in their own dartboard.

In a typical dartboard experiment, we adjust $n_{\max }$, the dartboard size as defined by a minimum $\left(d_{\min }\right)$ and maximum ( $d_{\max }$ ) radial distance away from the centre, and the option ( $i_{\text {multiples }}$ ) to incorporate site multiples, where $i_{\text {multiples }}=0,1$, respectively meaning that multiples are either omitted or included. Data $j$ are identified as site multiples within $d_{\text {multiples }} \times d_{\text {multiples }}$ blocks of a local mesh projected on the dartboard of each datum $i$, where $d_{\text {multiples }}$ is an arc distance, normally chosen to be a few kilometres $\left(\sim 0.01^{\circ}\right)$. Usually, if at the same location multiple data $j$ are present, solely the first one encountered in the loop is combined with datum $i\left(i_{\text {multiples }}=0\right)$, unless connection to all of them is enabled $\left(i_{\text {multiples }}=1\right)$, being a good strategy for estimating relative network rotations (Section 4.3.1).

### 3.3 Post-processing Tools

A powerful tool for our analysis of acceptable models is the posteriori computation of a crustal flow field on a regular synthetic grid covering the triangulation (Figure 12). At each grid point $i$, a single velocity vector $\mathbf{v}_{i}^{\text {pred }}$ is calculated by averaging the motion vectors deduced from the predicted relative motions $\Delta \mathbf{v}_{i j}^{\text {pred }}$ between node $i$ and all $P$ available data $j$ found within a dartboard centred around $i$, i.e.

$$
\begin{equation*}
\mathbf{v}_{i}^{\text {pred }}=\frac{1}{P} \sum_{j=1}^{P}\left[\mathbf{v}_{j}^{\text {datum }}+\Delta \mathbf{v}_{i j}^{\text {pred }}\right] \tag{14}
\end{equation*}
$$

where $\mathbf{v}_{j}^{\text {datum }}$ is a velocity vector linked to virtual site $i$, and $\Delta \mathbf{v}_{i j}^{\text {pred }}$ is predicted by integration of the inversion model along the geodesic pairing $i$ with $j$. This relative velocity is extracted from the vector $\mathbf{d}^{\text {pred }}$ that assembles all synthetic station-real observation relative motions gathered within the dartboard. $\mathbf{d}^{\text {pred }}$ is computed as

$$
\begin{equation*}
\mathbf{d}^{\text {pred }}=\mathbf{A}^{\text {pred }} \tilde{\mathbf{m}} \tag{15}
\end{equation*}
$$

where $\mathbf{A}^{\text {pred }}$ is the matrix of integration path coefficients, and $\tilde{\mathbf{m}}$ is the solution vector (5) of estimated $\nabla \mathbf{v}$ - and $\mathbf{f}_{k}$-parameters. Errors in $\tilde{\mathbf{m}}$ are assumed to be purely reflected in the scatter of the $P$ predicted velocities. The corresponding mean 1- $\sigma$ standard deviation, or prediction error, of vector $\mathbf{v}_{i}^{\text {pred }}$ is a useful indicator of local model uncertainty. In Tetra, above prediction method is also applied to the computation of data misfit vectors using $\mathbf{v}_{i}^{\text {misfit }}=\mathbf{v}_{i}^{\text {datum }}-\mathbf{v}_{i}^{\text {pred }}$, in which case $\mathbf{d}^{\text {pred }}$ collects all dartboard relative motions connecting a real datum $i$ to data $j$.

Importantly, Tetra requires removal of all relative network Euler rotations prior to the calculation of an interpretable flow field. In addition, rotation into a reference velocity frame allows for averaging multiple observations at common points into single vectors. Regarding the numerous site multiples in the Mediterranean, the advantage of averaging multiples is a substantial decrease in computation time of the forward problem. Observations are identified as multiples on a high resolution mesh similarly to the dartboard strategy. If $n$ vectors share a grid cell (i.e. location), they are averaged by summing the variances of each vector component, ignoring error correlations between the multiples, with

$$
\begin{equation*}
\sigma_{a v g}=\sqrt{\frac{1}{n} \sum_{i=1}^{n} \sigma_{i}^{2}} \tag{16}
\end{equation*}
$$

where $\sigma_{i}$ is the east or north standard deviation of the $i$-th multiple, and $\sigma_{a v g}$ is the averaged component. Note that the simple approach from Eq. (16) is supported by the generally highly variable error of GPS data.


Figure 5: Convex Delaunay triangulation network that parametrizes our Mediterranean models. The model parametrization has been adjusted to the locations (white crosses) of the 8969 GPS observations, local data density, regions with no data, and plate boundary fault traces (pink lines), which define the seven Adriatic, Aegean, African, Anatolian, Arabian, Calabrian, and Eurasian plates, see Figure A. 1 for geological features marking the faults. This leads to 1111 triangles spanned by 584 nodal points and 97 fault segments. Note the smaller triangles in Greece, Italy, and Israel, where the data density is high, and the larger ones in the unsampled model (boundary) portions of the African and Arabian inner plates, Bay of Biscay, Black Sea, Ionian Sea, and Mediterranean Ridge. Here, synthetic data vectors have been placed, see Figure 7.

## 4 Experiments

Tetra allows to separately solve for the velocity gradient tensor $(\nabla \mathbf{v})$, rotation rate field $\left(\omega_{\theta \phi}\right)$, surface fault slip vectors $\left(\mathbf{f}_{k}\right)$, or geodetic network Euler rotations $\left(\boldsymbol{\Omega}_{m}\right)$, or any combination of them. We are interested in four alternative kinematic descriptions of crustal deformation, being

- pure rigid block motion along unlocked faults ( $\mathbf{f}_{k}$-model 1);
- rigid block rotation accommodated by unlocked faults ( $\omega_{\theta \phi}, \mathbf{f}_{k}$-model 2);
- diffuse crustal flow while faults are assumed to be locked ( $\nabla \mathbf{v}$-model 3);
- the two endmember scenarios (model 3 and 1$)$ mixed $\left(\nabla \mathbf{v}, \mathbf{f}_{k}\right.$-model 4)
where, in model 2 to 4 , it may be appropriate to invert and correct GPS observations coming from different papers for uniform relative network rotations, leading to seven different types of inversion. We continue with setting up a framework for subsequent experiments with several of the kinematic inversion types.


### 4.1 Model Parametrization

The study region is parametrized with Delaunay triangulation using the software of Shewchuk [1996] (Figure 5). A convex model boundary is created to prevent great circle integration paths from intersecting the boundary, hence from becoming unusable for inversion. The model parametrization has been iteratively refined through many inversions to improve the data fit as long as the model resolution is unaffected.

However, although the Mediterranean dataset is locally sufficiently dense to model high resolution patterns of deformation, particularly in Greece, Italy, and Israel, we keep the triangulation relatively coarse with triangles covering areas of around $1^{\circ}$ by $1^{\circ}$ on average. This is done in view of our objective to approximate the regional deformation field.

We adapt the velocity gradient parametrization to the GPS data distribution, surface traces of plate boundary faults, and model (boundary) parts with null data, resulting in a total of 1111 triangles spanned by 584 node positions and 97 fault segments (Figure 5). In this nodal network, fault lines connect doubled velocity gradient nodes that are not placed at observation points, enabling discontinuity of the velocity gradient field across slipping faults. For each of the four models, the number of kinematic parameters to be calculated is

- model 1: $2 \times 98 \mathbf{f}_{k}$-components;
- model 2: $691 \omega_{\theta \phi^{-}}$and $2 \times 98 \mathbf{f}_{k}$-components;
- model 3: $4 \times 584 \nabla \mathbf{v}$-components;
- model 4: $4 \times 691 \nabla \mathbf{v}$ - and $2 \times 98 \mathbf{f}_{k}$-components
where model 1,2 and 4 contain double velocity gradient nodes, and the number of Kreemer network rotation $\boldsymbol{\Omega}_{m}$-components is $3 \times 43$ (Section 4.3.1).

As is visible in Figure 5 and A.1, incorporated plate boundary faults divide the model domain into seven regions, comprising the major lithospheric African, Arabian, and Eurasian plates, and the Adriatic, Aegean, Anatolian, and Calabrian microplates. In the Western Mediterranean, the locations of the Africa-Eurasia plate boundary are digitized from Argus et al. [2011] for the Algerian Basin, and from Spakman et al. [2018] for the Alboran Basin and Betics. We shift the Argus et al. [2011] plate boundary at the Tell Atlas offshore (northwards) towards the Algerian Basin in line with Bougrine et al. [2019].

The Central Mediterranean Africa-Eurasia plate boundary coordinates are taken from Argus et al. [2011] and tuned to Nijholt et al. [2018] at the Aeolian Islands and in Sicily. To establish the Adriatic and Calabrian crustal blocks (Figure A.1), we base the fault locations in the Albanides, Alpine Arc, Apennines, Calabrian Peninsula, Dinarides, and Hellenides on the GPS velocity trends in the Adriatic, Calabrian, and Eurasian plate motion frames (Section 4.3.2), as well as on the tectonic settings outlined in Faccenna et al. [2014] (Figure 1), Nijholt et al. [2018], and van Unen et al. [2019]. The plate boundary traces of Argus et al. [2011] are adopted for the entire Eastern Mediterranean, except at Cephalonia Island, the Cyprian Arc, the Karasu Rift, and in the Rhodes Basin (Figure A.1), where they are adjusted to Faccenna et al. [2014].

In general, we approximate the digitized fault lines from Argus et al. [2011] and Spakman et al. [2018] with extended fault segments since the station density near these surface traces is often too low to construct a more detailed triangulation here, and because our focus is on modelling regional deformation patterns. The elongated fault lines are adapted to the GPS motion trends in fault-adjacent sampled areas.

Considering unsampled regions (Figure 5, A.1), we parametrize the African and Arabian inner plates, Bay of Biscay, Black Sea, Ionian Sea, and Mediterranean Ridge to condition the inverse problem here with a combination of synthetic data and damping (Section 4.2). The nearby station clusters, model boundary, and African plate boundary geometry guide our design of a coarse regular grid. For example, triangles in the Eastern Mediterranean Sea are roughly aligned with the Ionian Sea and Mediterranean Ridge according to Faccenna et al. [2014] (Figure 1).

### 4.2 Synthetic Data Constraints and Strain Rate Damping

Coupled tuning of the synthetic data input, amount of damping, and model parametrization in areas deficient of relative velocity observations is key to constraining the inverse problem here. In a first trial inversion, we invert the 8969 GPS motions for the velocity gradient tensor and network Euler rotations relative to the Kreemer dataset. Fault creep, which may introduce further complications (see Section 5 for discussion), is involved in a later experiment (Section 4.4). For now, we are dealing with the natural locked state of faults. Dartboard settings of $d_{\min }=0.1^{\circ}, d_{\max }=6^{\circ}, n_{\max }=2000$, and $i_{\text {multiples }}=1$ are applied to connect

(a) GPS data-only model. Excessive amplitude errors are visible where relative velocity observations are lacking.

(b) GPS and synthetic data model. The synthetic Euler vectors suppress the unwarranted amplitude errors, but not completely. Figure 6: Undamped velocity gradient standard deviations obtained from $\nabla \mathbf{v}, \boldsymbol{\Omega}_{m}$-inversion of (a) the 8969 original GPS observations, and (b) these data plus 212 synthetic plate motion observations put where spuriously high errors marked by contoured reddish colours, or values of $\geq \sim 2.0 \cdot 10^{-9} \mathrm{yr}^{-1}$ (i.e. $10 \%$ of the solution amplitudes or more), are present in absence of any sites, being along the model boundary and inside the African and Arabian plates, Atlantic Ocean, Bay of Biscay, Black Sea, Ionian Sea, and Mediterranean Ridge, see Figure A. 1 for a map with these geological attributes. For reference, fault traces (in pink) are visualized. The displayed strain $\left(\epsilon_{\phi \phi}, \epsilon_{\phi \theta}, \epsilon_{\theta \theta^{-}}\right)$and rotation rate ( $\omega_{\theta \phi^{-}}$)components are ordered according to $\left[\begin{array}{cc}\epsilon_{\phi \phi} & \epsilon_{\phi \theta} \\ \omega_{\theta \phi} & \epsilon_{\theta \theta}\end{array}\right]$, see Eq. (2).


Figure 7: 212 synthetic Euler observations of rigid African, Arabian, and Eurasian (zero) plate velocity relative to the Kreemer Eurasia frame, together with their $95 \%$ confidence $1.0 \mathrm{~mm} / y r$-error ellipses and locations (white crosses). For reference, the mesh and fault traces (in pink) are plotted. The synthetic motions mimic uniformly rotating stiff lithosphere at internal model nodes, boundary nodes, and triangle centers, away from geodetic stations to avoid that the synthetic velocities affect the real surface deformation field. Note that above synthetic dataset has become the preferred one out of several others, see Section 5.3 for discussion.
numerous data vectors and include site multiples (Figure 4), producing 11849467 observation equations (1) set up along geodesics, which are inverted together with 1158 node and 2222 triangle loop equations. The GPS data-only model $\left(\chi_{\nu}^{2}=6.77\right)$ has a perfect resolution $\left(\tilde{r}_{m}=1.00\right)$, hinting at an overdetermined inverse problem in which there are plenty (i.e. millions) of relative motion data to perfectly resolve thousands (2465) of model parameters. However, our solution displays excessive amplitude errors ( $\geq \sim 2.0 \cdot 10^{-9}$ $y r^{-1}$ ) compared to the average velocity gradient amplitude ( $\tilde{s}_{m}^{v}=1.85 \cdot 10^{-8} y r^{-1}$ ) in model parts where observations are absent (Figure 6a), being inside the African and Arabian plates, Atlantic Ocean, Bay of Biscay, Black Sea, Ionian Sea, and Mediterranean Ridge (Figure A.1), and along the model boundary where integration paths normally are relatively sparse.

To remedy above situation, we can either impose zero deformation by locally damping the amplitude extremes to zero, or use the best we know, which is the uniform Euler plate motion as an average of the true velocity field. We choose to exploit such extra information while requiring no internal deformation, i.e. zero strain rate, but still allowing for rigid block rotation. To this end, a Fortran program (synth_data.f) has been developed that enables easy definition of synthetic Euler plate velocities in triangles and close to fault zones. Synthetic vectors are created relative to Eurasia by adding African and Arabian Euler motions to points of initially zero velocity (Figure 7). Eurasian motions are fixed at zero.

We may derive the necessary Africa-Eurasia and Arabia-Eurasia Euler poles from any of the Pacific, IGS08-, or NNR-frames in which Kreemer et al. [2014] published poles. The relative Euler pole computation is done by, taking IGS08 as an example, subtracting the global Cartesian Eurasia-IGS08 pole coordinates and angular pole velocity from those of the Africa- and Arabia-IGS08 poles. We find a very small difference in Africa-Eurasia and Arabia-Eurasia poles between the three reference frames, so the choice of the original Kreemer frame is arbitrary. We pick the IGS08-frame. According to the syntax of longitude $\left({ }^{\circ}\right)$, latitude $\left({ }^{\circ}\right)$,


Figure 8: Damping of the strain rate diagonal elements from the model resolution matrix (7) associated with $\nabla \mathbf{v}, \boldsymbol{\Omega}_{m}$-inversion of the 8969 original GPS and 212 synthetic observations. For reference, fault traces (in white) are visualized. The displayed $\operatorname{strain}\left(\epsilon_{\phi \phi}, \epsilon_{\phi \theta}, \epsilon_{\theta \theta^{-}}\right)$and rotation rate ( $\omega_{\theta \phi^{-}}$)components are ordered according to $\left[\begin{array}{c}\epsilon_{\phi \phi} \epsilon_{\phi \theta} \\ \omega_{\theta \phi} \epsilon_{\theta \theta}\end{array}\right]$, see Eq. (2). While the strain rate resolution has been damped to zero, see the deep blue contoured colours, along the entire model boundary and at all internal nodes where synthetic Euler vectors have been inserted (Figure 7), the rotation rate resolution stays perfect (i.e. deep red). Note that the continuous deformation-only and -fault creep solutions (model 3-4) of the GPS motion inversion experiments are characterized by approximately the same resolution diagonal elements as shown here (Section 4.4.2.1).
and angular velocity $\left({ }^{\circ} / M y r\right)$, the two IGS08-based poles are

- -27.736-4.805 0.0598 (Africa-Eurasia pole);
- 9.48826 .8380 .3411 (Arabia-Eurasia pole)
which yield synthetic motions that are consistent with the overall GPS velocity trends within the African and Arabian plates (Figure 9a). Last of all, we assign an east and north standard deviation of $1.0 \mathrm{~mm} / \mathrm{yr}$ and data correlation of zero to the synthetic observations (Figure 7), where the former represents the average GPS data error.

After experimenting with various spatial distributions of synthetic data (Section 5.3), 212 synthetic Euler vectors are placed away from GPS station positions at node locations and triangle centers to incorporate rigid rotation of the African, Arabian, and Eurasian plates (Figure 7), simultaneously preserving patterns of the actual crustal deformation revealed by geodetic observations. Synthetic data have also been put at model boundary nodes as a boundary condition on the deformation field. Inversion of the 9181 GPS and synthetic velocities, i.e. 12152657 equations (1) belonging to geodesics plus the 3380 closed loop equations, shows that the synthetic observations slightly lower the data fit $\left(\chi_{\nu}^{2}=6.82\right)$ in exchange for a partially successful elimination of the unwarranted amplitudes (Figure 6 b ). To exclude intraplate deformation along the entire model boundary and at all internal nodes with synthetic motions, we damp the strain rate field to zero here using a scaling coefficient of $\alpha_{0}=2 \times 10^{11}$ (Figure 13b-c, 17). A decrease in data fit ( $\chi_{\nu}^{2}=6.90$ ) and resolution ( $\tilde{r}_{m}=0.886$ ) is observed as a consequence of the damping, which zeroes the strain rate diagonal elements of the model resolution matrix (Figure 8).

| $\begin{array}{\|l\|} \hline \nabla \mathbf{v}, \boldsymbol{\Omega}_{m} \text {-inversions } \\ \text { Dataset (i.e. network) } \end{array}$ | $\begin{aligned} & \chi_{\nu}^{2}=6.9 \\ & \sigma / \omega(\%) \end{aligned}$ | $\operatorname{lon}\left(^{\circ}\right)$ | $\text { lat }\left({ }^{\circ}\right)$ | $\omega\left({ }^{\circ} / M y r\right)$ |  | $\begin{aligned} & \chi_{\nu}^{2}=6 \\ & \sigma / \omega \\ & \hline \end{aligned}$ | $\begin{gathered} 6.23 \\ \text { lon } \end{gathered}$ |  |  | $\pm \sigma$ | $\begin{aligned} & \chi_{\nu}^{2}=5 \\ & \sigma / \omega \end{aligned}$ | $\begin{gathered} 5.91 \\ \text { lon } \end{gathered}$ | lat |  | $\pm \sigma$ | $\begin{aligned} & \chi_{\nu}^{2}=6 \\ & \sigma / \omega \end{aligned}$ | $\begin{gathered} 6.01 \\ \text { lon } \end{gathered}$ | lat |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Echeverria et al. [2015] | 3.1 | -28.047 | 59.294 | -0.00977 | 0.0003 | 5.5 | 17.3 | 40.565 | 0.00562 | 0.00031 | 49 | -43.678 | 31.073 | 0.00049 | 0.00024 | >100 | 3.593 | 39.588 | 0.00018 | 0.0003 |
| Galindo-Zaldivar et al. [2015] | 10.4 | -8.029 | 39.281 | -0.06872 | 0.00712 | >100 | 9.979 | 39.353 | 0.00593 | 0.0067 |  |  |  |  |  |  |  |  |  |  |
| Garate et al. [2015] | 2.8 | -2.500 | 50.075 | -0.02357 | 0.00066 | 15.9 | 27.539 | 41.197 | 0.0037 | 0.00059 | 26.9 | -10.766 | 37.776 | 0.00227 | 0.00061 | >100 | 42.097 | 35.887 | 0.00006 | 0.00049 |
| Gonzalez-Castillo et al. [2015] | 0.4 | -84.212 | 57.481 | 0.28112 | 0.00125 | 6.8 | -7.246 | 36.968 | -0.03 | 0.00203 | 86.8 | -9.326 | 36.317 | 0.00228 | 0.00198 |  |  |  |  |  |
| Palano et al. [2015] | 1.8 | -21.725 | 50.823 | -0.00962 | 0.00017 | 3.1 | 19.05 | 42.058 | 0.00524 | 0.00016 |  |  |  |  |  |  |  |  |  |  |
| Cabral et al. [2017] | 1.2 | -96.439 | 56.257 | 0.25856 | 0.00321 | 21.5 | -5.326 | 40.234 | -0.02699 | 0.00579 | >100 | -9.032 | 36.02 | 0.00256 | 0.00561 |  |  |  |  |  |
| Borque et al. [2019] | 3.6 | -21.853 | 51.536 | 0.68436 | 0.02488 | 10.1 | -2.083 | 37.016 | -0.22967 | 0.02329 | 64.9 | -0.713 | 37.887 | 0.03635 | 0.02359 | >100 | -2.236 | 37.638 | -0.00439 | 0.02223 |
| Civiero et al. [2020] | 4.3 | 29.016 | 35.315 | 0.01096 | 0.00047 | 7.6 | 11.901 | 41.238 | 0.00634 | 0.00048 | >100 | -24.983 | 34.79 | 0.00031 | 0.00045 |  |  |  |  |  |
| Bougrine et al. [2019] | 0.0 | -102.09 | 53.809 | 0.2506 | 0.00008 | 3.6 | 21.251 | 40.623 | 0.00477 | 0.00017 | 14.2 | 31.267 | 33.871 | -0.00106 | 0.00015 | >100 | -3.679 | 40.189 | 0.00005 | 0.00016 |
| Barreca et al. [2014a] | 9.7 | 14.199 | 37.184 | 0.71279 | 0.06879 | >100 | 13.092 | 36.936 | -0.06692 | 0.0691 |  |  |  |  |  |  |  |  |  |  |
| Barreca et al. [2014b] | 16.5 | 43.797 | 50.935 | -0.00468 | 0.00077 | 8.3 | 14.946 | 40.534 | 0.00967 | 0.0008 |  |  |  |  |  |  |  |  |  |  |
| Ventura et al. [2014] | 0.1 | -84.39 | 61.2 | 0.27393 | 0.00031 | 2.4 | 16.641 | 37.988 | -0.02449 | 0.0006 | 33.3 | 15.805 | 38.852 | 0.00174 | 0.00058 | >100 | 17.456 | 39.949 | 0.00018 | 0.00 |
| Esposito et al. [2015] | 4.8 | 12.460 | 38.772 | -0.36646 | 0.0175 | 19 | 15.029 | 38.165 | -0.08778 | 0.01666 | >100 | 14.827 | 38.629 | -0.01133 | 0.0163 |  |  |  |  |  |
| Mantovani et al. [2015] | 0.1 | -117.47 | 18.801 | 0.23479 | 0.00012 | 0.9 | 11.926 | 44.103 | 0.0633 | 0.00055 | 5.5 | 11.755 | 43.761 | -0.00943 | 0.00052 |  |  |  |  |  |
| Metois et al. [2015] | 0.6 | -2.875 | 42.625 | -0.01859 | 0.00011 | 0.7 | 12.786 | 42.407 | 0.01621 | 0.00011 |  |  |  |  |  |  |  |  |  |  |
| D'Agostino et al. [2018] | 1.6 | 4.999 | 38.213 | -0.14711 | 0.0024 | 69.5 | 21.252 | 31.594 | -0.00328 | 0.00228 | >100 | 16.147 | 38.263 | 0.00099 | 0.00225 |  |  |  |  |  |
| Silverii et al. [2019] | 0.4 | 2.579 | 39.105 | -0.12663 | 0.00047 | 3.6 | 12.598 | 44.194 | 0.01278 | 0.00046 | 33.6 | 13.841 | 44.664 | -0.00128 | 0.00043 | >100 | 20.67 | 42.432 | 0.00006 | 0.00043 |
| Danesi et al. [2015] | 0.1 | -99.514 | 55.336 | 0.25595 | 0.00013 | 3.9 | 15.621 | 40.061 | 0.00666 | 0.00026 | 7.5 | 14.717 | 44.612 | -0.00319 | 0.00024 |  |  |  |  |  |
| Rigo et al. [2015] | 4.1 | -126.670 | 56.056 | -0.00581 | 0.00024 | 23.5 | 47.028 | 38.001 | 0.00264 | 0.00062 | 37.3 | -61.144 | 17.104 | 0.00102 | 0.00038 | >100 | 1.612 | 41.24 | 0.00006 | 0.00073 |
| Walpersdorf et al. [2015] | 2.1 | 6.642 | 44.711 | 1.26295 | 0.02592 | 0.3 | 6.576 | 44.767 | -8.48251 | 0.02433 |  |  |  |  |  |  |  |  |  |  |
| Nguyen et al. [2016] | 4.2 | -83.275 | 64.010 | -0.00385 | 0.00016 | 3.5 | 25.929 | 44.881 | 0.00654 | 0.00023 |  |  |  |  |  |  |  |  |  |  |
| Serpelloni et al. [2016] | 0.0 | -109.87 | 48.693 | 0.23873 | 0.00007 | 0.4 | 12.621 | 45.189 | 0.05561 | 0.00023 |  |  |  |  |  |  |  |  |  |  |
| Rabin et al. [2018] | 1.4 | -7.022 | 47.992 | -0.02983 | 0.00041 | 2.6 | 13.862 | 44.555 | 0.01489 | 0.00039 | 7.3 | 21.343 | 43.36 | -0.00506 | 0.00037 |  |  |  |  |  |
| Sánchez et al. [2018] | 3.3 | -32.376 | 56.159 | -0.00796 | 0.00026 | 1.5 | 12.863 | 44.145 | 0.01821 | 0.00027 |  |  |  |  |  |  |  |  |  |  |
| Walpersdorf et al. [2018] | 9.5 | -65.990 | 57.322 | $-0.0043$ | 0.00041 | 15.7 | -45.179 | 18.578 | -0.00223 | 0.00035 |  |  |  |  |  |  |  |  |  |  |
| Ergintav et al. [2014] | 1.7 | 23.49 | 43.959 | 0.15687 | 0.00259 | 12.2 | 27.377 | 40.441 | 0.0201 | 0.00246 | >100 | 28.693 | 40.278 | 0.00169 | 0.0024 |  |  |  |  |  |
| Mouslopoulou et al. [2014] | 1.5 | -32.572 | 67.702 | 0.36457 | 0.00561 | 29.2 | 23.915 | 38.264 | -0.02414 | 0.00704 | >100 | 23.218 | 40.427 | -0.00071 | 0.00687 |  |  |  |  |  |
| Aktuğ et al. [2015] | 12.3 | 17.776 | 16.123 | -0.02203 | 0.00272 | 22.4 | 30.167 | 38.404 | 0.01316 | 0.00295 | >100 | 35.702 | 43.519 | 0.00012 | 0.00288 |  |  |  |  |  |
| Chousianitis et al. [2015] | 2.6 | 41.19 | 38.117 | 0.03631 | 0.00093 | 10.7 | 19.517 | 39.98 | 0.00863 | 0.00092 | >100 | 21.93 | 31.298 | -0.00022 | 0.00088 |  |  |  |  |  |
| Marinou et al. [2015] | 19.6 | 89.698 | 0.560 | -0.02419 | 0.00473 | 5.2 | 23.421 | 38.091 | -1.74816 | 0.09146 |  |  |  |  |  |  |  |  |  |  |
| Aktug et al. [2016] | 1.0 | 42.406 | 39.697 | 0.17662 | 0.00182 | 13.5 | 33.291 | 36.617 | 0.01292 | 0.00175 | >100 | 74.087 | 31.183 | 0.00004 | 0.00146 |  |  |  |  |  |
| Çrmik et al. [2017] | 7.2 | 61.395 | 60.841 | 0.01449 | 0.00104 | >100 | 8.233 | 35.842 | 0.00101 | 0.00113 |  |  |  |  |  |  |  |  |  |  |
| Aslan et al. [2019] | 6.1 | 28.984 | 40.949 | -1.01952 | 0.0617 | 38.6 | 30.387 | 40.429 | -0.15352 | 0.05931 | >100 | 29.969 | 40.564 | -0.01875 | 0.06003 |  |  |  |  |  |
| Özdemir and Karslıoğlu [2019] | 0.9 | -8.629 | 13.056 | -0.01432 | 0.00013 | 4.8 | 24.035 | 34.383 | 0.00336 | 0.00016 |  |  |  |  |  |  |  |  |  |  |
| D'Agostino et al. [2020] | 1.3 | -6.113 | 44.135 | -0.014 | 0.00018 | 1.9 | 17.559 | 41.469 | 0.0097 | 0.00018 |  |  |  |  |  |  |  |  |  |  |
| Masson et al. [2015] | 1.2 | 16.707 | 26.755 | -0.38706 | 0.00478 | 16.6 | 35.378 | 30.253 | -0.02997 | 0.00498 | >100 | 35.838 | 32.635 | -0.00114 | 0.00499 |  |  |  |  |  |
| Saleh and Becker [2015] | 9.4 | 38.388 | 52.521 | 0.02667 | 0.00251 | 36.2 | 32.365 | 32.044 | $-0.00701$ | 0.00254 | >100 | 23.247 | 51.11 | -0.00009 | 0.0023 |  |  |  |  |  |
| Pietrantonio et al. [2016] | 0.1 | -94.96 | 57.244 | 0.25844 | 0.00016 | 24.2 | 29.701 | 25.189 | $-0.00355$ | 0.00086 | >100 | 30.426 | 43.672 | -0.00014 | 0.00083 |  |  |  |  |  |
| Hamiel et al. [2016] | 0.2 | 16.464 | 24.118 | -0.27262 | 0.00043 | >100 | 44.566 | 0.08 | -0.00028 | 0.00034 |  |  |  |  |  |  |  |  |  |  |
| Hamiel et al. [2018a] | 0.2 | 16.386 | 25.121 | -0.26738 | 0.00053 | 44.8 | 36.542 | 25.991 | -0.00116 | 0.00052 | >100 | 24.163 | 50.924 | -0.00011 | 0.00049 |  |  |  |  |  |
| Hamiel et al. [2018b] | 0.2 | 15.991 | 23.632 | -0.26043 | 0.00045 | 59.7 | 36.749 | 21.435 | -0.00072 | 0.00043 | >100 | 18.294 | 57.361 | -0.00009 | 0.00039 |  |  |  |  |  |
| Palano et al. [2018] | 0.1 | -99.674 | 57.624 | 0.25094 | 0.0002 | 33.1 | 36.781 | 38.504 | 0.00408 | 0.00135 | >100 | 32.754 | 38.643 | -0.00034 | 0.00131 |  |  |  |  |  |
| Gomez et al. [2020] | 0.3 | 15.757 | 23.526 | -0.26735 | 0.00086 | 10.3 | 35.022 | 32.007 | 0.00841 | 0.00087 | >100 | 34.612 | 37.525 | $-0.00027$ | 0.00085 |  |  |  |  |  |

[^0]
### 4.3 Network Euler Rotations

With all previous tuning of the forward and inverse problems, we are ready for several experiments, starting with the estimation of relative network Euler rotations.

### 4.3.1 Correction for Relative Network Rotations and Site Multiples

Homogeneous rotational differences between our 45 subdatasets may exist as a result of the possible different coupling of each network to a global geodetic reference frame. This is a technical issue in the form of a uniform Euler rotation of GPS network data with respect to a chosen reference dataset. Relative network rotations cause unwanted data scatter, thus need to be removed. We rotate the 44 non-reference networks into the Kreemer dataset with network Euler poles estimated by inverting the 9181 GPS and synthetic observations for the velocity gradient field and network rotations (Table 2). The mixed parameter inversion is performed to make sure that real surface deformation is not being mapped into the Euler poles. We use the same dartboard $\left(d_{\min }=0.1^{\circ}, d_{\max }=6^{\circ}, n_{\max }=2000, i_{\text {multiples }}=1\right)$ and strain rate damping $\left(\alpha_{0}=2 \times 10^{11}\right)$ as before.

Given multiple geodetic datasets, the correction for relative network rotations is an iterative process of various inversions in which datasets are progressively rotated (with stepwise smaller rotations) into and attached to the reference network when their Euler poles become statistically insignificant (Table 2), as measured in Tetra using the inverse ratio $\sigma / \omega$ between the angular velocity $\omega$ and its standard deviation $\sigma$ converging to e.g. $\geq 0.8$. By merging corrected networks with the reference dataset, still to be included networks may better overlap with the expanding reference dataset in an increasing number of common points, resulting in a higher potential of Euler pole convergence for the yet independent networks in a next inversion. Besides the $\sigma / \omega$-ratio, dataset characteristics (e.g. the data error) and the pole location relative to the associated network may also be inspected in the interpretation of Euler pole significance. Because we avoid to inspect thousands of GPS data individually, this analysis is kept fairly basic.

Four inversions are eventually carried out, in which most of the 44 network Euler poles could be iteratively determined from the stagewise incorporation of successfully rotated datasets into the Kreemer network (Table 2). Especially important in the procedure are datasets containing a relatively large amount of observations $(\geq \sim 150)$ that are widespread and share many sites with the Kreemer network and local datasets. Assuming such regional networks to be helpful in fitting the rotation of smaller datasets, we define ten of them [Metois et al., 2015; Palano et al., 2015; Nguyen et al., 2016; Pietrantonio et al., 2016; Serpelloni et al., 2016; Sánchez et al., 2018; Özdemir and Karsloğlu, 2019; Civiero et al., 2020; D'Agostino et al., 2020; Gomez et al., 2020] (Figure A.7). Extending the Kreemer dataset with these networks in the first two inversions appears to be beneficial since almost all of the remaining Euler poles converge in the subsequent inversion (Table 2).

Prior to inversion, the Bahrouni et al. [2020] dataset is directly added to the Kreemer network because otherwise the inversion fails owing to an absence of common network positions. Other remarkable datasets have an unclear pole convergence trend, being the Barreca et al. [2014b], Marinou et al. [2015], Walpersdorf et al. [2015], Nguyen et al. [2016], Sánchez et al. [2018], and Walpersdorf et al. [2018] networks (Table 2). In particular, the sharp increase in angular velocity for Marinou et al. [2015] and Walpersdorf et al. [2015] between inversions suggests an unreliable trend, and for Sánchez et al. [2018] the pole velocity relative to this network falls within the data error, implying an insignificant pole. Possible reasons underlying an ill-defined convergence trend may be little to no overlap with the (expanded) Kreemer dataset for Walpersdorf et al. [2015] and Marinou et al. [2015], respectively, and very small data errors, e.g. in the case of Sánchez et al. [2018], see Section 5.1 for further discussion. We adopt the Euler poles from the first inversion for rotating the six networks with an unclear trend one time before attaching them to the Kreemer dataset (Table 2).

Through the inversions, the data fit $\chi_{\nu}^{2}(9)$ progressively improves from 6.90 to 5.91 , but reduces to 6.01 in the last inversion due to all poles having converged (Table 2), which means that relative network rotations cannot explain the data anymore. Once each non-reference dataset is corrected for Euler rotations, we invert for the velocity gradient field only and observe the same converged fit of $\chi_{\nu}^{2}=5.91$, confirming that all rotations relative to the Kreemer network have been approximately removed. Lastly, the dataset size is shrinked by averaging site multiples into single vectors, leading to the final dataset consisting of 4118

 (a) Final dataset of averaged GPS and synthetic Euler motions. 48N 50N

 (b) Final dataset of uniform Euler plate velocities.

Figure 9: Final GPS and Euler datasets relative to Eurasia obtained by thorough experimentation, both comprising the 212 synthetic Euler velocities and, respectively, (a) the 4118 GPS vectors corrected for site multiples after the original 8969 observations had been corrected for network rotations into the Kreemer Eurasia dataset, and (b) the same 4118 averaged motions replaced with the Euler pole velocity of the African, Adriatic, Aegean, Anatolian, Arabian, or Calabrian plate where each of the GPS stations is located (with zero velocity for Eurasia). For reference, fault traces (in pink) are visualized. The data vectors are plotted together with their $95 \%$ confidence error ellipses, which are associated with an $1.0 \mathrm{~mm} / \mathrm{yr}$ east and north standard deviation for the synthetic and substituted Euler data.



Figure 10: Synthetic and corrected geodetic motions, together with their $95 \%$ confidence error ellipses, rotated into the Euler pole velocity frames of the (a) Adriatic, (b) Calabrian, (c) Aegean, and (d) Anatolian microplates containing the respective 1024, 120,567, and 817 non-averaged GPS observations from which the poles have been estimated. For reference, fault traces (in pink) are plotted. Within each platelet, the subtracted average tectonic rotation is roughly equivalent to many (thus near-zero) GPS motions, especially in Adria and Calabria. However, several data clusters clearly deviate from the Aegean and Anatolian velocity frames, see (c) the Aegean vectors at the islands of Cephalonia, Lemnos, and the Dodecanese, and in the Izmir Province and Peloponnese Peninsula, and (d) the Anatolian vectors along see Section 5.1 for discussion. Note that there is little relative motion between Adria and Calabria

GPS and 212 synthetic motions with respect to Eurasia (Figure 9a).

### 4.3.2 Microplate Euler Poles

Now that the geodetic data are corrected for relative network rotations, we can try to estimate the average tectonic rotations described by observations located within model parts enclosed by plate boundary faults. First, a user-friendly Fortran program (contour_data.f) has been written to select such data points. Using a separate program (euler_pole.f) of the Tetra suite, we determine Euler poles relative to Eurasia of the established Adriatic, Aegean, Anatolian, and Calabrian blocks from 1024, 567, 817, and 120 sampled GPS observations, respectively. To include as much (original) data as possible into the pole computation, site multiples have not yet been averaged, and no observations inside the microblocks have been omitted from the four subdatasets. We calculate Euler poles with longitude-latitude coordinates $\left({ }^{\circ}\right)$, angular velocities $\omega$ $\left({ }^{\circ} / M y r\right)$, variances $\sigma\left({ }^{\circ} / M y r\right)$, and $\sigma / \omega$-ratios (\%) of

- -5.585 $44.8200 .13990 .0010,0.7 \%$ (Adria-Eurasia pole);
- -16.292 48.353-0.5003 0.0022, 0.4\% (Aegean Region-Eurasia pole);
- 31.75330 .5921 .11930 .0016 , 0.1\% (Anatolia-Eurasia pole);
- 38.77027 .921 -0.0987 0.0169, 17\% (Calabria-Eurasia pole)
which are well-resolved apart from the more statistically uncertain Calabria pole. This significant error may be largely related to a lack of observations (120) and small plate surface area contributing to pole estimation.

We note the sharp contrast between our Aegean Region pole and the Kreemer Aegean Sea-Eurasia pole (-108.318 6.351-0.3186), i.e. the Eurasia-IGS08 pole reported by Kreemer et al. [2014] subtracted from their Aegean Sea-IGS08 pole. Nonetheless, the Euler motions that correspond to the Aegean Region and Sea poles are comparable, see Figure 9b for an overprint of the Aegean GPS data with the Aegean Region-Eurasia pole velocity. In the dataset from Figure 9b, each of the 4118 (averaged) station vectors has been replaced with the Euler pole motion of the African, Adriatic, Aegean, Anatolian, Arabian, or Calabrian plate containing the observations (with zero velocity for Eurasia), see Section 4.4 for elaboration and inversion experiments. Euler plate velocities relative to Eurasia have also been calculated at fault nodes, see Figure A.8.

As another visual check, we inspect the motion frames of our microblock Euler poles by subtracting the pole velocities from all 212 synthetic and 8969 corrected GPS motions (Figure 10). Inside the plates, most vectors become (very) small relative to the data outside the block, demonstrating that the GPS velocities generally show a homogeneous Euler rotation within the closed plate boundary contours. The remaining scatter in the data hints at (strong) local internal deformation of the platelets, see the Aegean motion frame outliers at the islands of Cephalonia, Lemnos, and the Dodecanese, and in the Izmir Province and Peloponnese Peninsula (Figure 10c), and the outlying Anatolian motions along the North Anatolian Fault and in the Western Anatolian Extension Zone and Nur Mountains (Figure 10d), see Figure A. 1 for a map of the Mediterranean with these geological/geographical attributes.

### 4.4 GPS and Euler Motion Inversions

We are left with two final GPS and Euler velocity datasets in the Kreemer Eurasia frame (Figure 9), which are inverted for different purposes. Since the geodetic data may represent both continuous deformation and rigid block motion, we evaluate which kinematic description (model 1-4) fits them the best in a GPS (and synthetic) velocity inversion. Meanwhile, because our Euler pole motion data purely reflect the uniform rotation of stiff plates, we may gain insights into intraplate deformation from the differences between the GPS and Euler velocity inversions. Furthermore, the Euler data inversion may offer a baseline model for testing the Tetra software in the form of a simplified solution of the deformation field. Below, we address some technical complications and, next, perform GPS and Euler inversion experiments.

(c) Fault slip solution for a small dartboard of radius $2.9^{\circ}(\sim 319 \mathrm{~km})$. (d) Fault slip solution for a large dartboard of radius $6.9^{\circ}(\sim 759 \mathrm{~km})$.

Figure 11: Surface kinematics around Algeria estimated from damped $\nabla \mathbf{v}, \mathbf{f}_{k}$-inversion of the 4330 averaged GPS and synthetic observations using (a, c) a small ( $d_{\min }=0.1^{\circ}, d_{\max }=3^{\circ}, n_{\max }=200, i_{\text {multiples }}=0$ ) and ( $\mathrm{b}, \mathrm{d}$ ) large site connection dartboard ( $d_{\text {min }}=0.1^{\circ}, d_{\max }=7^{\circ}, n_{\max }=1000, i_{\text {multiples }}=0$ ). For reference, the Africa-Eurasia plate boundary fault (in pink) is visualized. Subfigures (a-b) show the principal axes and amplitudes of strain rate, with blue vectors and contoured bluish colours (or negative values) denoting contraction, and yellow vectors and reddish colours (positive values) indicating extension. Subfigures (c-d) display fault slip vectors and rotation rate amplitudes, where the vector colours are associated with types of fault motion (yellow: sinistral; lighter blue: dextral; darker blue: normal faulting; pink: reverse faulting), and the contoured bluish and reddish colours correspond to counterclockwise and clockwise rotation, respectively. Note that a rotation rate of $3.0 \cdot 10^{-8} \mathrm{yr}^{-1}$ is analogous to $1.7^{\circ} / \mathrm{Myr}$. In the Algerian Basin, if too few fault-intersecting integration paths are made, a clear trade-off between fault creep and the velocity gradient tensor occurs, as revealed by the large fault slip rates and strongly discontinuous strain and rotation rate fields across the fault, see (c) and (a). One way to lower the trade-off is to employ a regional dartboard, due to which locked fault behaviour is approximated and the velocity gradient discontinuities are restricted in the Algerian Basin, see (d) and (b). Alternative ways are discussed in Section 5.1.

| Model | $\chi_{\nu}^{2}$ |  | $\nabla \mathbf{v}\left(10^{-8} y r^{-1}\right)$ |  |  |  | $\mathbf{f}_{k}\left(m m y r^{-1}\right)$ |  |  |  | $\tilde{r}_{m}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | GPS | Euler | GPS |  | Euler |  | GPS |  | Euler |  | GPS | Euler |
|  |  |  | $\tilde{s}_{m}^{v}$ | $\tilde{\sigma}_{m}^{v}$ | $\tilde{s}_{m}^{v}$ | $\tilde{\sigma}_{m}^{v}$ | $\tilde{s}_{m}^{f}$ | $\tilde{\sigma}_{m}^{f}$ | $\tilde{s}_{m}^{f}$ | $\tilde{\sigma}_{m}^{f}$ |  |  |
| 1 | 55.2 | 9.58 | - |  |  |  | 5.63 | 0.0151 | 6.76 | 0.0259 | 1.00 | 1.00 |
| 2 | 23.8 | 3.57 | 1.16 | 0.0198 | 0.832 | 0.0312 | 4.95 | 0.0186 | 6.59 | 0.0312 | 1.00 | 1.00 |
| 3 | 4.30 | 3.51 | 1.23 | 0.0203 | 1.03 | 0.0105 | - |  |  |  | 0.879 | 0.3723 |
| 4 | 3.59 | 1.19 | 1.54 | 0.0324 | 1.11 | 0.0289 | 1.42 | 0.0379 | 3.74 | 0.0635 | 0.902 | 0.5016 |

Table 3: Results from inversion of the averaged GPS and homogeneous Euler plate velocity datasets (Figure 9) for increasingly complex kinematic descriptions of crustal deformation (model 1-4). Model 1: fault slip-only; model 2: rigid block rotations; model 3: continuous deformation-only; model 4: continuous deformation and fault creep; $\chi_{\nu}^{2}$ (9): model-normalized data misfit; $\nabla \mathbf{v}$ : velocity gradient tensor field; $\mathbf{f}_{k}$ : fault slip rate; $\tilde{r}_{m}(12)$ : average model resolution; $\tilde{s}_{m}^{v}$ (10): average velocity gradient amplitude ; $\tilde{\sigma}_{m}^{v}(11)$ : average velocity gradient standard deviation; $\tilde{s}_{m}^{f}$ (10): average fault slip amplitude; $\tilde{\sigma}_{m}^{f}$ (11): average fault slip standard deviation. Note the following: (1) the data fit $\chi_{\nu}^{2}$ improves with rising model complexity in both the GPS and Euler motion inversions; (2) the velocity gradient field is merely composed of its rotation rate ( $\omega_{\theta \phi^{-}}$)component in the block fault solution (model 2); (3) the $\tilde{\sigma}_{m} / \tilde{s}_{m}$-ratio ranges between $1.02 \%$ and $3.75 \%$, with a mean of $\sim 2 \%$, for the velocity gradient tensor, and between $0.27 \%$ and $2.67 \%$ for fault creep; (4) the rotation rate $\left(\tilde{s}_{m}^{\omega_{\theta \phi}}\right)$ and fault slip ( $\tilde{s}_{m}^{f}$ ) amplitudes ( $1.16 \cdot 10^{-8} \mathrm{yr}^{-1} ; 5.63,4.95,1.42 \mathrm{~mm} \mathrm{yr}{ }^{-1}$ ) of the GPS models (1-2,4) are respectively higher/lower than for the Euler solutions $\left(0.832 \cdot 10^{-8} \mathrm{yr}^{-1} ; 6.76,6.59,3.74 \mathrm{~mm} \mathrm{yr}^{-1}\right) ;(5)$ the undamped resolution $\tilde{r}_{m}$ of the fault creep-only and rigid block rotation models (1-2) is perfect; and (6) the resolution $\tilde{r}_{m}$ of the distributed deformation-only and -fault slip Euler solutions (model $3-4$ ) is very low $(0.3723,0.5016)$ due to the strain rate damping of the entire internal and boundary nodal network.

### 4.4.1 Experiment Set-up

First of all, a large dartboard ( $d_{\min }=0.1^{\circ}, d_{\max }=7^{\circ}, n_{\max }=1000, i_{\text {multiples }}=0$ ) is applied to pair numerous single observations through geodesics, generating 2600125 equations (1) (plus the 3380 closed loop equations). This strategy is particularly valuable for the joint velocity gradient-fault slip inversion (model 4), which can produce locally strong trade-offs between the velocity gradient tensor and fault creep if a small dartboard of $\leq 3^{\circ}$ radius is used. Intense strain and rotation rate discontinuities across faults may characterize the trade-off, e.g. in the Algerian Basin (Figure 11). A large dartboard limits such artefacts by ensuring that the solution is constrained with enough data everywhere, especially in areas like the Algerian Basin where integration paths are relatively sparse.

On the other hand, it is usually better to adopt a small dartboard for the flow field prediction because model errors inside a large dartboard and faraway from the synthetic sites ( $>3^{\circ}$ ) may unnecessarily increase the prediction error. An exception is the fault slip-only model (1), for which employing a small dartboard has the disadvantage of failing to make a prediction at grid points positioned at a distance larger than the dartboard radius from faults, so no fault-intersecting paths can be created (Figure 12a). To compromise between issues of error propagation and remote prediction points, we choose fault slip-only (model 1) dartboard settings of $d_{\text {min }}=0.1^{\circ}, d_{\text {max }}=5^{\circ}, n_{\text {max }}=300$, and $i_{\text {multiples }}=0$ for the velocity prediction. In the normal situation (model 2-4), the flow field dartboard is given by $d_{\min }=0.1^{\circ}, d_{\max }=3^{\circ}, n_{\max }=200$, and $i_{\text {multiples }}=0$.

Regarding the model regularization, we effectuate the same strain rate damping ( $\alpha_{0}=2 \times 10^{11}$ ) as previously, assuring that the strain rate amplitudes at model boundary and synthetic data nodes are zeroed (model 3-4; Figure 17). In addition, doubled strain rate nodes at fault endpoints coinciding with the model boundary are also damped (model 4), and all strain rate nodes are damped to zero in the Euler models except for plate boundary nodes (model 3-4). By allowing for internal deformation along faults, we explore whether the Euler motions are translated into nearly zero strain rates at plate boundary nodes, as would be expected for data that solely express homogeneous block rotations. Note that the east and north variances of the Euler vectors are set to $1.0 \mathrm{~mm} / \mathrm{yr}$ (Figure 9b), which is an indication of the average GPS (and synthetic) data error.

### 4.4.2 Inversion Results

In the following, we give an integrated description of the GPS and Euler data inversion experiments. For each dataset, inversion results from the four kinematic models (1-4) are presented (Table 3).

(d) Continuous deformation-fault creep prediction (model 4).
Figure 12: Crustal flow field predictions relative to the African plate derived from damped (a) $\mathbf{f}_{k^{-}}$, (b) $\omega_{\theta \phi}$, $\mathbf{f}_{k^{-}}$, (c) $\nabla \mathbf{v} \mathbf{v}$, and (d) $\nabla \mathbf{v}, \mathbf{f}_{k}$-inversions (model $1-4$ ) of the
 for the block fault (model 2; b) and diffuse flow solutions (model $3-4 ; \mathrm{c}$ - d ), a larger one $\left(d_{\min }=0.1^{\circ}, d_{\max }=5^{\circ}, n_{\max }=300, i_{\operatorname{multiples}}=0\right.$ ) has been applied to the model complexity (model 1-4), the $95 \%$ confidence error ellipses of the predicted vectors become progressively smaller, especially in the Eastern Mediterranean plate boundary zone. Moreover, from (a) to (d), the inversion fits the synthetic zero Africa velocities increasingly well.

(a) Rigid block rotation model (2). Note the very high amplitude errors.

(b) Continuous deformation-only model (3).
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(c) Continuous deformation-fault slip model (4) Note the very high amplitude errors.

Figure 13: Velocity gradient standard deviations associated with damped (a) $\omega_{\theta \phi}, \mathbf{f}_{k^{-}}$, (b) $\nabla \mathbf{v}-$, and (c) $\nabla \mathbf{v}$, $\mathbf{f}_{k}$-inversions (model 2-4) of the 4330 averaged GPS and synthetic observations. The displayed strain $\left(\epsilon_{\phi \phi}, \epsilon_{\phi \theta}, \epsilon_{\theta \theta^{-}}\right)$and rotation rate ( $\omega_{\theta \phi^{-}}$ )components are ordered according to $\left[\begin{array}{cc}\epsilon_{\phi \phi} & \epsilon_{\phi \theta} \\ \omega_{\theta \phi} & \epsilon_{\theta \theta}\end{array}\right]$, see Eq. (2). Unwarrantedly high amplitude errors, as marked by contoured reddish colours or values of $\geq \sim 2.0 \cdot 10^{-9} \mathrm{yr}^{-1}$ (i.e. $10 \%$ of the model amplitudes or more), prevail along faults (in pink) in the rigid block rotation and combined solutions (model 2, 4; a, c), and along the model boundary in the former model ( $2 ; \mathrm{a}$ ). Overall, the continuous deformation-only solution shows the lowest velocity gradient variances (model 3 ; b).

### 4.4.2.1 Model Quality Estimators

Damped inversion of the GPS dataset shows that the data fit $\chi_{\nu}^{2}(9)$ improves from 55.4 (model 1 ) to 23.8 (model 2), 4.30 (model 3), and 3.59 (model 4; Table 3) with growing model complexity. Similarly, the velocity field predictions of the respective four solutions display increasingly smaller error ellipses (Figure 12), in particular around the Eastern Mediterranean plate boundaries, and show vectors in the Ionian Sea and Mediterranean Ridge that become progressively closer to the synthetic data (i.e. zero velocity relative to Africa). These two trends suggest that rigid block motions alone describe the observations poorly (model $1-2$ ), and that distributed deformation explains them relatively well (model 3-4).

Looking at the velocity gradient standard deviations (Figure 13), despite the acceptable $\tilde{\sigma}_{m}^{v} / \tilde{s}_{m}^{v}$-ratios of about $2 \%$ (Table 3), excessive amplitude errors ( $>2.0 \cdot 10^{-9} y r^{-1}$ ) relative to the overall amplitudes $\left(\sim 1.5 \cdot 10^{-8} \mathrm{yr}^{-1}\right)$ are present along most of the model boundary in the rigid block rotation solution (model 2 ), and along extensive portions of the faults in this model and the continuous deformation-fault slip model (4). Lower standard deviations dominate the continuous deformation-only solution (model 3; Figure 13b). Taking into account the fault slip variances (Table 3), the near-zero $\tilde{\sigma}_{m}^{f} / \tilde{s}_{m}^{f}$-values of the rigid block motion models (1-2) are slightly better than for the combined model ( $4 ; \tilde{\sigma}_{m}^{f} / \tilde{s}_{m}^{f}=2.7 \%$ ). Nevertheless, we consider the former two solutions as poor in view of their data fit $\chi_{\nu}^{2}(55.4,23.8)$, prediction error ellipses (Figure 12a-b), and velocity gradient standard deviations (Figure 13a).

Our continuous deformation-only and -fault slip models (3-4) constitute acceptable solutions with a reasonable data fit $\chi_{\nu}^{2}(4.30,3.59)$, flow field prediction (Figure $12 \mathrm{c}-\mathrm{d}$ ), and model resolution $\tilde{r}_{m}$ ( 0.879 , 0.902 ), where the former model has the best velocity gradient variances, and the latter has the best data fit, velocity prediction, and resolution. Note that the velocity gradient diagonal elements from the model resolution matrices of our two preferred solutions (model 3-4) are more or less equivalent to the ones displayed in Figure 8, and that the resolution is perfect ( $\tilde{r}_{m}=1.00$ ) if undamped (model 1-2; Table 3), as would also be the case for the velocity gradient-only and mixed velocity gradient-fault slip inversions (model 3-4).

Inversion of the Euler dataset likewise enhances the data fit $\chi_{\nu}^{2}$ from 9.58 to $3.57,3.51$, and 1.19 (model $1-4$; Table 3). Interestingly, local rigid motion much better represents the Euler velocities than the real observations (model 1-2), and diffuse surface flow fits the Euler data surprisingly well (model 3-4). The GPS and Euler data misfit vectors from the continuous deformation-fault slip solutions (model 4) demonstrate that most misfits are very small in the Western Mediterranean (Figure 14a-b), with sizes ( $\sim 1 \mathrm{~mm} / \mathrm{yr},<1$ $\mathrm{mm} / \mathrm{yr}$; respectively) that are comparable to the average data error ( $\sim 1 \mathrm{~mm} / \mathrm{yr}$ ), implying that the vectors would probably often fall within their prediction error ellipses. That is, usually the errors of the predicted misfits are larger than the original data errors if a regional solution dartboard is utilized since including faraway model errors may result in a relatively large scatter in all possible site predictions (14). Note that the data fit is statistically significant, or very good, if misfit vectors can be enclosed by their model error ellipses.

In contrast to the Western Mediterranean, the data misfits from the GPS and Euler solutions are substantially pronounced in the Eastern Mediterranean (Figure 14c-d), where large vectors ( $\geq 5 \mathrm{~mm} / \mathrm{yr}, \geq 3$ $\mathrm{mm} / \mathrm{yr}$; respectively) are mainly concentrated near plate boundaries, more specifically around the East and North Anatolian Fault, Western Anatolian Extension Zone, Cephalonia Fault, Corinth Rift, Hellenic Arc, Karasu Rift, and Rhodes Basin (Figure A.1). Such misfit outliers typically fall outside their prediction error ellipses, e.g. see the fit of the synthetic African motions situated close to the Cephalonia Fault and Hellenic Arc (Figure 15a-b). Still, numerous observations located in and near the Aegean Region and Anatolian block fit well (Figure 15), especially for the Euler model.

### 4.4.2.2 Fault Slip, Rotation, and Strain Rate Solutions

Further scrutiny of the GPS and Euler solutions indicates that inverting uniform plate velocities preserves the large-scale kinematic features derived from the real data (Figure 16-17). The best example of this similarity is the fault slip-only model (1; Figure 16a-b), which shows that the average of all fault-crossing integration paths pairing the GPS and synthetic data leads to the same faulting styles as for the Euler dataset. However, the local solution amplitudes may vary significantly between the two data inversion types, being a sign of

(c) Data fit of the joint GPS model (4) in the Eastern Mediterranean.
(d) Data fit of the joint Euler model (4) in the Eastern Mediterranean.

Figure 14: Data misfit vectors obtained from damped $\nabla \mathbf{v}, \mathbf{f}_{k}$-inversion (model 4) of the (a, c) averaged GPS and (b, d) uniform Euler plate motion datasets (Figure 9). In general, the vectors are very small in the Western Mediterranean (a-b), with typical sizes of $(\mathrm{a}) \sim 1 \mathrm{~mm} / \mathrm{yr}$ and $(\mathrm{b})<1 \mathrm{~mm} / \mathrm{yr}$, hence the data fit is probably (very) good. On the other hand, much larger vectors with notable sizes of (c) $\geq 5 \mathrm{~mm} / \mathrm{yr}$ and (d) $\geq 3 \mathrm{~mm} / \mathrm{yr}$ characterize the Eastern Mediterranean, in particular near the plate boundary segments (in pink) of the East and North Anatolian Fault, Western Anatolian Extension Zone, Cephalonia Fault, Corinth Rift, Hellenic Arc, Karasu Rift, and Rhodes Basin, see Figure A. 1 for a map with these geological features. To assess the statistical significance of the misfit vectors, their data and model error ellipses need to be plotted, see Figure 15. Note that, on average, the data fit is likely better for the Euler than for the GPS model, as is also supported by their model-normalized data fits $\chi_{\nu}^{2}$ (9) of 1.19 and 3.59 , respectively (Table 3).

(c) Data fit of the combined GPS model (4) in Anatolia.
(d) Data fit of the combined Euler model (4) in Anatolia.

Figure 15: Data misfit vectors in the (a-b) Aegean Region and (c-d) Anatolian block, which belong to damped $\nabla \mathbf{v}, \mathbf{f}_{k}$-inversion (model 4) of the (a, c) averaged GPS and (b, d) homogeneous Euler plate velocity datasets (Figure 9). The orientation of the Aegean and Anatolian map projections has been rotated clockwise with $40^{\circ}$ and $30^{\circ}$ relative to the North, respectively. The vectors are visualized together with double $95 \%$ confidence error ellipses, where the smaller ellipse usually represents the original data error, and the larger one normally corresponds to the model prediction error. Note the statistically significant misfit vectors that fall outside their model error ellipses and are predominantly found close to faults (in pink), e.g. see (a-b) the synthetic African motions located near the Cephalonia Fault and Hellenic Arc, and (c) the GPS velocities clustered around the triple junction between the East-North Anatolian Fault and Bitlis-Zagros Belt, see Figure A. 1 for a map with these geological attributes. Nonetheless, many vectors can be accommodated by their outer ellipses, denoting a (very) good data fit.
internal deformation. This is better illustrated using rigid block rotations (model 2; Figure 16c-d) than solely fault motions (model 1), see the fault slip vector and rotation rate differences between Figure 16c and 16d at the North Aegean Trough, Bitlis-Zagros Belt, southern Calabrian Arc, Cephalonia Fault, Corinth Rift, eastern Cyprian Arc, Dead Sea Fault, Dodecanese, and western Hellenic Arc, and in the Alboran Basin and Betics (Figure A.1).

When enabling fault creep as well as distributed deformation (model 4; Figure 16e-f), the fault slip and rotation rate differences are largest at the North Aegean Trough, North Anatolian Fault, Bitlis-Zagros Belt, Cephalonia Fault, Corinth Rift, and Florence Rise (Figure A.1). They are also noteworthy in the entire Western Anatolian Extension Zone and at the East Anatolian Fault and Karasu Rift, where smaller differences can be detected in the block fault solution (model 2; Figure 16c-d). In general, as is apparent from Table 3 and Figure 16, the inversion puts less data signal from the geodetic observations into fault creep than from the Euler velocities (vice versa for rotation rate), resulting in smaller fault slip vectors (and stronger rotation amplitudes) relative to the Euler models. Additionally, overall, the rotation rate field is less homogeneous within individual plates for the GPS inversion than for the Euler one (Figure 16c-f), reflecting intraplate deformation. Note that the Florence Rise, Hellenic Arc, and Marmara fault segment are the only faults with vectors of substantial size in the joint GPS solution (model 4; Figure 16e). The rest of the faults are approximately locked, i.e. have very small slip rates, which may nonetheless signify ongoing fault creep.

For continuous deformation-only (model 3), the same plate boundary parts as for rigid block rotations (model 2) stand out, but now in terms of the variation in principal axes and amplitudes of strain rate between the GPS and Euler models (Figure 17a-b). In Figure 17a and 17b, strain rate differences are visible at the plate boundaries mentioned above for rigid rotation (model 2), East Anatolian Fault, and Karasu Rift, and in the entire Western Anatolian Extension Zone, Alpine Arc, and central Apennines (Figure A.1). After allowing for fault slip (model 4; Figure 17c-d), notable strain rate differences can be seen at the same faults where fault creep and rotation rate differences are present, apart perhaps from the northern Calabrian Arc (Figure 16e-f), which is locked in both the GPS and Euler solutions but has a varying strain and rotation rate.

An interesting pattern emerges in the combined Euler model (4) of strain rate accumulating in undersampled fault-adjacent areas (Figure 17d), particularly in the Western Anatolian Extension Zone, Marmara Sea, and Sardinia Channel, and near the North Aegean Trough, Apulian-Ionian Margin, Bitlis-Zagros Belt, Calabrian Arc, Cephalonia Fault, Corinth Rift, Florence Rise, Hellenic Arc, and Karasu Fault (Figure A.1). In contrast, very low strain rates are obtained at plate boundary nodes if abundant observations are nearby (Figure 17d), e.g. in the Betics and at the East Anatolian Fault and Dead Sea Fault. All in all, the joint Euler inversion (model 4) defines trade-offs between the strain rate and fault slip solutions where fault-local data are lacking, see Section 5.1 for discussion.



## .

(f) Continuous deformation-fault slip Euler model (4) of fault creep and rotation rate.
Figure 16: Fault slip and rotation rate solutions estimated from damped (a-b) $\mathbf{f}_{k^{-}}$, (c-d) $\omega_{\theta \phi}, \mathbf{f}_{k^{-}}$, and (e-f) $\nabla \mathbf{v}$, $\mathbf{f}_{k^{\prime}}$-inversions (model 1-2, 4) of the (a, c, e) averaged GPS and (b, d, f) uniform Euler plate motion datasets (Figure 9). For reference, fault traces (in pink) are plotted. The fault slip vector colours indicate styles of faulting (yellow: sinistral; lighter blue: dextral; darker blue: normal faulting; pink: reverse faulting), and the contoured bluish (negative) and reddish colours (positive values) of the rotation rate field denote counterclockwise and clockwise rotation, respectively. Note that a rotation rate of $1.0 \cdot 10^{-7} y r^{-1}$ is equivalent to $5.7^{\circ} / \mathrm{Myr}$. Fault creep and rotation rate differences between the GPS and Euler data inversions, where the Euler models generally show larger fault slip vectors and smaller rotation rates, can be interpreted in terms of internal deformation, see the notable differences at (c-d) the southern Calabrian Arc and Dodecanese, and in the Betics; (c-d, e-f)
at the North Aegean Trough, Bitlis-Zagros Belt, Cephalonia Fault, Corinth Rift, eastern Cyprian Arc, Dead Sea Fault, and western Hellenic Arc, and in the Alboran Basin; (e-f) at the East and North Anatolian Fault, Florence Rise, and Karasu Rift, and in the entire Western Anatolian Extension Zone, see Figure A. 1 for a map with all these geological features. Another indicator of intraplate deformation is the homogeneity of the rotation rate field inside individual plates, often being higher for the Euler solutions than for the GPS ones (model 2, 4; c-f). Nevertheless, overall, the inversion of homogeneous plate velocities represents an averaged version of the actual deformation field, as is best illustrated with the fault-slip only inversion (model 1), see (a-b) the Euler and GPS models that are locally very similar in fault motion type. Note that almost all faults are approximately locked in the joint GPS solution (model 4; e), i.e. have very small creep rates, apart from the Florence Rise, Hellenic Arc, and Marmara fault segment.
 motion datasets (Figure 9). For reference, fault traces (in pink) are visualized. The respective blue and yellow vector colours of the principal strain axes are associated with contraction and extension, so are the contoured bluish (negative) and reddish colours (positive values) of the strain rate amplitudes. Differences in the principle
axes and amplitudes of strain rate can be interpreted in terms of internal deformation, see the noteworthy differences at (a-b) the southern Calabrian Arc and in the Alpine Arc, central Apennines, and Betics; (a-b, c-d) at the North Aegean Trough, East Anatolian Fault, Bitlis-Zagros Belt, Cephalonia Fault, Corinth Rift, eastern Cyprian Arc, Dead Sea Fault, western Hellenic Arc, and Karasu Rift, and in the Alboran Basin and Western Anatolian Extension Zone; (c-d) at the North Anatolian Fault, northern Calabrian Arc, and Florence Rise, see Figure A. 1 for a map with all these geological attributes. Note that, in the combined Euler model (4; d), while and strain rates are very low in fault-adjacent areas with abundant data, e.g. in the Betics and at the East Anatolian Fault and Dead Sea Fault. In other words, the amount of observations close to faults determines the local trade-off between strain rate and fault slip, see Section 5.1 for discussion.

## 5 Discussion

Here, our inversion experiments and encountered technical complications are discussed in the broad context of finding better models, software development, and geodynamics.

### 5.1 Mixed Parameter Inversions

From the geodetic data and Euler motion inversions, we acquire insights into the problematic trade-off between surface fault creep and the velocity gradient tensor in regions short of observations. If few stations close to faults are used for inversion, Tetra generates fault slip estimates reflecting long-term crustal block motion (e.g. at the Hellenic Arc; Figure 16e), whereas incorporating GPS data near faults would lead to the actual zero fault motion (e.g. at the Dead Sea Fault) when the faults had been locked during the observation period. Analogously, in case uniform plate velocities are positioned insufficiently close to plate boundaries, the software locally amplifies strain rate (e.g. at the North Aegean Trough; Figure 17d) in spite of the surrounding Euler data not signalling internal deformation at all.

Essential for understanding trade-off phenomena is to inspect the diagonal elements of the model resolution kernel, ranging from 0 to 1 . Basically, the larger they are, the lower the linear dependence (hence trade-off) between model parameters is. However, despite our model-inherent mixed parameter trade-off, which is clearest at the Hellenic Arc and Florence Rise (Figure 16e-f, 17c-d), the undamped resolution diagonal elements are all approximately equal to 1 . Based on the resolution matrix product $\mathbf{R m}_{\text {true }}$ (8), we hypothesize that a very small loss of fault slip resolution along the diagonal elements, with typical values of $0.999 \ldots$, may nevertheless result in a strong trade-off between fault slip and strain-rotation rates due to the contrasting amplitude magnitudes ( $10^{-3} \mathrm{~m} \mathrm{yr}^{-1}$ versus $10^{-8} \mathrm{yr}^{-1}$, respectively) expected for these parameters of different physical dimensions. Dealing with this requires a detailed examination of the resolution matrix coefficients.

We stress that inserting GPS sites near faults is the foremost solution to the trade-off issue. Secondly, synthetic Euler vectors can be added adjacent to faults if little to no observations are available. However, we may solely be able to improve the Mediterranean model by refining the yet coarse parametrization, potentially increasing the data fit, especially around plate boundaries (e.g. the Hellenic Arc; Figure 14c-d, $15 \mathrm{a}-\mathrm{b}$ ), and maintaining a high model resolution. While the detail of triangulation is appropriate for the Western-Central Mediterranean regarding the predominantly small data misfit vectors (Figure 14a-b), the mesh is locally too rough for fitting both GPS and Euler observations in the Eastern Mediterranean (Figure $14 \mathrm{c}-\mathrm{d} ; 15)$. Furthermore, while the locations of the Adriatic and Calabrian block boundaries are generally compatible with the GPS velocity trends (Figure 10a-b), the fault positions marking the North Anatolian Fault, Cephalonia Fault, Corinth Rift, Karasu Fault, and Western Anatolian Extension Zone are possibly inconsistent with some clustered GPS motions considering their deviation from the Aegean and Anatolian motion frames and their significant data misfit (Figure 10c-d; 14c; 15a, c).

Ways towards a better fault/model parametrization involve doubling the number of fault slip parameters per segment, experimenting with fault locations, constructing smaller fault-neighboring triangles, and/or adapting the triangulation to new fault traces, which may either implicitly (in a locked state) or explicitly contribute to a better data fit, e.g. around the plate boundaries named above. In addition, this future work may allow us to locally study in high resolution the intraplate deformation evident from our Aegean and Anatolian velocity frames and GPS-Euler inversion comparison at the North Anatolian Fault, Cephalonia Island, the Bitlis-Zagros Belt, the Dodecanese, and Lemnos Island, and in the Western Anatolian Extension Zone, Nur Mountains, and Peloponnese Peninsula (Figure 10c-d, 16-17). Useful for such analysis is to only activate faults of interest, which helps to understand the role of individual faults. By refining the grid in combination with placing synthetic data close to both sides of plate boundaries, e.g. at the Calabrian Arc, Florence Rise, and Hellenic Arc, and in the Sardinia Channel, the velocity gradient-fault creep trade-off may be suppressed here. Alternatively, to investigate the trade-off, one can experiment with damping fault slip and doubled velocity gradient nodes, and with equating the velocity gradient field across faults.

Regarding the correction for relative network rotations, the Borque et al. [2019] dataset indicates that the
factors underlying the success of network Euler pole convergence may be more complex than we previously thought. In contrast to the failing pole convergence/calculation of the Marinou et al. [2015], Walpersdorf et al. [2015], and Bahrouni et al. [2020] datasets, which have few to no stations in common with the (extended) Kreemer network, the Euler pole of the Borque et al. [2019] dataset nicely converges through the inversions in spite of the dataset not overlapping with observation points from other networks (Table 2). One reason for this discrepancy may be a trade-off between the velocity gradient field and relative network rotations, which can be explored by inverting for the rotation rate field and network rotations, and for network rotations only.

### 5.2 Software Complications

Much effort was not solely spent into designing experiments, but also into testing, debugging, and writing Fortran programs and Unix scripts. Early on, a serious software problem in the form of fault slip complications came to light when we noticed that reversing the integration direction erroneously produced different continuous deformation-fault creep solutions whereas the outcomes of a continuous deformation-only inversion stayed the same. During our study, both the fault slip inversion code and data connection strategy were improved, minimizing the model sensitivity to the integration direction and data file permutation, respectively. However, the current versions of the faulting and dartboard algorithms can still be substantially upgraded. We recommend implementing elastic fault loading, which may break the trade-off issue to some extent, and coding a dependency of dartboard size on data density in an attempt to create many relative motion combinations for each site, with a larger dartboard corresponding to a lower data density around datum $i$ (see Section 5.3 for more ideas).

Using the original site connection procedure, we found an alternative solution of statistical nature to the data permutation discrepancy, being the random sorting of the $J$ input data records to decrease the chance of azimuthal artefacts in the integration path distribution. It turns out that any random order of making data pairs gives rise to a robust model, which is insensitive to the permutation, if millions of Mediterranean relative velocity observations are included. Therefore, we argue that a randomly permuted data array is the most valid permutation for a to be inverted dataset. The default Tetra setting of sorting a data file on station code may also be a reasonable permutation if site multiples have been averaged, meaning that the probability of alphabetically grouped co-located observations, and an implicit ordering bias as a consequence, occurring in the data array is reduced. Simultaneously, however, we suppose that any data permutation has insignificant effects on inversion if a relative motion set is assembled with a large dartboard. Note that the ordering bias problem can be easily avoided for fairly small datasets with tens [Spakman and Hall, 2010] to hundreds [Bos et al., 2003; Bos and Spakman, 2005; Spakman et al., 2018] of GPS vectors, as the inversion of all of them combined into $J(J-1) / 2$ relative velocities is computationally affordable.

### 5.3 Geodynamic Interpretation

Because of the software issues encountered when inverting for fault creep and linking nearly 10,000 geodetic data points, the focus of our research shifted towards technical experiments, away from the initial primary goal of geodynamic interpretation, for which the time frame proved to be too limited in the end. We have done preliminary work to geodynamic analysis by investigating the influence of several randomly permuted synthetic datasets on the Mediterranean flow field prediction using the old distance strategy.

First, we built the Fortran program synth_data.f and Unix scripts effectuating the automatic insertion of synthetic data vectors. Subsequently, the corrected GPS observations were inverted (for the velocity gradient tensor) together with three synthetic datasets of: (1) African, Arabian, and Eurasian motions only put at model boundary nodes, see the locations in Figure 7; (2) these motions placed in the same model portions as from Figure 7, except for the African plate boundary zone, comprising the Atlantic Ocean, Ionian Sea, and Mediterranean Ridge (Figure A.1), which were left unsampled; and (3) the same motions as in Figure 7. We also added synthetic velocities close to fault nodes on the African side, but did not proceed with the experiment due to the discovered fault complications. While the synthetic dataset from Figure 7 may have become the preferred one, it is solely one example of various distributions that need to be tested using the dartboard strategy for future geodynamic interpretation. Note that inversion of a relative motion set
obtained from the GPS data and synthetic dataset 1 with a data density-dependent dartboard would likely demonstrate its practicality, since one would be able to ensure that the model boundary Africa velocities are combined with enough observations without requiring an otherwise fixed dartboard of unnecessarily large radius (e.g. $8^{\circ}$ ) for all data.

We propose scrutiny of velocity field predictions to be the main step towards geodynamic interpretationoriented experiments. From a microblock flow prediction, an Euler pole can be determined and visually compared to independently derived (geological) poles and poles estimated from the data, like our Adriatic, Aegean, Anatolian, and Calabrian poles, in terms of their locations and confidence intervals to see if they overlap. The rigid plate rotations may be further explored by varying the selected GPS observations contributing to the Euler poles, and by calculating poles for flow predictions in the data-deficient Adriatic and Aegean Sea. As another application of the velocity prediction tool, one can plot tomographic mantle structure acquired from Amaru [2007] below a prediction field at e.g. 200 or 150 km depth to find correlations. To interpret predicted vectors as an expression of geodynamic drivers, such as slab pull and rollback, the flow prediction may be rotated into a mantle-fixed absolute plate motion frame, which is offered by Doubrovine et al. [2012]. These two options are meanwhile available.

It may also be interesting to compare the Mediterranean velocity prediction to that of Kreemer et al. [2014], and to subtract the output prediction field of an Euler motion inversion from that of a GPS data inversion for a more quantitative evaluation of internal deformation than in this study. Similarly, the difference vectors between estimated fault slip rates and "true" homogeneous Euler velocities at the plate boundaries, see Figure 16 and A.8, can be computed for the GPS and Euler inversions to gain deeper insights into intraplate deformation and the inversion itself, respectively. That is, we speculate that a residual between fault creep rates associated with the Euler pole motion calculation and the inversion of the same Euler motions overprinting GPS observations may be related to a loss of fault slip resolution. As a final suggestion, the flow field prediction may serve as an helpful kinematic boundary condition in modelling 3D mantle dynamics.

## 6 Conclusions

In conclusion, the Spakman-Nyst method and its Tetra implementation can be efficiently applied to thousands of observed crustal velocities. We exploited the merits of the dartboard site connection algorithm in combining up to 9181 motion observations through several millions of useful integration paths for pure kinematic inversion of relative velocity data. We were able to iteratively correct 43 merged GPS networks for uniform Euler rotations into the Eurasia-fixed Kreemer et al. [2014] network, leading to a dataset that is negligibly corrupted with technical reference frame artefacts. The large complex deformation field of the Mediterranean Region has been approximated using a coarse model parametrization, in which stiff lithosphere was locally simulated by inserting synthetic vectors and damping strain rate amplitudes. Rigid Euler plate motions were computed for various sub-regions bounded by major faults, inverted, and compared with the geodetic data (inversion) to arrive at a new research approach of analysing internal deformation in the plate boundary zone. This revealed that certain fault-adjacent areas in the Eastern Mediterranean are characterized by a significant data misfit and associated trade-off between the velocity gradient field and surface fault creep if the model resolution is not quite perfect, which illustrate the crucial need for fault-local observations and caution of making model interpretations near faults when these data do not exist.
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Table A.1: Compiled 45 geodetic datasets of the Mediterranean, primarily made up of continuous and episodic survey Global Navigation Satellite System (CGNSS, (CGPS, SGPS) observations derived from time series that are at least 2 years long, which altogether record the long-term slow surface deformation field over a rough period of 1992 to 2019. Other collected data types include semi-continuous GPS (sCGPS) [Danesi et al., 2015; Serpelloni et al., 2016] and Interferometric Synthetic Aperture Radar (InSAR) data [Aslan et al., 2019]. Certain vectors from the 45 papers have been left out of our compilation if they are positioned outside the Mediterranean model domain (Figure 5), or if they are clearly inconsistent with regional motion trends (Figure A.6). The 45 datasets have been processed into different plate velocity and global geodetic frames, like the Eurasia-fixed frame, International Terrestrial Reference Frame (ITRF), International
GNSS Service (IGS) realization (IGb) of the ITRF, and the No-Net-Rotation (NNR) frame. To correct for these rotational differences between the 44 post-Kreemer et al. [2014] networks (Section 4.3.1), we identify 10 regional datasets (in bright yellow; Figure A.7), each extending over a particularly large area with about 150 to hundreds of observations. Note that the 44 networks are divided into categories of datasets sharing a study area, being Iberia and Morocco (Echeverria et al. [2015], $\ldots$, Civiero et al. [2020]), Algeria (Bougrine et al. [2019]), Tunisia (Bahrouni et al. [2020]), Italy (Barreca et al. [2014a], ..., Silverii et al. [2019]), the Alps and Pyrenees
(Danesi et al. [2015], .., Walpersdorf et al. [2018]), Greece and Turkey (Ergintav et al. [2014], ..., D'Agostino et al. [2020]), and the Dead Sea Fault and Egypt (Masson et al. [2015], ..., Gomez et al. [2020]). Furthermore, note that the Bahrouni et al. [2020] network has the same vector colour (white) as the Kreemer dataset, meaning that this network had been integrated into the reference dataset at the start of the network rotation experiment (Section 4.3.1).


Figure A.2: 3981 GPS vectors relative to the Eurasian plate compiled from Kreemer et al. [2014], together with their $95 \%$ confidence error ellipses. We adopt this Mediterranean Kreemer network as the reference dataset for the network rotation experiment (Section 4.3.1) because it is without doubt our largest and most widespread dataset, and since all velocities have been uniformly processed into the same reference frame.

Figure A.3: 4988 GPS vectors, together with their $95 \%$ confidence error ellipses, collected from 44 post-Kreemer et al. [2014] papers. Each of the 44 geodetic networks is presented in its published reference frame, e.g. the Algerian Bougrine et al. [2019] (in green) and Balkan D'Agostino et al. [2020] (dark grey) datasets are coupled to the ITRF2014- and Eurasian frames, respectively. The 4988 motions consist of both newly issued measurement sites in regions poorly sampled by the Kreemer network, e.g. Algeria [Bougrine et al., 2019], the central Balkans (Bulgaria, Serbia, Montenegro) [Metois et al., 2015; D'Agostino et al., 2020] (purple, dark grey) the southern Black Sea region [Ergintav et al., 2014; Aktuğ et al., 2015; Ozdemir and Karsloğlu, 2019] (yellow, blue, grey), Egypt [Saleh and Becker, 2015; Pietrantonio et al., 2016; Gomez et al., 2020] (green, orange, dark grey), and Tunisia [Bahrouni et al., 2020] (white), and many reprocessed observations at station positions overlapping with the Kreemer dataset.


Figure A.4: 4988 GPS vectors, together with their $95 \%$ confidence error ellipses, of the 44 non-reference networks rotated into the Kreemer Eurasia reference frame (see Section 4.3 .1 for details), but left in their original 43 network colours. Note that the Tunisian Bahrouni et al. [2020] dataset (in white like the Kreemer network) had been attached to the Kreemer dataset before the network rotations, and that the 25 data outliers from Figure A. 6 have already been removed here. In addition, note that we choose to incorporate the Egyptian Saleh and Becker [2015] (green) and Pietrantonio et al. [2016] (orange) datasets into our compilation in spite of their large error ellipses because Egypt is poorly covered by the Kreemer network alone (Figure A.2). 48N

50N


Figure A.5: 8969 GPS vectors of the Mediterranean, together with their $95 \%$ confidence error ellipses, corrected for network rotations relative to the Kreemer Eurasia dataset (in white; see Section 4.3 .1 for details), but left in their original 43 network colours. Note that the Tunisian Bahrouni et al. [2020] dataset (also in white) had been merged with the Kreemer network prior to the network rotation correction, and that the 25 data outliers from Figure A. 6 have already been deleted here. Moreover, note that we decide to include the Egyptian Saleh and Becker [2015] (green) and Pietrantonio et al. [2016] (orange) datasets into our compilation despite their large error ellipses since Egypt is poorly sampled by the Kreemer network alone (Figure A.2).


Figure A.6: 25 GPS vectors relative to the Eurasian plate that clearly do not express regionally consistent motion, together with their $95 \%$ confidence error ellipses. These 25 data outliers have been excluded from the compilation (Figure 2). Especially, 16 of them from the Algerian Bougrine et al. [2019] (in green) and Tunisian Bahrouni et al. [2020] (white) datasets have been discarded in view of the likehood that the outlying velocities would dominate the inverse problem in Algeria and Tunisia where data are relatively sparse. The remaining outliers identified by us come from Kreemer et al. [2014] (white), Mantovani et al. [2015] (dark green), Metois et al. [2015] (purple), Nguyen et al. [2016] (green), Pietrantonio et al. [2016] (orange), Cabral et al. [2017] (blue), and Özdemir and Karslıoğlu [2019] (grey).


Figure A.7: 3017 GPS vectors relative to the Eurasian plate, together with their $95 \%$ confidence error ellipses, belonging to ten networks that contain around 150 to hundreds of widely distributed observations, which typically have numerous site locations in common with the Kreemer dataset and local networks. The ten datasets correspond to Metois et al. [2015] (in purple; 662 vectors), Palano et al. [2015] (light orange; 320), Nguyen et al. [2016] (green; 179), Pietrantonio et al. [2016] (dark orange; 385), Serpelloni et al. [2016] (orange; 456), Sánchez et al. [2018] (red; 180), Özdemir and Karslıŏ̆lu [2019] (grey; 184), Civiero et al. [2020] (light grey; 141), D'Agostino et al. [2020] (dark grey; 329), and Gomez et al. [2020] (dark grey; 181). Establishing such regional networks may help resolving the network rotations of smaller datasets, see Section 4.3.1 for experiments.



[^0]:    Table 2: Network Euler poles computed by four iterative damped $\nabla \mathbf{v}, \boldsymbol{\Omega}_{m}$-inversions of the 9181 GPS and synthetic observations, with corresponding data fit $\chi_{\nu}^{2}$ (9). 3 subdatasets have been successfully corrected for (stepwise smaller) uniform rotations relative to the Kreemer network, followed by the addition of each dataset failing reference network. Before inversion, the Bahrouni et al. $[2020]$ dataset had been directly incorporated into the Kreemer network to prevent the inversion from failing report denotes an insignificant pole if having converged to $\geq 0.8$. Moreover, it may also be useful in such evaluation to look at the Euler pole longitude (lon)-latitude (lat) coordinates in relation to the network data locations or, in more general terms, associated study region, see Table A. 1 for study areas on which the datasets are sorted. Ten of them (in bright yellow) extend over particularly large regions with hundreds of vectors (Figure A.7), including numerous site multiples that aid in the estimation of network Euler poles. The remaining five table colors indicate poles (1) used for rotation into and attachment to the Kreemer dataset (light yellow); (2) used for an independent network rotation (green); (3) not used for rotation since the pole is converged (light grey); (4) not used for rotation because of an unclear and/or unreliable pole convergence trend (red); and (5) not computed since the corresponding network is already part of the Kreemer dataset (dark grey).

