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Abstract

In analytic number theory one can use the classical Riemann zeta function to solve certain counting
problems, for example the Prime number theorem is equivalent to the fact that the Riemann zeta
function is non-zero for some specific values. For the ring of polynomials over a finite field, we can
define a similar zeta function which we can use to solve counting problems over global function
fields. One may define a height function on global function fields, which gives a means of measuring
the ’size’ of a point. Using standard applications of Tauberian theorems we will show that the size
of the set of points of bounded height is finite, and in particular how it behaves asymptotically,
by computing the rightmost pole of the zeta function and its order. Later we will discuss how this
asymptotic behavior changes when we require our points to satisfy certain arithmetic properties.
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1 Introduction

1.1 Global function fields

In algebraic number theory one is interested in the study of integers, rational numbers and num-
ber fields and their properties. We can use this theory to resolve question, like the existence of
solutions to Diophantine equations. One ring that has many properties in common with the ring
of integers, is the polynomial ring over the finite field Fq, where q is a power of a prime number.
Since the ring Fq[T ] shares a lot of properties with Z, one may look at its quotient field Fq(T ).

We define a global field as a field that is one of two types, algebraic number fields, which are
finite extensions of Q, and global function fields. Global function fields are function fields of irre-
ducible algebraic curves over finite fields. This is equivalent to a finite extension of Fq(T ). If we
want to study irreducible algebraic curves one may look at finite extensions of Fq(T ).

If we define a height function H on Pn(Fq(T )), one may want to know the answer to certain
questions about the set of points of bounded height,

{x ∈ Pn(Fq(T )) |H(x) ≤ B},

such as: What is the cardinality of this set? If it is not empty, is it finite or infinite? If the size is
finite, can one predict the growth rate of the set as B → ∞. The goal of this thesis is to study the
last question. In particular, what happens if we require the point x ∈ Pn(Fq(T )) to satisfy certain
additional properties, which will be discussed later.

1.2 Content of the thesis

In Chapter 2 we start by looking at the ring Fq[T ]. This ring has many properties in common with
the ring of integers Z. We discuss what the prime elements of the ring Fq[T ] are. Furthermore
we will show that this ring is a unique factorization domain. We will see that the ring Fq[T ] has
analogous results to many classical number theoretic results, like the Chinese remainder theorem
and the little theorems of Euler and Fermat.

Then in Chapter 3, we define the zeta function, ζA, for the the ring Fq[T ]. We can write ζA
as a product over all primes in Fq[T ]. This is a analogues result of the Riemann zeta function,
which can be written as a product over all prime numbers. The fact that we can write the zeta
function as a product over all primes helps us to solve some elementary counting problems. We
illustrate this by computing the number of monic irreducible polynomials in Fq[T ]. Furthermore
we will compute the number of square-free polynomials in Fq[T ] using the zeta function.

In Chapter 4 we will discuss the theory of heights. Before defining the height function for global
function fields, we will be familiarizing ourselves with the theory heights over number fields. We
will show that a number field satisfies the product formula. Then we will develop the theory of
heights over the field Fq(T ). And we will be defining a height function on the projective space over
Fq(T ). Just like Q, the field Fq(T ) satisfy the product formula.

Then in Chapter 5 we state some powerful results which we need to state our main results. After
defining the Dirichlet series associated to a function, we discuss the function field version of the
Wiener-Ikehara Tauberian theorem, which gives the asymptotic behavior of the Dirichlet series,
if some conditions about absolute convergence is met. Then we will state the Tauberian theorem
for multi-variable Dirichlet series. This theorem gives us the asymptotic behavior of multi-variable
Dirichlet series.

In Chapter 6 we will use the Tauberian theorems from Chapter 5, to determine the sizes of certain
sets. In particular we will start by finding the size of the set of points in Pn(Fq(T )), which have
bounded height. This means that we want to give an upper bound for

#
{
x ∈ Pn(Fq(T )) |Hn(x) = qN

}
.
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Using the function field version of the Wiener-Ikehara Tauberian theorem we show the following
result.

Theorem 1.1. There exists a constant δ < 1 such that

#
{
x ∈ Pn(Fq(T )) |Hn(x) = qN

}
= SFq(T )(n+ 1, 1)qN(n+1) +O

(
qN(δ+n)

)
,

where SFq(T )(n+ 1, 1) = (qn+1−1)(1−q−n)
q−1 .

Then we will look at what happens when we require the points in Pn(Fq(T )) to satisfy certain
arithmetic properties. After defining what it means for a point x ∈ Pn(Fq(T )) to be a l-th power,
we will compute the size of the set{

x ∈ Pn(Fq(T )) |Hn(x) = qN , x is a l-th power
}
.

Then using the same application of the function field version of the Wiener-Ikehara Tauberian
theorem we show the following result.

Theorem 1.2. There exists a δ < 1 such that,

#
{
x ∈ Pn(Fq(T )) |Hn(x) = qM , x is a l-th power

}
= SFq(T )(n+ 1, 1)qN(n+1)/l +O(qN(δ+n/l)).

In chapter 7 we will look at the size of the set

#
{
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) |Hn(x) = qN , x0 is a square

}
.

After defining

F (s0, . . . , sn) =
∑

x0,...xn∈Fq [T ]
gcd(x0,...,xn)=1

x0 square

1

|x0|s0 . . . |xn|sn
,

our goal is to apply the Tauberian theorem for multi-variable Dirichlet series to this map. We will
analyze this map and see that it satisfies two of the three properties of the Tauberian theorem.
Furthermore we will see that the map F almost satisfies the final property of this theorem. Then
we state a conjecture to heuristically determine the size of the set in which we are interested.

Conjecture 1.3. There exists a constant V ∈ R such that,

#
{
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) |Hn(x) = qN , x0 is a square

}
=

V

q − 1
qN(1/2+n)+O(q(N−1)(1/2+n))

In the heuristic for this conjecture we heavily relied on the usage of the Tauberian theorem for
multi-variable Dirichlet series.
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2 Polynomials over finite fields

In this chapter we will discuss the theory of polynomials over a finite field. We will follow chapter
1 of a book by Rosen [11].

2.1 The primes of Fq[T ]

Let Fq be the finite field with q elements. where q is the power of a prime. Let A = Fq[T ] be the
polynomial ring over Fq. It happens that the ring A has many properties in common with Z, the
ring of the integers. In this chapter we will explore some of these properties. The elements of A
can be written in the form f(T ) = a0T

n + a1T
n−1 + . . . an. If a0 ̸= 0 we say that f has degree

n, which we denote by deg(f). If f is the zero polynomial we say that deg(f) = −∞. Then the
degree of such polynomials holds some important properties, namely for f, g ∈ A we have

deg(fg) = deg(f) + deg(g) and deg(f + g) ≤ max(deg(f),deg(g)).

The second property is an equality if deg(f) ̸= deg(g). Furthermore we call a polynomial f ∈ A
monic if a0 = 1.

Proposition 2.1. Let f, g ∈ A with g ̸= 0. Then there exist elements q, r ∈ A such that f = qg+r
and r is either 0 or deg(r) < deg(g). Moreover, q and r are uniquely determined by these conditions.

Proof. Take f, g ∈ A and let n = deg(f) and m = deg(g). We write f(T ) = a0T
n + · · · + an and

g(T ) = b0T
m + · · · + bm. We give a proof by induction on n, the degree of f. If n < m we take

q = 0 and r = f. Now we assume that n ≥ m, we define f1 = f − a0b
−1
0 Tn−mg, which has a

smaller degree than f. By induction we know that there exist q1, r1 ∈ A such that f1 = q1g + r1,
where r1 is either 0 or with degree less than deg(g). In this case we set q = a0b

−1
0 Tn−m + q1 and

r = r1. Then we have that qg + r = (a0b
−1
0 Tn−m + q1)g + r1 = f − f1 + q1g + r1 = f. So we have

now shown the existence of such q and r. Now suppose that f = qg + r = q′g + r′, then g divides
r− r′, and by the degree considerations we wee that r = r′. Therefore we have that qg = q′g which
implies that q = q′, and we have proven the uniqueness.

This proposition shows that the ring A is a Euclidean domain. In particular this means that A is a
principal ideal domain and a unique factorization domain. One other result from this proposition
is the finiteness of the residue class ring.

Proposition 2.2. Suppose g ∈ A and g ̸= 0. Then A/gA is a finite ring with qdeg(g) elements.

Proof. Let m = deg(g). By Proposition 2.1 we can see that {r ∈ A | deg(r) < m} is a complete set
of representatives for A/gA. These elements are of the form r = a0T

m−1 + a1T
m−2 + · · ·+ am−1,

with ai ∈ Fq. Since the ai vary independently through Fq, we can conclude that there are qm such
polynomials.

Definition 2.3. Let g ∈ A. If g ̸= 0, set |g| = qdeg(g). If g = 0, set |g| = 0.

This definition gives a notion of the size of a polynomial in A. We see that for f, g ∈ A we have
|fg| = |f ||g| and |f + g| ≤ max(|f |, |g|) with equality if |f | ̸= |g|. If we now want the determine
what the unit group of A is, we take g ∈ A such that g is an unit. Then there exist f ∈ A such
that fg = 1. So in particular we have that 0 = deg(1) = deg(fg) = deg(f) + deg(g). Therefore we
have that deg(g) = deg(f) = 0. So the unit group of A is given by F∗

q .

By definition, a non-constant polynomial in A is irreducible if it cannot be written as the product
of two polynomials, each of positive degree. Since every ideal in A is principal, we see that a poly-
nomial is irreducible if that polynomial generates a prime ideal, which means that the polynomial
is prime. In the ring A every non-zero polynomial, can be written uniquely as a the product of
a non-zero constant and a monic polynomial. Therefore, every non-zero ideal in A has a unique
monic generator. Finally we can sharpen the unique factorization property of A to the following
statement. Every f ∈ A non-zero, can be written uniquely in the form

f = aP e1
1 . . . P et

t ,

5



where a ∈ F∗
q , each Pi is a monic irreducible polynomial, Pi ̸= Pj for i ̸= j, and each ei is a

non-negative integer.

One property that the ring A has in common with the ring of integers Z, is the Chinese Remainder
Theorem.

Proposition 2.4. Let m1, . . . ,mt be elements of A which are pairwise relative prime. Let m =
m1m2 . . .mt and φi be the natural homomorphism from A/mA to A/miA. Then the map φ :
A/mA → A/m1A⊕ · · · ⊕A/mtA given by

φ(a) = (φ1(a), . . . , φt(a))

is a ring isomorphism.

This is a standard result that holds for any principal ideal domain. A proof can be found in [4,
Thm. 17, p. 265-266].

Corollary 2.5. The map φ restricted to the units of A, give rise to a group isomorphism

(A/mA)∗ ≃ (A/m1A)∗ × · · · × (A/mtA)∗.

Now let f ∈ A be non-zero and not equal to a unit. Let f = aP e1
1 . . . P et

t be its prime decomposition,
where a ∈ F∗

q and each Pi is a monic irreducible polynomial, Pi ̸= Pj , for i ̸= j, and each ei is a
non-negative integer. Then with the above corollary we have that

(A/fA)∗ ∼= (A/P e1
1 A)∗ × . . .× (A/P et

t A)∗.

To understand the structure of (A/fA)∗, for a polynomial f ∈ A, we need look at the structure of
(A/P eA)∗, where P is a monic irreducible polynomial and e ∈ Z>0. For a prime p ∈ Z, we know
that (Z/pZ)∗ is a cyclic group with p − 1 elements. The structure of (A/PA)∗, which is the case
when e = 1 is a result which is very similar to the situation of Z.

Proposition 2.6. Let P ∈ A be an irreducible polynomial. Then (A/PA)∗ is a cyclic group with
|P | − 1 elements.

Proof. Since A is a principal ideal domain, we have that PA is a maximal ideal. So in particular
we have that A/PA is a field. A finite subgroup of the multiplicative group of a field is cyclic [4,
Prop. 18, p. 314]. Thus (A/PA)∗ is cyclic and the order is |P | − 1.

Now we consider the case when e > 1. In the integer case we get that p ∈ Z is an odd prime
number, then (Z/peZ)∗ is a group of order pe−1(p− 1). For the ring A, we get a similar result.

Proposition 2.7. Let P ∈ A be an irreducible polynomial and e a positive integer. The order of
(A/P eA)∗ is |P |e−1(|P | − 1). Let (A/P eA)(1) be the kernel of the natural map from (A/P eA)∗ to
(A/PA)∗. It is a group of order |P |e−1.

Proof. The ring A/P eA has only one maximal ideal, namely PA/P eA, which has |P |e−1 elements.
Therefore (A/P eA)∗ = (A/P eA)\(PA/P eA) has |P |e − |P |e−1 = |P |e−1(|P | − 1) number of ele-
ments. Since the map (A/P eA)∗ → (A/PA)∗ is surjective, and the group (A/PA)∗ has |P | − 1
elements, the assertion of the size of (A/P eA)(1) follows.

2.2 Analogous results to the little theorems of Euler and Fermat

Now we will discus the analogues of the Euler φ-function and the little theorems of Euler and Fermat
for the ring A. Let f ∈ A be a non-zero polynomial. We define Φ(f) to be the number of elements
in the group (A/fA)∗. We can state a characterization of this number which makes the relation
to the Euler ϕ-function more apparent. We have seen that the set {r ∈ A | deg(r) < deg(f)}, is a
set of representatives for the quotient A/fA. Such an r represents a unit in A/fA if and only if it
is relatively prime to f. Thus Φ(f) is the number of non-zero polynomials which have degree less
than deg(f) and are relatively prime to f.
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Proposition 2.8.

Φ(f) = |f |
∏
P |f

(
1− 1

|P |

)
.

Proof. Let f = aP e1
1 . . . P et

t be the prime decomposition of f. Then by Corollary 2.5 and Proposi-
tion 2.7, we get

Φ(f) =

t∏
i=1

Φ(P ei
i ) =

t∏
i=1

(|Pi|ei − |Pi|ei−1),

from which the result follows.

We can compare this result to the result of the Euler φ-function. For an integer n ∈ Z we can
write n = pa1

1 . . . pas
s , we get by [4, Example 10, p. 7] that

φ(n) =

s∏
i=1

pai−1
i (p− 1) = n

∏
p|n

(
1− 1

p

)
,

which is similar to the result in A. Now we state some results which are analogues of the little
theorems of Euler and Fermat.

Proposition 2.9. If f ∈ A, f ̸= 0 and a ∈ A is relatively prime to f, then aΦ(f) ≡ 1 (mod f).

Proof. By definition we have that the group (A/fA)∗ has Φ(f) elements. The coset of a modulo
f, denoted by a, lies in this group. Therefore we have that aΦ(f) = 1. From this we can conclude
that aΦ(f) ≡ 1 (mod f).

Corollary 2.10. Let P ∈ A be irreducible and a ∈ A be a polynomial not divisible by P. Then,
a|P |−1 ≡ 1 (mod P ).

Proof. Since P is prime and does not divide a, we have that gcd(P, a) = 1. Furthermore we have
seen that (A/PA)∗ is a cyclic group of order |P | − 1, if P is an irreducible polynomial. Thus when
we apply the previous proposition the result follows.
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3 Arithmetic functions and the zeta function

In this section we will discuss properties of the primes in the ring A = Fq[T ]. We will use the zeta
function associated to the ring A to discuss these properties. We will follow chapter 2 of the book
by Rosen [11].

3.1 The zeta function for Fq[T ]

We will first state the definition of the zeta function associated to the ring A. This zeta function
is an analogue of the classical zeta function introduced by L. Euler. The study of the classical
zeta function was heavily improved by the contribution of B. Riemann. This zeta function is also
known as the Riemann zeta function. In the case of the ring A, its associated zeta function is a
much simpler object.

Definition 3.1. The zeta function of A, denoted by ζA, is defined by the infinite series

ζA(s) =
∑
f∈A

f monic

1

|f |s
,

where s ∈ C.

We know that there are exactly qd monic polynomials of degree d in A, so we have that

∑
deg(f)≤d

|f |−s = 1 +
q

qs
+

q2

q2s
· · ·+ qd

qds
=

d∑
i=0

(qs−1)i.

This is a geometric series which we can easily compute. This gives us that

ζA(s) =
1

1− q1−s

for all s ∈ C with Re(s) > 1. Now we see that ζA, which is initially defined for Re(s) > 1,
is meromorphic on the whole complex plane with a simple pole at s = 1. We can see that the
function ζA is periodic with period 2πi

log(q) , this gives us that ζA has a simple pole at s = 1+ 2πim
log(q) ,

where m ∈ Z. We can compute the residue of the simple pole at s = 1 using L’Hôpital’s rule [2] as
follows

lim
s→1

s− 1

1− q1−s
= lim

s→1

1

log(q)q1−s
=

1

log(q)
.

For the classical Riemann zeta function Euler noted that the unique decomposition of integers into
products of primes leads to the following identity for the Riemann zeta function:

ζ(s) =
∏

p prime
p>0

(
1− 1

ps

)−1

,

which holds for Re(s) > 1. A proof of this result can be found in [10, Lemma 1.2.]. With the exact
same reasoning we get the following identity

ζA(s) =
∏

P irreducible
P monic

(
1− 1

|P |s

)−1

, (1)

which is valid for Re(s) > 1.
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3.2 Solving counting problems using the zeta function

We can immediately use Equation (1) to show that there exists infinite many primes in A. Suppose
we only have a finite amount of irreducible polynomials in A. The right-hand side of the equation
would then be defined at s = 1 and even have a non-zero value there. The left-hand side of the
equation has a pole at s = 1. So there cannot be only finitely many irreducible polynomials in
A. Now we will illustrate how we can apply this decomposition of the zeta function to a counting
problem. We define ad to be the number of monic irreducible polynomials of degree d. Then, from
equation (1) we find that

ζA(s) =

∞∏
d=1

(
1− q−ds

)−ad
.

If we use that ζA(s) = 1/(1− q1−s) and substitute u = q−s we obtain

1

1− qu
=

∞∏
d=1

(1− ud)−ad .

Taking the logarithmic derivative with respect to u of both sides, and then multiplying by u we
get

qu

1− qu
=

∞∑
d=1

dadu
d

1− ud
.

Now we extend the left-hand side into a power series using the geometric series and compare the
coefficients of un. This leads to the following formula

Proposition 3.2.
∑

d|n dad = qn.

If we now define the Möbius function µ : Fq[T ] → {−1, 0, 1}, by

µ(k) =

{
(−1)#prime divisors of k if k is square-free,

0 if k is not square-free.

We can apply the Möbius inversion formula [1, Theorem 2.9] to the proposition above to conclude
that

an =
1

n

∑
d|n

µ(d)q
n
d . (2)

Now we want to write an in a way which makes it easy to see how big it is. In equation (2), qn is
the highest power of q that occurs. The next highest power that may occur is qn/2, which occurs
if and only if 2 | n. All the other terms are of the form ±qm, where m ≤ n/3. The total number of
terms is given by ∑

d|n

|µ(d)|.

To compute this number of terms we note that µ(d) = 0 if d is not square-free. Thus µ(d) = 1 if
d = p1 . . . ps, where the pi are distinct primes dividing n. So to get the total number of terms we
must count the divisors of n which are in this form. Therefore the total number of terms is given
by 2t, where t is the number of distinct prime divisors of n.

Let p1, . . . , pt be the distinct primes that divides n. Then we have that 2t ≤ p1 . . . pt ≤ n. Thus we
get the following estimate ∣∣∣∣an − qn

n

∣∣∣∣ ≤ q
n
2

n
+ q

n
3 .

Now we define the big O notation.

Definition 3.3. Let f, g and h be functions defined on R. Then we write

f(x) = g(x) +O(h(x)),
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as x → ∞, if there exists an constant C > 0 and a real x0 ∈ R such that |f(x) − g(x)| ≤ Ch(x),
for all x ≥ x0.

Furthermore we denote f(x) ≪ h(x) if f(x) = O(h(x)).

Since in our context we are interested in the growth rate as the variable x goes to infinity, we simple
write f(x) = g(x)+O(h(x)). One may note that f(x) ≪ h(x) precisely means that f(x) = O(h(x)),
as x → ∞. Using this notation we have proved the following theorem.

Theorem 3.4. Let an denote the number of monic irreducible polynomials in A = Fq[T ] of degree
n. Then,

an =
qn

n
+O

(
q

n
2

n

)
.

Now we will show how to use the zeta function for other counting problems. One such problem
is counting the number of square-free monic polynomials of degree n. Then we can use the zeta
function to get the following result.

Proposition 3.5. Let bn be the number of square-free monic polynomials in A = Fq[T ] of degree
n. Then b1 = q and for n > 1 we have bn = qn(1− q−1).

Proof. Consider the product ∏
P irreducible

P monic

(
1 +

1

|P |s

)
.

If we expand this product we get the terms 1 and 1
|p1|s...|pk|s , where {p1, . . . , pk} ranges over all

possible subsets of the set of all primes in A. If we denote P for the set of all primes in A, then we
get that the product equals ∑

B⊆P

1∏
P∈B |P |s

.

Since A is a unique factorization domain we have that the product equals∑
g monic square-free

1

|g|s
,

since every monic square-free polynomial in A corresponds to a subset B ⊆ P. If we define the
function δ : A → {0, 1} by

δ(f) =

{
1, if f is square-free,

0, otherwise,

then we get the following equality∏
P irreducible

P monic

(
1 +

1

|P |s

)
=

∑
f monic

δ(f)

|f |s
.

If we make the substitution u = q−s, then we obtain

∑
f monic

δ(f)

|f |s
=

∞∑
n=0

bnu
n.

Now we notice that
(1 + 1/|P |s) = (1− |P |−2s)/(1− |P |−s).

Thus we get that

∏
P irreducible

P monic

(
1 +

1

|P |s

)
=

∏
P irreducible

P monic

(
1− 1

|P |2s

1− 1
|P |s

)
=

ζA(s)

ζA(2s)
=

1− q1−2s

1− q1−s
.
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If we put everything in terms of u = q−s, we obtain

1− qu2

1− qu
=

∞∑
n=0

bnu
n.

Finally, if we extend the left-hand side in a geometric series and compare the coefficients of un, we
obtain that b1 = q and bn = qn(1− q−1) for n > 1.

We compare this result, with what is known to be true in the integer case. If Bn denotes the
number of square-free integers less or equal to n, then it is know that

lim
n→∞

Bn/n = 6/π2.

This result can be found in [6, Page 202]. Therefore the probability that a positive integer is square
free is 6/π2. The probability that a monic polynomial is square free in Fq[T ] is (1− q−1). One may
see that 6/π2 = 1/ζ(2), and it is interesting to note that (1− q−1) = 1/ζA(2).

3.3 Upper bound for the Riemann-zeta function

Now that we have seen how to solve certain counting problems with the use of zeta functions, we
will state a result about an upper bound for the Riemann zeta function near the critical strip [12,
Theorem II.3.9.], which will be useful later on.

Theorem 3.6. Let s = σ + τi ∈ C and take 0 < α < 1. Then we have

|ζ(s)| ≪ 3|τ |1−α

2α(1− α)
,

for σ ≥ α and |τ | ≥ 1.

From this result we can obtain an upper bound for the term |s||ζ(s+ 1)|.

Corollary 3.7. Let s ∈ C and take ϵ > 0 sufficiently small. Let R ∈ R, be a constant such that
Re(s) ≤ R. Then we have for Re(s) ≥ −ϵ,

|s||ζ(s+ 1)| ≪ (| Im(s)|+ 1)1−min{Re(s),0}+ϵ.

Proof. First we assume | Im(s)| ≥ 1, then from Theorem 3.7 we obtain, for 0 < α < 1, that

|s||ζ(s+ 1)| ≪ |s|3| Im(s+ 1)|1−α

2α(1− α)

if Re(s+ 1) ≥ α. Now we notice that

|s| =
√
Re(s)2 + Im(s)2 ≤

√
2max{Re(s)2, Im(s)2} =

√
2max{|Re(s)|, | Im(s)|}.

So we obtain that |s| ≪ max{Re(s), Im(s)}. Combing this and using the fact that Im(s+1) = Im(s)
we get

|s||ζ(s+ 1)| ≪ max

{
3Re(s)| Im(s)|1−α

2α(1− α)
,
3| Im(s)|2−α

2α(1− α)

}
.

Since the hypothesis of the corollary states that Re(s) is bounded from above by the real number
R, we get Re(s) ≤ R, then we obtain

|s||ζ(s+ 1)| ≪ max

{
3R| Im(s)|1−α

2α(1− α)
,
3| Im(s)|2−α

2α(1− α)

}
≪R,α max

{
| Im(s)|1−α, | Im(s)|2−α

}
.

Now we take α = 1− ϵ, which gives

|s||ζ(s+ 1)| ≪ max
{
| Im(s)|ϵ, | Im(s)|ϵ+1

}
.
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Now we separate between two cases. First let Re(s) ≥ 0, then we get that

|s||ζ(s+ 1)| ≪ max
{
| Im(s)|ϵ, | Im(s)|ϵ+1

}
≪ (1 + | Im(s)|)1+ϵ.

Lastly we assume that Re(s) < 0. Then we obtain

|s||ζ(s+ 1)| ≪ max
{
| Im(s)|ϵ, | Im(s)|ϵ+1

}
≪ (1 + | Im(s)|)1+ϵ ≤ (1 + | Im(s)|)1−Re(s)+ϵ.

Combing these cases we arrive at

|s||ζ(s+ 1)| ≪ (| Im(s)|+ 1)1−min{Re(s),0}+ϵ.

On the domain | Im(s)| ≤ 1, −ϵ ≤ Re(s) ≤ R, the function sζ(s + 1) is holomorphic and hence
bounded. Therefore the result extends to the case where | Im(s)| ≤ 1. which is our wanted result.
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4 Height functions

A key tool for studying rational and integral points on an algebraic variety is a method of measuring
the “size” of a point. To define such a size function we require two important properties. First,
there should be a finite number of points of bounded size. Secondly, the size of a point should
reflect the arithmetic and geometric nature of the variety. These size functions that we will discus
in this chapter are called height functions. First we discuss the theory of heights on number fields
as described in [5, Part B]. Then we will show the analogues results for the field Fq(T ).

4.1 Height functions for number fields

Before we can define a height function on the rational points of an algebraic variety, we first need
a way of measuring the size of an algebraic number. The most common way to describe the size
of an algebraic number is through the use of absolute values.

Definition 4.1. An absolute value on a field k is a real-valued function

| . | : k → [0,∞)

with the following properties:

(i) |x| = 0 if and only if x = 0.

(ii) |xy| = |x| · |y| for all x, y ∈ k.

(iii) |x+ y| ≤ |x|+ |y| for all x, y ∈ k.

An absolute value is said to be non-archimedean if it satisfies |x+y| ≤ max{|x|, |y|} for all x, y ∈ k.

We give an example for the simplest number field, the field of rational numbers Q. There exist an
archimedean absolute value on Q defined by

|x|∞ = max{x,−x}.

This is the restriction to Q of the usual absolute value on R. Furthermore, for each prime number
p there exists a non-archimedean absolute value on R. For any non-zero rational number x ∈ Q,
let ordp(x) ∈ Z be the unique integer such that we can write x in the form

x = pordp(x) · a
b
,

with a, b ∈ Z and p ∤ ab. If x = 0, we set ordp(x) = ∞. Then we have the p-adic absolute value

|x|p = p−ordp(x)

for x ∈ Q.

Now we note MQ as the set of standard absolute values on Q consisting of the the absolute value
| . |∞, and the p-adic absolute value | . |p for every prime p. For a number field k we denoted by Mk

the set of all standard absolute values, consisting of all absolute values on a number field k whose
restriction to Q is one of the standard absolute values on Q. To make notation more convenient
we will note | . |v for the absolute value corresponding to v ∈ Mk. Then Q satisfy the product rule
[5, Prop. B.1.2.].

Lemma 4.2. Let x ∈ Q be a non-zero rational number. Then we have∏
v∈MQ

|x|v = 1.
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Proof. Let x ∈ Q\{0}. Since Z is a unique factorization domain, we can write x = ±
∏

q prime q
eq ,

as a product of primes, where eq ∈ Z. Then we obtain∏
v∈MQ

|x|v = |x|∞
∏

p prime

|x|p.

For |x|p we see that |x|p = |
∏

q ±qeq |p = | ± 1|p
∏

q |q|
eq
p . Now we get | ± 1|p = 1 and |q|p = 1 if

q ̸= p and |q|p = 1/q if p = q. Combing this gives∏
v∈MQ

|x|v = |x|∞
∏
p|x

p prime

1

pep
=

|x|∞
|x|∞

= 1.

Which finishes our proof.

This product formula has a generalization to general number fields. Before we can state this
generalized version we need some results for extensions of number fields.

Definition 4.3. Let k′/k be an extension of number fields and let v ∈ Mk, w ∈ Mk′ , be absolute
values. We say that w divides v (or w lies over v) and write w | v of the restriction of w to k is
v. We say that v is p-adic if it lies over the p-adic absolute value of Q.

To state the generalized version of the product rule, we need to assign weights to the absolute
values. For a number field k and an absolute value v ∈ Mk, we write kv for the completion of the
field k with respect to v. For example, let v be an absolute value in Q, so v ∈ MQ. Then Qv = R
if v = ∞. Now we need a well-know result for the local and global degrees of an extension.

Proposition 4.4. Let k′/k be an extension of number fields, and let v ∈ Mk be an absolute value
on k. Then ∑

w∈Mk′ ,w|v

[k′w : kv] = [k′ : k].

A proof of this result can be found in [7, II. Corollary 1 to Theorem 2]. Then we can define the
local degree of an absolute value as follows.

Definition 4.5. Let v ∈ Mk be an absolute value on number field k. The local degree of v is the
number nv = [kv : Qv], where Qv is the completion of Q at the restriction of v to Q. The normalized
absolute value associated to v is ||x||v = |x|nv

v .

Now we have all the required tools to state the product formula for number fields.

Proposition 4.6. Let k be a number field and let x ∈ k∗. Then∏
v∈Mk

||x||v = 1.

A proof of this generalized product formula can be found in [5, Prop B.1.2.].

We now have the right tool to discus the theory of heights on the projective space. There is a natural
way to measure the size of a rational point P ∈ Pn(Q). We can write the point P = [x0 : · · · : xn],
with x0, . . . , xn ∈ Z and gcd(x0, . . . , xn) = 1. We define the height of the point P as

H(P ) = max{|x0|, . . . , |xn|}.

Then we see see that for any B ∈ Z, the set {P ∈ Pn(Q) |H(P ) ≤ B} is finite, since there are only
finitely many integers x ∈ Z with |x| ≤ B. We can generalize this notion of height to number fields
in the following way.

Definition 4.7. Let k be a number field, and let P = [x0 : · · · : xn] ∈ Pn(k) be a point whose
homogeneous coordinates are chosen in k. The height of P (relative to k) is given by

Hk(P ) =
∏

v∈Mk

max{||x0||v, . . . , ||xn||v}.
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The product formula ensures that the height Hk(P ) is well-defined. So Hk(P ) is independent on
the choice of homogeneous coordinates for P. We state this result in the following Lemma.

Lemma 4.8. Let k be a number field and let P ∈ Pn(k) be a point. Then Hk(P ) is independent
on the choice of homogeneous coordinates of P.

Proof. We write P = [x0 : · · · : xn]. Then any other choice of coordinates for P is of the form
[cx0 : · · · : cxn], for c ∈ k∗. Using the product formula (Proposition 4.6) we find

∏
v∈Mk

max{||cx0||v, . . . , ||cxn||v} =

( ∏
v∈Mk

||c||v

)( ∏
v∈Mk

max{||x0||v, . . . , ||xn||v}

)
=
∏

v∈Mk

max{||x0||v, . . . , ||xn||v}.

This shows that Hk is independent of the choice of homogeneous coordinates for P.

Now we want to see if we can express the height function Hk′ in terms of Hk if k′ is a finite
extension of k. This leads to the following result.

Lemma 4.9. Let k′ be a finite extension of k. Then

Hk′(P ) = Hk(P )[k
′:k].

A proof can be found in [5, Lemma B.2.1. (c)]. This result allows us to define a new height function
that is independent of the field k.

Definition 4.10. The absolute (multiplicative) height on Pn is the function H : Pn(Q) → [1,∞)
defined by

H(P ) = Hk(P )1/[k:Q].

Note that Lemma 4.9 ensures that the absolute height is well-defined independent of the choice of
the field k. We will also define the height of an element a ∈ k to be the height of the corresponding
projective point [a : 1] ∈ P1(k).

For a point P = [x0 : · · · : xn] ∈ Pn(Q). We denote Q(P ) by Q(x0/xj , . . . , xn/xj), for any j
with xj ̸= 0. The following theorem states an important result for the application of height func-
tions.

Theorem 4.11. For any numbers B,D ≥ 0, the set

{P ∈ Pn(Q) |H(P ) ≤ B and [Q(P ) : Q] ≤ D}

is finite. In particular, for any fixed number field k, the set

{P ∈ Pn(k) |Hk(P ) ≤ B}

is finite.

A proof of this theorem can be found in [5, Theorem B.2.3.].

4.2 Height functions over Fq(T )

In this section we will describe the theory of heights for the field Fq(T ). Before we can define the
height function on Fq(T ) we need to define some absolute values on the ring Fq[T ]. First we have
already seen an absolute value on Fq[T ] in Definition 2.3.. This leads to the following result.

Lemma 4.12. Let g ∈ Fq[T ]. Then

|g| =

{
qdeg(g), if g is non-zero,

0, if g = 0.

defines an absolute value on Fq[T ].
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Proof. By construction we have that |g| = 0 if and only if g = 0. Now take f, g ∈ Fq[T ], then we
get

|fg| = qdeg(fg) = qdeg(f)+deg(g) = qdeg(f)qdeg(g) = |f ||g|,

if f and g are both non-zero. If at least one of them were zero, it follows that |fg| = |f ||g| trivially.
Furthermore we have that

|f + g| = qdeg(f+g) ≤ qmax{deg(f),deg(g)} ≤ qdeg(f) + qdeg(g) = |f |+ |g|.

This gives us that | . | defines an absolute value on Fq[T ].

We denote this absolute value by | . |∞.We can extend this absolute value to Fq(T ) in the following
way. For a

b ∈ Fq(T ), with b ̸= 0, we define |ab |∞ = qdeg(a)−deg(b). Just like for Q, we can define a
non-archimedean absolute value in Fq(T ) corresponding to a prime P ∈ Fq[T ]. We define ordP (x)
to be the unique integer such that we can write x in the from

x = P ordP (x) · a
b
,

with a, b ∈ Fq[T ] and P ∤ ab. If x = 0, we set ordP (x) = ∞. Then we can define

|x|P = q−ordP (x) deg(P ),

for x ∈ Fq(T ).

Now we denote MFq(T ) as the set of standard absolute values on Fq(T ), consisting of the ab-
solute value | . |∞ and the absolute value | . |P for every prime P. For a finite extension k ⊃ Fq(T )
we define Mk as the set of all absolute values on k whose restriction to Fq(T ) is one of the standard
absolute values on Fq(T ). For notation we will note | . |v for the absolute value corresponding to
v ∈ MFq(T ). Then we will see that Fq(T ) satisfies the product formula.

Lemma 4.13. Let x ∈ Fq(T ) be non-zero. Then we have,∏
v∈MFq(T )

|x|v = 1.

Proof. Since Fq[T ] is a unique factorization domain, we can write x = α
∏

S prime S
eS , where α ∈ F∗

q

and eS ∈ Z. Then we will rewrite the product over all standard absolute values as follows.∏
v∈MFq(T )

|x|v = |x|∞
∏

P prime

|x|P .

For |x|P we have that

|x|P = |α
∏

S prime

SeS |.

We have that |α|P = 1, for every prime P. Furthermore we have that |SeP |P = 1 if S ̸= P, and
|SeP |P = 1

qeS deg(P ) , if S = P. Therefore we obtain

∏
v∈MFq(T )

|x|v = |x|∞
∏
P |x

P prime

1

qeP deg(P )
= |x| 1

qA
,

where A =
∑
P |x

P prime

eP deg(P ). But here we have that A = deg(x). So we have that

∏
v∈MFq(T )

|x|v =
|x|∞
qdeg(x)

=
qdeg(x)

qdeg(x)
= 1.

This completes in showing that Fq(T ) satisfies the product formula.
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Now we will discuss the theory of heights on the projective space Pn(Fq(T )). Here, there is a
natural way to measure the size of a point Q ∈ Pn(Fq(T )). We can write the point Q in the form
Q = [x0 : · · · : xn], where x0, . . . , xn ∈ Fq[T ] such that gcd(x0, . . . , xn) = 1. Then we define the
height of the point Q as

H(Q) = max{|x0|, . . . , |xn|}.

Since we only have a finite amount of polynomials x ∈ Fq[T ] such that |x| ≤ B, for B ∈ R, we
have that

{Q ∈ Pn(Fq(T )) |H(Q) ≤ B},

is finite. Now we define for an absolute value v ∈ MFq(T ) and xxx = (x1, . . . , xn) ∈ Fq(T )
n, the

following
|xxx|v = max{|x1|v, . . . , |xn|v}.

Then we have that |xxx|v = 1 for all but finitely many v, and we define the height of xxx, by

Hn−1(xxx) =
∏

v∈MFq(T )

|xxx|v.

Let c ∈ Fq(T ), then we have by the product formula that

Hn−1(cxxx) =
∏

v∈ MFq(T )

|cxxx| =
∏

v∈MFq(T )

|xxx|v = Hn−1(xxx).

Thus we have that the function Hn−1 is a function on Pn−1(Fq(T )).

With this definition of a height function, we have that the height of a point in Fq(T ) is of the
form qM , for a M ∈ Z≥0. Let xxx ∈ Pn(Fq(T )), then we have that

Hn(xxx) =
∏

v∈MFq(T )

|xxx|v =
∏

v∈MFq(T )

max{|x0|v, . . . , |xn|v}.

We know that max{|x0|v, . . . , |xn|v} is of the form qMv , where

Mv =

{
deg(max{|x0|v, . . . , |xn|v}), if v = ∞,

−ordP (max{|x0|v, . . . , |xn|v}) deg(P ), if v = P, for a prime P.

We have that only a finite amount of Mv are non-zero. Therefore we get that Hn(xxx) = qM , where

M =
∑

v∈Fq(T )

Mv.
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5 Tauberian theorems for function fields

In this chapter we will first discuss the function field version of the Wiener-Ikehara Tauberian
theorem. Then we will discuss the Tauberian theorem for multi-variable Dirichlet series, which
will be defined in this chapter.

5.1 Function field version of the Wiener-Ikehara Tauberian theorem

Before we can state the Tauberian theorem, we start by defining the Dirichlet series associated to
a function.

Definition 5.1. Let f : Fq[T ] → C be a function. Then the Dirichlet series associated to f is
defined by

Df (s) :=
∑

h monic

f(h)

|h|s
.

Then for a function f : Fq[T ] → C we define F (n) as the sum of f(h) over all monic polynomials
h, of degree n. We can rewrite the associated Dirichlet series in terms of F (n) as follows:

Df (s) =
∑

h monic

f(h)

|h|s
=

∞∑
n=0

F (n)

qns
.

We notice that the function q−s is periodic with period 2πi
log(q) . This implies that the associated

Dirichlet series is periodic with the same period. This means that nothing is lost by confining our
attention to the region

B :=

{
s ∈ C | − π

log(q)
≤ Im(s) <

π

log(q)

}
.

Now we state the function field version of the Wiener-Ikehara Tauberian theorem [11, Theorem
17.1.].

Theorem 5.2. Let f : Fq[T ] → C be a function with its associated Dirichlet series Df (s). Suppose
that Df (s) converges absolutely for Re(s) > 1 and is holomorphic on {s ∈ B | Re(s) = 1} except
for a simple pole at s = 1 with residue α. Then, there is a real number δ < 1 such that

F (N) = α log(q)qN +O(qδN ).

Proof. We define Zf (u) as the function for which Zf (q
−s) = Df (s). Then we have

Zf (u) =

∞∑
N=0

F (N)uN .

Since we assumed Df (s) to be holomorphic on {s ∈ B | Re(s) = 1} except for a simple pole at
s = 1, we get that Zf (u) is holomorphic on the disk {u ∈ C | |u| ≤ q−1} with the exception of

a simple pole at u = q−1, where |u| =
√

Re(u)2 + Im(u)2 denotes the usual absolute value on C.
The residue of Zf (u) at u = q−1 is given by

lim
u→q−1

(u− q−1)Zf (u) = lim
s→1

q−s − q−1

s− 1
(s− 1)Df (s)

=

(
lim
s→1

q−s − q−1

s− 1

)(
lim
s→1

(s− 1)Df (s)
)

=

(
lim
s→1

−q−s log(q)

1

)
α

= − log(q)

q
α.
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Now we notice that since the circle {u ∈ C | |u| = q−1} is compact, we can take a δ < 1 such that
Zf (u) is holomorphic on the disk {u ∈ C | |u| ≤ q−δ} except for the simple pole at u = q−1. Let
C be the boundary of this disk oriented counterclockwise and let Cϵ be a small disk about the
origin of radius ϵ < q−1. We orient Cϵ clockwise, which is illustrated in Figure 1, and consider the
integral

1

2πi

∮
Cϵ+C

Zf (u)

uN+1
du.

Then by the Cauchy integral formula [8, Theorem VI.1.2.], this equals the sum of the residues of
Zf (u)u

−N−1 between the two circles. There is only one pole at u = q−1, and the residue is given
by

− log(q)

q
α
(
q−1
)−N−1

= − log(q)

q
αqN+1 = −α log(q)qN .

We define the function

h(u) =
Zf (u)

uN+1
.

Since Zf (u) is holomorphic on the circle {s ∈ C |s| ≤ ϵ}, and u−N−1, has a pole at u = 0, the
function h has a pole at u = 0. Then using the power series expansion of Zf (u) about u = 0, we
see

h(u) =
Zf (u)

uN+1
=

∞∑
K=0

F (K)uK−N−1,

gives the Laurent expansion at u = 0. Therefore we get that the residue of the pole at u = 0 equals
the coefficient of u−1 which equals F (N). Using the Cauchy integral formula, and using that Cϵ is
oriented clockwise, we get that

1

2πi

∮
Cϵ

Zf (u)

uN+1
du = −F (N).

Since we have that

1

2πi

∮
Cϵ+C

Zf (u)

uN+1
du =

1

2πi

∮
C

Zf (u)

uN+1
du+

1

2πi

∮
Cϵ

Zf (u)

uN+1
du,

we obtain with our results that

F (N) = α log(q)qN +
1

2πi

∮
C

Zf (u)

uN+1
du.

C

Cϵ
q−δϵ

Figure 1: The circles C and Cϵ
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We now look at the asymptotic behavior of

1

2πi

∮
C

Zf (u)

uN+1
du.

Let M be the maximum value of |Zf (u)| on the circle C. Then the integral

1

2πi

∮
C

Zf (u)

uN+1
du

is bounded by ∣∣∣∣ 1

2πi

∮
C

Zf (u)

uN+1
du

∣∣∣∣ ≤ 1

2π

∮
C

∣∣∣∣Zf (u)

uN+1

∣∣∣∣ du
≤ 1

2π

∮
C

M

|uN+1|
du

≤
∮
C

MqδNdu

= MqδN
∮
C

du

= 2πq−δMqδN

≤ MqδN .

This gives us that
F (N) = α log(q)qN +O(qδN ),

which completes our proof.

5.2 Tauberian theorem for multi-variable Dirichlet series

To state the Tauberian theorem for multi-variable Dirichlet series, we first need the notion of an
arithmetic function and its associated multi-variable Dirichlet series.

Definition 5.3. An arithmetic function is a function f : Nm → C. Its associated multi-variable
Dirichlet series is defined by

F (s1, . . . , sm) =

∞∑
d1=1

· · ·
∞∑

dm=1

f(d1, . . . , dm)

ds11 . . . dsmm
.

Before we state the Tauberian theorem for multi-variable Dirichlet series, we will give some nota-
tion. Let sss be the m-tuple given by sss = (s1, . . . , sm). Let Lm(C) be the space of linear forms from
Cm to C. Let {ej}mj=1 be a canonical basis of Cm and {e∗j}mj=1 be the dual basis of Lm(C). We

denote LRm(C) (respectively LR+
m(C)) as the set of linear forms of Lm(C) restricted to Rm (resp.

(R>0)
m). Let βj > 0 for j = 1, . . .m, then we denote B for the linear form in LR+

m(C) of the form
B =

∑m
j=1 βje

∗
j , and let βββ = (β1, . . . , βm) be its associated matrix. Then for aaa = (a1, . . . , am) ∈ Rm

we define the || .||1 norm as ||aaa|| =
∑m

j=1 |am|. Now we will state the Tauberian theorem for multi-
variable Dirichlet series [3, Theorem 1].

Theorem 5.4. Let f : Nm → R≥0 be an arithmetic function and F its associated multi-variable
Dirichlet series

F (s1, . . . , sm) =

∞∑
d1=1

· · ·
∞∑

dm=1

f(d1, . . . , dm)

ds11 . . . dsmm
.

Suppose that there exists aaa ∈ (R>0)
m such that F satisfies the following properties.

(P1) The series F (sss) is absolutely convergent for all sss = (s1, . . . , sm) such that Re(si) > ai for all
i = 1, . . . ,m.

20



(P2) There exist a family L = {ℓ(i)}ni=1 of non-zero linear forms in LR+
m(C), and a finite family

{h(i)}r∈R of linear forms in LR+
m(C) such that the function H : Cm → C defined by

H(sss) := F (sss+ aaa)

n∏
i=1

ℓ(i)(sss)

can be extended to a holomorphic function on the domain

D(δ1, δ3) :=
{
sss ∈ Cm | Re(ℓ(i)(sss)) > −δ1 for all i = 1, . . . , n,Re(h(r)(sss)) > −δ3 for all r ∈ R

}
.

Where δ1, δ3 ∈ R>0.

(P3) There exists δ2 > 0 such that for ϵ > 0 and ϵ′ > 0 we have that

|H(sss)| ≪
n∏

i=1

(| Im(ℓ(i)(sss))|+ 1)1−δ2 min{0,Re(ℓ(i)(sss))}(1 + || Im(sss)||1)ϵ

uniformly on the domain D(δ1 − ϵ′, δ3 − ϵ′).

Then there exists a polynomial Qβββ ∈ R[X] of degree at most n − rank({ℓ(i)}ni=1) and a real θ =
θ(L , {h(r)}r∈R, δ1, δ2, δ3, aaa,βββ) > 0, such that for X ≥ 1 we have

S(X, (β1, . . . , βm)) =
∑

1≤d1≤Xβ1

· · ·
∑

1≤dm≤Xβm

f(d1, . . . , dm)

= X⟨aaa,βββ⟩(Qβ(logX) +O(X−θ)),

where ⟨aaa,βββ⟩ = a1β1 + a2β2 + · · ·+ amβm defines the standard inner product.
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6 Counting points of bounded height

In this chapter we will discus the main results of this thesis. We look at some counting problems
which we solve by using the theory of zeta functions and the Tauberian theorems we described
before. In particular, we will discuss the size of the set

{
x ∈ Pn(Fq(T )) |Hn(x) = qM

}
, where Hn

is the height function on Pn(Fq(T )) and M ∈ Z≥0 is an non-negative integer. Then we will discuss
the size of this set with some extra constrains on the points in the projective space. Throughout
this chapter, to make the notation more clear, we will write |x|∞ as |x|, for x ∈ Fq(T ).

6.1 Counting points of bounded height over Fq(T )

We will now show how the size of
{
x ∈ Pn(Fq(T )) |Hn(x) = qM

}
behaves asymptotically as M

goes to infinity. Before we state the result we recall the Möbius function µ : Fq[T ] → {−1, 0, 1},
which is defined by

µ(k) =

{
(−1)#prime divisors of k if k is square-free,

0 if k is not square-free.

Then the Möbius function satisfies the following property [9, Lemma 2.2.2.],

Lemma 6.1. Let g ∈ Fq[T ]. We have that

∑
k∈Fq [T ]
monic
k|g

µ(k) =

{
1 if g = 1,

0 otherwise.

Proof. If g = 1, then the only monic divisor of g equals 1. This implies that∑
k∈Fq [T ]
monic
k|g

µ(k) =
∑

k∈Fq [T ]
monic
k|1

µ(k) = µ(1) = 1.

Now assume that g ̸= 1, since Fq[T ] is an unique factorization domain, we can write

g = aP e1
1 . . . P es

s ,

where a ∈ Fq, non-zero, Pi ∈ Fq[T ] are monic irreducible polynomials and ei ∈ Z≥1, for all
1 ≤ i ≤ s. We see that all possible monic divisors of g are given by the set

{P l1
1 . . . P ls

s ∈ Fq[T ] | 0 ≤ li ≤ ei, for all 1 ≤ i ≤ s}.

Since we apply the Möbius function to these monic divisors, we only have to account for the divisors
which are square-free, since the Möbius function maps a non square-free divisor to zero. Therefore
we get

∑
k∈Fq [T ]
monic
k|g

µ(k) = µ(1) +

s∑
i=1

µ(Pi) +
∑

1≤i,j≤s
i ̸=j

µ(PiPj) + · · ·+ µ(P1 . . . Ps)

We can compute this using the definition of the Möbius function as∑
k∈Fq [T ]
monic
k|g

µ(k) = 1 +

(
s

1

)
(−1) +

(
s

2

)
(1) + · · ·+

(
s

s

)
(−1)s

=

(
s

0

)
1s(−1)0 +

(
s

1

)
(1s−1)(−1)1 + · · ·+

(
s

s

)
(10)(−1)s.
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Then by the binomial theorem this equals∑
k∈Fq [T ]
monic
k|g

µ(k) = (1 + (−1))s = 0s = 0.

This concludes the proof.

This sum gives us an indicator function for when g = 1. The Möbius function also satisfies the
following property [9, Lemma 2.2.3.],

Lemma 6.2. We have ∑
k∈Fq [T ]
monic
|k|=qj

µ(k) =


1, if j = 0,

−q, if j = 1,

0, if j > 1.

Now we state the result which gives us the size of
{
x ∈ Pn(Fq(T )) |Hn(x) = qM

}
.

Theorem 6.3. There exists a 0 < δ < 1 such that

#
{
x ∈ Pn(Fq(T )) |Hn(x) = qN

}
= SFq(T )(n+ 1, 1)qN(n+1) +O

(
qN(δ+n)

)
,

where SFq(T )(n+ 1, 1) = (qn+1−1)(1−q−n)
q−1 .

Proof. We define the zeta function

Zn(s) =
∑

x∈Pn(Fq(T ))

1

Hn(x)s
.

Then we will rewrite this function by taking the sum over all possible values of Hn, we have already
seen that Hn(x) is of the form qN , where N ∈ Z≥0. Therefore we can sum over all N, instead of
summing over all points in Pn(Fq(T )), to obtain

Zn(s) =
∑
N≥0

1

qNs
#
{
x ∈ Pn(Fq(T )) |Hn(x) = qN

}
.

We know that a point x ∈ Pn(Fq(T )) can be written in the form x = [a0/b0 : . . . : an/bn], where
a0, b0, . . . , an, bn ∈ Fq(T ) and bi ̸= 0 for all 0 ≤ i ≤ n. Since x is a point in the projective space of
Pn(Fq(T )), we can multiply every coordinate by b0 . . . bn to rewrite x in the form

x = [a0b0 . . . bn : · · · : anb0 . . . bn].

We note that every coordinate is an element in Fq[T ]. If we divide every coordinate by

gcd(a0b0 . . . bn, . . . , anb0 . . . bn),

we can write x as [x0 : · · · : xn] where x1, . . . , xn ∈ Fq[T ] and gcd(x1, . . . , xn) = 1. This gives us
that

#
{
x ∈ Pn(Fq(T )) |Hn(x) = qN

}
=

1

q − 1
#

{
x = (x0, . . . , xn) ∈ Fq[T ]

n+1\{⃗0} | gcd(x0, . . . , xn) = 1, max
0≤i≤n

|xi| = qN
}
,

where the 1
q−1 , comes from the fact that Fq has q− 1 non-zero elements. Therefore we can rewrite

the zeta function as

Zn(s) =
1

q − 1

∑
N≥0

1

qNs
#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1\{⃗0} | gcd(x0, . . . , xn) = 1, max
0≤i≤n

|xi| = qN
}
.
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Since we have that the greatest common divisor of the coordinates should be equal to one, we can
use the indicator function from Lemma 6.1 to rewrite the zeta function as

Zn(s) =
1

q − 1

∑
N≥0

1

qNs

∑
(x0,...,xn)∈Fq [T ]n+1

max0≤i≤n |xi|=qN

∑
k∈Fq [T ]
monic

k|gcd(x0,...,xn)

µ(k).

Now we notice that if k | gcd(x0, . . . , xn) if and only if k | xi for all 0 ≤ i ≤ n. Let yi := xi/k ∈
Fq[T ], Then we have that xi = kyi for all 0 ≤ i ≤ n. So by a change of variables we get that

Zn(s) =
1

q − 1

∑
N≥0

1

qNs

∑
k∈Fq [T ]
monic
k ̸=0

∑
(y0,...,yn)∈Fq [T ]n+1

max0≤i≤n |kyi|=qN

µ(k).

Now we notice that max0≤i≤n |kyi| = qN is equivalent to max0≤i≤n |yi| = qN/|k|. Therefore if we
sum over all possible values of |k| = qdeg k we arrive at

Zn(s) =
1

q − 1

∑
j≥0

∑
k∈Fq [T ]
k monic
|k|=qj

µ(k)
∑
N≥0

1

qNs
#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1\{⃗0} | max
0≤i≤n

|xi| = qN−j

}
.

IfN = 0, then j must be zero, sinceN−j ≥ 0. For x ∈ Fq[T ]
n+1, such that |x| = max0≤1≤n |xi| = 1,

we have that |xi| = 1 for all 0 ≤ i ≤ 1. This gives us that deg(xi) = 0, which means that xi is
constant for all 0 ≤ i ≤ n. Thus we get that

#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1\{⃗0} | max
0≤i≤n

|xi| = 1

}
= qn+1 − 1.

If N ≥ 1, then we have qN−j monic polynomials of degree N − j if N ≥ j. This gives that

#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1\{⃗0} | max
0≤i≤n

|xi| ≤ qN−j , xi monic, for all 0 ≤ i ≤ n

}
= q(N−j)(n+1).

But since we do not require for xi to be monic for 0 ≤ i ≤ n, we must determine the number of
possible leading coefficients, not all zero, of these n+ 1 polynomials. But this is precisely the case
when N = j = 0, therefore we obtain

#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1\{⃗0} | max
0≤i≤n

|xi| = qN−j

}
= q(N−j)(n+1)(qn+1 − 1).

From Lemma 6.2, we recall that

∑
k∈Fq [T ]
monic
|k|=qj

µ(k) =


1, if j = 0,

−q, if j = 1,

0, if j > 1.

Since Zn(s) is a sum over j ≥ 0, we can compute it by first taking j = 0, and then the sum over
j ≥ 1. For j = 0, we get that

1

q − 1

∑
k∈Fq [T ]
k monic
|k|=qj

µ(k)
∑
N≥0

1

qNs
#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1\{⃗0} | max
0≤i≤n

|xi| = qN−j

}
=

1

q − 1

qn+1 − 1 +
∑
N≥1

qN(n+1)(qn+1 − 1)

qNs

 .
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If j = 1, we get that

1

q − 1

∑
k∈Fq [T ]
k monic
|k|=qj

µ(k)
∑
N≥0

1

qNs
#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1\{⃗0} | max
0≤i≤n

|xi| = qN−j

}
=

1

q − 1

−q

∑
N≥0

q(N−1)(n+1)(qn+1 − 1)

qNs

 .

Now we see that

1

q − 1

−q

∑
N≥0

q(N−1)(n+1)(qn+1 − 1)

qNs

 = − 1

q − 1

∑
N≥0

q(N−1)(n+1)+1(qn+1 − 1)

qNs


= − 1

q − 1

∑
N≥1

q(N−1)(n+1)+1(qn+1 − 1)

qNs

 .

Finally if j > 1, then we get by Lemma 6.2 that

1

q − 1

∑
k∈Fq [T ]
k monic
|k|=qj

µ(k)
∑
N≥0

1

qNs
#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1\{⃗0} | max
0≤i≤n

|xi| = qN−j

}
= 0.

If we combine these results we arrive at

Zn(s) =
1

q − 1

qn+1 − 1 +
∑
N≥1

qN(n+1)(qn+1 − 1)

qNs

− 1

q − 1

∑
N≥1

q(N−1)(n+1)+1(qn+1 − 1)

qNs


=

qn+1 − 1

q − 1
+

qn+1 − 1

q − 1

∑
N≥1

qN(n+1) − q(N−1)(n+1)+1

qNs

=
qn+1 − 1

q − 1
· 1− q1−s

1− qn+1−s
.

Therefore we can see that Zn(s) has a simple pole at s = n + 1, where the residue of this pole is
given by,

lim
s→n+1

(s− n− 1)Zn(s) = lim
s→n+1

(s− n− 1)

(
qn+1 − 1

q − 1
· 1− q1−s

1− qn+1−s

)
=

qn+1 − 1

q − 1
lim

s→n+1

(
(s− n− 1)(1− q1−s)

1− qn+1−s

)
.

Using L’Hôpital’s rule [2], we can compute this limit as follows

lim
s→n+1

(s− n− 1)Zn(s) =
qn+1 − 1

q − 1
lim

s→n+1

1− q1−s + (s− n− 1)q1−s log(q)

qn+1−s log(q)

=
(qn+1 − 1)(1− q−n)

(q − 1) log(q)

=
SFq(T )(n+ 1, 1)

log(q)
.

Now we want to apply the function field version of the Wiener-Ikehara Tauberian theorem, Theorem
5.2. But Zn(s) has a pole at s = n+ 1 so we cannot apply the theorem directly. If we substitute
s by s+ n we get

Zn(s+ n) =
qn+1 − 1

q − 1
· 1− q1−n−s

1− q1−s
,
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which has a simple pole at s = 1 with the same residue. Since we have that

Zn(s) =
∑
N≥0

1

qNs
#
{
x ∈ Pn(Fq(T )) |Hn(x) = qN

}
,

we get that

Zn(s+ n) =
∑
N≥0

1

qN(s+n)
#
{
x ∈ Pn(Fq(T )) |Hn(x) = qN

}
.

If we define F : Z≥0 → Z≥0 by

F (N) = #
{
x ∈ Pn(Fq(T )) |Hn(x) = qN

}
q−nN ,

we can use theorem 5.2 to conclude that there exists a δ < 1, such that

F (N) =
SFq(T )(n+ 1, 1)

log(q)
log(q)qN +O(qδN ).

This gives us that

#
{
x ∈ Pn(Fq(T )) |Hn(x) = qN

}
= SFq(T )(n+ 1, 1)qN(n+1) + qnNO(qδN ).

So we get the following result

#
{
x ∈ Pn(Fq(T )) |Hn(x) = qN

}
= SFq(T )(n+ 1, 1)qN(n+1) +O

(
qN(δ+n)

)
.

Which completes our proof.

6.2 Points of bounded height where all coordinates are the same power

We want to generalize our previous result to the situation where all coordinates are the same given
power. Let l ∈ Z>0, we say that x = [x0 : · · · : xn] ∈ Pn(Fq(T )) is a l-th power if we can write
x = [x′

0 : · · · : x′
n] such than x′

0, . . . , x
′
n ∈ Fq[T ] and gcd(x′

0, . . . , x
′
n) = 1 and we have that for every

x′
i there exist a yi ∈ Fq(T ) such that yli = x′

i for all 0 ≤ i ≤ n. Note that we can write every point
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) such that there exists x′

0, . . . , x
′
n ∈ Fq[T ] with gcd(x′

0, . . . , x
′
n) = 1,

and x = [x′
0 : · · · : x′

n]. So the extra property that we require our point to have is that all coordi-
nates are l-th powers.

Then we are interested in the points of bounded height, where every point is a l-th power. In
particular we want to find #

{
x ∈ Pn(Fq(T )) |Hn(x) = qM , x is a l-th power

}
. Then we get the

following result

Theorem 6.4. There exists a 0 < δ < 1 such that

#
{
x ∈ Pn(Fq(T )) |Hn(x) = qM , x is a l-th power

}
= SFq(T )(n+ 1, 1)qN(n+1)/l +O(qN(δ+n/l)).

Proof. We define the following zeta function

ζg(s) =
∑

x∈Pn(Fq(T ))

g(x)

Hn(x)s
,

where we take g : Pn(Fq(T )) → {0, 1} by

g(x) =

{
1 if x is a l-th power,

0 otherwise

as an indicator function of the property that x is a l-th power. Then we can rewrite this function
by taking the sum over all possible values of Hn. We have seen that Hn(x) is of the form qN , with
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N ∈ Z≥0. If we take x to be a l-th power, we have that Hn(x) has to be of the form qlN . Thus we
can take the sum over all possible N, to obtain

ζg(s) =
∑
N≥0

1

qNs
#{x ∈ Pn(Fq(T )) |Hn(x) = qN , x is a l-th power}

=
∑
N≥0

1

qlNs
#{x ∈ Pn(Fq(T )) |Hn(x) = qlN , x is a l-th power}.

With the same steps as in the proof of 6.3 we have that

#
{
x ∈ Pn(Fq(T )) |Hn(x) = qlN , x is a l-th power

}
=

1

q − 1
#
{
x = (x0, . . . , xn) ∈ Fq[T ]

n+1\{⃗0}
∣∣∣ gcd(x0,...,xn)=1,max0≤i≤n |xi|=qlN ,

xi is a l-th power for all 0≤i≤n

}
.

Therefore we can rewrite the zeta function as

ζg(s) =
1

q − 1

∑
N≥0

1

qlNs
#
{
x = (x0, . . . , xn) ∈ Fq[T ]

n+1\{⃗0}
∣∣∣ gcd(x0,...,xn)=1,max0≤i≤n |xi|=qlN ,

xi is a l-th power for all 0≤i≤n

}
.

Using the Möbius function we can rewrite the zeta function as

ζg(s) =
1

q − 1

∑
N≥0

1

qlNs

∑
(x0,...,xn)∈Fq [T ]n+1

max0≤i≤n |xi|=qlN

xi is a l-th power for all 0 ≤ i ≤ n

∑
k∈Fq [T ]
monic

k|gcd(x0,...,xn)

µ(k).

We know that k | gcd(x0, . . . , xn) if and only if k | xi, for all 0 ≤ i ≤ n. Therefore for every
0 ≤ i ≤ n we can find a yi ∈ Fq[T ] such that xi = kyi. Furthermore we have that xi is a l-th
power for every 0 ≤ i ≤ n, so we can find zi ∈ Fq[T ] such that zli = xi. If we combine this we
get that zli = kyi for all 0 ≤ i ≤ n. If µ(k) ̸= 0, then k is square free, and we have that k | zli
for all 0 ≤ i ≤ n. Therefore we can conclude that k | zi, for every 0 ≤ i ≤ n. Thus we can find a
wi ∈ Fq[T ] such that zi = kwi for every 0 ≤ i ≤ n. Therefore we are counting the points that are
given by (w0, . . . , wn) ∈ Fq[T ] such that max0≤i≤n |wl

ik
l| ≤ qlN . Thus we are in fact counting the

points that are given by (w0, . . . , wn) ∈ Fq[T ] such that max0≤i≤n |wik| ≤ qN . So if we now sum
over all possible values of the degree of k, we get

ζg(s) =
1

q − 1

∑
j≥0

∑
k∈Fq [T ]
k monic
|k|=qj

µ(k)
∑
N≥0

1

qlNs
#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1\{0} | max
0≤i≤n

|xi| = qN−j

}
= Zn(ls).

This has a simple pole at s = n+1
l . Therefore we substitute s by s+n

l and we get

ζg(
s+ n

l
) = Zn(s+ n) =

qn+1 − 1

q − 1
· 1− q1−s+n

1− q1−s
.

Which has a pole at s = 1, with residue
SFq(T )(n+1,1)

log q . We recall that we have

ζg(s) =
∑
N≥0

1

qlNs
#{x ∈ Pn(Fq(T )) |Hn(x) = qlN , x is a l-th power},

therefore we have that

ζg(
s+ n

l
) =

∑
N≥0

1

qlN( s+n
l )

#{x ∈ Pn(Fq(T )) |Hn(x) = qlN , x is a l-th power}.

If we now define G : Z≥0 → Z≥0 by

G(N) = #{x ∈ Pn(Fq(T )) |Hn(x) = qN , x is a l-th power}q−nN/l.
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Then we can apply theorem 5.2 and conclude that there exists a δ < 1 such that

G(N) =
SFq(T )(n+ 1, 1)

log(q)
log(q)qN/l +O(qδN ).

This gives us that

#
{
x ∈ Pn(Fq(T )) |Hn(x) = qM , x is a l-th power

}
= SFq(T )(n+ 1, 1)qN(n+1)/l + qnN/lO(qδN ).

Therefore we get that

#
{
x ∈ Pn(Fq(T )) |Hn(x) = qM , x is a l-th power

}
= SFq(T )(n+ 1, 1)qN(n+1)/l +O(qN(δ+n/l)).

Which concludes our proof
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7 Points of bounded height where the first coordinate is a
square

Now that we have seen the generalized result where every coordinate is the same power, we want
to generalize even further, by taking an arbitrary power for every coordinate. First we will look at
the size of the set

{
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) |Hn(x) = qM , x0 is a square

}
. To heuristically

determine the size of this set we will use Theorem 5.4.

7.1 The three properties of the Tauberian theorem for multi-variable
Dirichlet series

We look at the following sum:

F (s0, . . . , sn) =
∑

x0,...xn∈Fq [T ]
gcd(x0,...,xn)=1

x0 square

1

|x0|s0 . . . |xn|sn
.

Then our main goal is to apply Theorem 5.4 to this sum. The first thing that we notice is that
this function is not of the same form as stated in the theorem. Therefore we need to rewrite the
function.

Lemma 7.1. We define

G(d0, . . . , dn) =

#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1

∣∣∣∣ x0 square
gcd(x0,...,xn)=1

|xi|=qvi

}
, if di = qvi for all i = 0, . . . , n,

0, otherwise.

Then we have

F (s0, . . . sn) =

∞∑
d0=1

· · ·
∞∑

dn=1

G(d0, . . . , dn)

ds00 . . . dsnn
.

Proof. For all i = 0, . . . , n we have that |xi| = qdeg xi . This gives us that

F (s0, . . . , sn) =
∑

x0,...xn∈Fq [T ]
gcd(x0,...,xn)=1

x0 square

1

qs0 deg x0 . . . qsn deg xn
.

So instead of summing over all polynomials x0, . . . , xn ∈ Fq[T ], we sum over all possible values of
qs0 deg x0 , . . . , qsn deg xn . So if we take di = qdeg xi , for all i = 0, . . . , n, and take the sum over all di’s
we get that

F (s0, . . . sn) =

∞∑
d0=1

· · ·
∞∑

dn=1

G(d0, . . . , dn)

ds00 . . . dsnn
.

Which gives our wanted result.

Now we see that the function F is in the form of Theorem 5.4. Now we want to show that the
function F satisfies the properties of the Theorem. To better understand this function, we will
write it as a product over the primes in Fq[T ]. Then we will see that this helps us in understanding
the convergence of the sum, which is needed in the first property of Theorem 5.4.

Lemma 7.2. We define f : Fq[T ]
n+1 → {0, 1} as

f(x0, . . . , xn) =

{
1, if gcd(x0, . . . , xn) = 1, and x0 is a square,

0, otherwise.

Suppose that F (s0, . . . , sn) converges absolutely on some set T ⊆ C, then we have that

F (s0, . . . , sn) =
∏

P prime

∑
v0,...vn∈Z≥0

f(P v0 , . . . , P vn)

|P |s0v0+···+snvn
,

for (s0, . . . , sn) ∈ T.
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Proof. First we notice that

F (s0, . . . , sn) =
∑

x0,...,xn∈Fq [T ]

f(x0, . . . , xn)

|x0|s0 . . . |xn|sn
.

Since Fq[T ] is a unique factorization domain we can factor the polynomials xi in terms of primes
or every 0 ≤ i ≤ n. Therefore we have that xi =

∏
P prime P ei,P , for every 0 ≤ i ≤ n. Thus instead

of taking the sum over all x0, . . . , xn ∈ Fq[T ], we can take the product over all primes P and all
possible values of ei,p ∈ Z≥0. Therefore we get that

F (s0, . . . , sn) =
∏

P prime

∑
v0,...,vn∈Z≥0

f(P v0 , . . . , P vn)

|P |s0v0 . . . |P |snvn
=

∏
P prime

∑
v0,...vn∈Z≥0

f(P v0 , . . . , P vn)

|P |s0v0+···+snvn
.

Before we look at which values of sss = (s0, . . . , sn) the function F is absolutely convergent we need
a strong classical result [13, Theorem 1].

Lemma 7.3. Let {an}n∈Z≥1
be a sequence of complex numbers. Then the infinite product given

by
∏∞

n=1(1 + an) converges absolutely if and only if
∑∞

n=1 |an| < ∞.

We can now use this lemma to prove the following result about the absolute convergence of F.

Lemma 7.4. The function F (s0, . . . , sn) is absolutely convergent for Re(s0) >
1
2 and Re(si) > 1

for i = 1, . . . , n.

Proof. We have shown in Lemma 7.2 that

F (s0, . . . , sn) =
∏

P prime

∑
v0,...vn∈Z≥0

f(P v0 , . . . , P vn)

|P |s0v0+···+snvn
.

Then for every prime P, if we can take v0 = v1 = · · · = vn = 0, we get f(Pv0 ,...,Pvn )
|P |s0v0+···+snvn = 1. Thus we

have a product of the form
∏

P prime(1 + aP ). But since the set of all primes in Fq[T ] is countable,
we can apply Lemma 7.3, to conclude that F (s0, . . . , sn) is absolutely convergent if and only if∑

P prime

∑
(v0,...,vn )̸=(0,...,0)

f(P v0 , . . . , P vn)

|P |s0v0+···+snvn

is absolutely convergent. Then we rewrite this sum as

∑
P prime

(( ∞∑
v0=0

· · ·
∞∑

vn=0

f(P v0 , . . . , P vn)

|P |s0v0+···+snvn

)
− 1

)
.

Here we subtract one for the case when v0 = · · · = vn = 0. We have

|P |s0v0+···+snvn = |P |s0v0 . . . |P |snvn ,

so we get that the sum equals

∑
P prime

(( ∞∑
v0=0

· · ·
∞∑

vn=0

f(P v0 , . . . , P vn)

|P |s0v0 . . . |P |snvn

)
− 1

)
.

Now we see that f(P v0 , . . . , P vn) = 1, if v0 is even, and 0 otherwise. Therefore we can rewrite the
sum as ∑

P prime

(( ∞∑
v0=0

· · ·
∞∑

vn=0

1

|P |2s0v0 . . . |P |snvn

)
− 1

)
.
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Since every power of |P | of the form |P |sivi , is only dependent on vi, for every i = 0, . . . n, and
independent of vj , for j ̸= i, we get that the sum is equal to

∑
P prime

(( ∞∑
v0=0

1

|P |2v0s0

∞∑
v1=0

1

|P |v1s1
· · ·

∞∑
vn=0

1

|P |vnsn

)
− 1

)
.

If we now look at the sum
∞∑

v0=0

1

|P |2v0s0
=

∞∑
v0=0

1

(|P |2s0)v0
,

we may recognize it as a geometric series. Therefore we have for Re(2s0) > 1 that

∞∑
v0=0

1

(|P |2s0)v0
=

(
1− 1

|P |2s0

)−1

.

Notice that Re(2s0) > 1 if and only if Re(s0) > 1/2. Let i ∈ {1, . . . , n}, then we look at the sum

∞∑
vi=0

1

|P |visi
=

∞∑
vi=0

1

(|P |si)vi
,

which is again a geometric series. Therefore we get that for Re(si) > 1, that the sum equals

∞∑
vi=0

1

(|P |si)vi
=

(
1− 1

|P |si

)−1

.

If we combine these results we obtain

∑
P prime

(( ∞∑
v0=0

1

|P |2v0s0

∞∑
v1=0

1

|P |v1s1
· · ·

∞∑
vn=0

1

|P |vnsn

)
− 1

)
=

∑
P prime

((
1− 1

|P |2s0

)−1(
1− 1

|P |s1

)−1

. . .

(
1− 1

|P |sn

)−1

− 1

)
.

Now we apply Lemma 7.3 we see that this sum converges absolutely if and only if

F (s0, . . . , sn) =
∏

P prime

((
1− 1

|P |2s0

)−1(
1− 1

|P |s1

)−1

. . .

(
1− 1

|P |sn

)−1
)

(3)

converges absolutely. If we recall from equation (1) that

ζA(s) =
∏

P prime

(
1− 1

|P |s

)−1

,

then we get that

∏
P prime

((
1− 1

|P |2s0

)−1(
1− 1

|P |s1

)−1

. . .

(
1− 1

|P |sn

)−1
)

= ζA(2s0)ζA(s1) . . . ζA(sn).

We know that ζA(s) is a meromorphic function on C with simple poles at the points{
z ∈ C | Re(z) = 1, Im(z) =

2πm

log(q)
for m ∈ Z

}
.

Therefore we have that
ζA(2s0)ζA(s1) . . . ζA(sn)

is absolutely convergent on for Re(s0) > 1
2 and Re(si) > 1 for i = 1, . . . , n. This implies that

F (s0, . . . , sn) is absolutely convergent for Re(s0) >
1
2 and Re(si) > 1 for i = 1, . . . , n.
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Now that we have seen that the sum

F (s0, . . . , sn) =
∑

x0,...xn∈Fq [T ]
gcd(x0,...,xn)=1

x0 square

1

|x0|s0 . . . |xn|sn

is convergent for Re(s0) > 1/2 and Re(si) > 1 for i = 1, . . . , n, we define aaa = (a0, a1, . . . , an) =
(1/2, 1, . . . , 1). This means that the series F satisfies the first property of Theorem 5.4.

Now we look at the second property of the theorem. We define the following function

H(s0, . . . , sn) = F (s0 + 1/2, s1 + 1, . . . , sn + 1)

n∏
i=0

si.

We will now show that the function H is holomorphic on{
(s0, . . . , sn) ∈ Cn+1 | Re(si) ≥ 0,− π

log(q)
≤ Im(si) ≤

π

log(q)
for all i = 0, . . . , n

}
.

This will imply that there exists a δ1 > 0 such that H(s0, . . . , sn) is holomorphic on the domain{
sss ∈ Cn+1 | Re(si) > −δ1,−

π

log(q)
≤ Im(si) ≤

π

log(q)
, for all i = 0, . . . , n

}
.

Now we state the following result,

Lemma 7.5. The function H(s0, . . . , sn) can be extended to a holomorphic function on{
(s0, . . . , sn) ∈ Cn+1 | Re(si) ≥ 0,− π

log(q)
≤ Im(si) ≤

π

log(q)
, for all i = 0, . . . , n

}
.

Proof. From Lemma 7.2 we have that

F (s0, . . . , sn) =
∏

P prime

 ∑
v0,...vn∈Z≥0

f(P v0 , . . . , P vn)

|P |s0v0+···+snvn

 .

This means that we have that

F (s0 + 1/2, s1 + 1 . . . , sn + 1) =
∏

P prime

 ∑
v0,...vn∈Z≥0

f(P v0 , . . . , P vn)

|P |(s0+1/2)v0+···+(sn+1)vn

 .

Then by equation (3) we get that

F (s0 + 1/2, . . . , sn + 1) = ζA(2s0 + 1)

n∏
i=1

ζA(si + 1).

We have that ζA(2s0+1) is meromorphic function on C with simple poles at Re(s0) = 0, Im(s0) =
2πm
log(q) , with m ∈ Z. For 1 ≤ i ≤ n, we have that ζA(si + 1) is meromorphic function on C with

simple poles at Re(si) = 0, Im(si) =
2πm
log(q) , with m ∈ Z. Therefore we have that F can be extended

to a meromorphic function on Cn+1, except for simple poles at Re(s0) = 0 or . . . or Re(sn) = 0.

By definition we have that

H(s0, . . . , sn) = F (s0 + 1/2, s1 + 1, . . . , sn + 1)

n∏
i=0

si.
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Here we can easily see that the product
n∏

i=0

si

has simple zeros at si = 0, for i = 0, . . . , n. This means that this product multiplied with F (s0 +
1/2, . . . .sn + 1), can be extended to a holomorphic function at{

(s0, . . . , sn) ∈ Cn+1 | Re(si) ≥ 0,− π

log(q)
≤ Im(si) ≤

π

log(q)
, for all i = 0, . . . , n

}
.

Which concludes our proof.

In this proof, we notice that we don’t need a family of linear forms {h(r)}r∈R, which is used in the
second property of Theorem 5.4. This means that we can choose an arbitrary δ3.

Now that we looked at the the second property of Theorem 5.4, we will look at the third property
of the theorem. This property looks for an upper bound for the series H. Here we can use the
result from Corollary 3.7 to show that H, has an upper bound which is in the right shape.

Lemma 7.6. Let H be defined as before, and δ1 as in the proof of Lemma 7.5. Then, for ϵ̃ > 0
and ϵ′ > 0 sufficiently small, we have,

H(s0, . . . , sn) ≪
n∏

i=1

(| Im(si) + 1|)1−min{Re(si),0} (1 + || Im(s0, . . . , sn)||ϵ̃1),

on the domain D(δ1 − ϵ′, δ3 − ϵ′).

Proof. First we rewrite H(s0, . . . , sn) as follows,

H(s0, . . . , sn) = L(s0, . . . , sn)ζ(2s0 + 1)

n∏
i=1

ζ(si + 1)

n∏
i=0

si,

where we define

L(s0, . . . , sn) := F (s0 + 1/2, . . . , sn + 1)ζ(2s0 + 1)−1
n∏

i=1

(
ζ(si + 1)−1

)
.

Here ζ denotes the Riemann-zeta function. Then we first look at |L(s)|, then we have seen in the
proof of Lemma 7.5, that

F (s0 + 1/2, . . . , sn + 1) = ζA(2s0 + 1)

n∏
i=1

ζA(si + 1),

for Re(s0), . . . ,Re(sn) > 0. This gives us that the function F (s0+1/2, . . . , sn+1) is analytic when
Re(s0), . . . ,Re(sn) > 0. Furthermore we have that ζ(s)−1 is analytic when Re(s) > 1. Therefore
we get that the function L(s0, . . . , sn) is analytic on Re(s0), . . . ,Re(sn) > 0. This means that for a
bounded domain in D(δ1−ϵ′, δ3−ϵ′) we can find a constant in C ∈ R such that |L(s0, . . . , sn)| ≤ C,
for (s0, . . . , sn) ∈ D(δ1 − ϵ′, δ3 − ϵ′).

Now we will look at

ζ(2s0 + 1)

n∏
i=1

ζ(si + 1)

n∏
i=0

si.

If we take the absolute value we get

|ζ(2s0 + 1)

n∏
i=1

ζ(si + 1)

n∏
i=0

si) = |s0||ζ(2s0 + 1)|
n∏

i=1

|si||ζ(si + 1)|.
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Then we will first find an upper bound for |s0||ζ(2s0 + 1)|. We get,

|s0||ζ(2s0 + 1)| = 1

2
|2s0||ζ(20 + 1)|.

Then we apply Corollary 3.7 to obtain that |s0||ζ(2s0 + 1)| ≪ 1
2 (| Im(2s0)|+ 1)1−min{Re(2s0),0}+ϵ0 ,

where ϵ0 is sufficiently small. Since min{Re(2s0), 0} ≤ min{Re(s0), 0} we get that

1

2
(| Im(2s0)|+ 1)1−min{Re(2s0),0}+ϵ0 ≤ 1

2
(| Im(2s0)|+ 1)1−min{Re(s0),0}+ϵ0 .

Furthermore we have that 1
2 (| Im(2s0)|+1)1−min{Re(s0),0}+ϵ0 ≤ (| Im(s0)|+1)1−min{Re(s0),0}+ϵ0 . So

we can conclude that |s0||ζ(2s0 + 1)| ≪ (| Im(s0)|+ 1)1−min{Re(s0),0}+ϵ0 .

If we take i ∈ {1, . . . , n} then we apply Corollary 3.7 to obtain

|si||ζ(si + 1)| ≤≪ (| Im(si)|+ 1)1−min{Re(si),0}+ϵi .

Then everything combined gives us that

H(s0, . . . , sn) ≪
n∏

i=0

(| Im(si)|+ 1)1−min{Re(si),0}+ϵi .

Now we take ϵ = maxi∈{0,...,n} ϵi, then we obtain

H(s0, . . . , sn) ≪
n∏

i=0

(| Im(si)|+ 1)1−min{Re(si),0}+ϵ.

We can further rewrite this as

n∏
i=0

(| Im(si)|+ 1)1−min{Re(si),0}(| Im(si)|+ 1)ϵ.

WWe find the following upper bound for
∏n

i=0(| Im(si)|+ 1)ϵ by,

n∏
i=0

(| Im(si)|+ 1)ϵ ≤
n∏

i=0

(
max

i=0,...,n
{| Im(si)|+ 1}

)ϵ

.

If we define M := maxi=0,...,n{| Im(si)|}, we get

n∏
i=0

(
max

i=0,...,n
{| Im(si)|+ 1}

)ϵ

= (M + 1)(n+1)ϵ.

Using the binomial theorem we obtain,

(M + 1)(n+1)ϵ =

(
1 + (n+ 1)M +

(
n+ 1

2

)
M2 + · · ·+Mn+1

)ϵ

≤ (1 + C ′Mn+1)ϵ,

where C ′ is a constant independent of M. Now we can further estimate this from above as follows,

(1 + C ′Mn+1)ϵ ≤ (2max{1, C ′Mn+1})ϵ

= 2ϵ max{1, C ′Mn+1}ϵ

If we take ϵ̃ := (n+ 1)ϵ and take C = 2ϵ max{1, (C ′)ϵ}, we get

(1 + C ′Mn+1)ϵ ≤ 2ϵ max{1, C ′Mn+1}ϵ

≤ 2ϵ(1 + (C ′)ϵM ϵ̃)

≤ 2ϵ max{1, (C ′)ϵ}(1 +M ϵ̃)

= C(1 +M ϵ̃).
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Since C ′ was independent of M we have that C is independent of M. We get,

C(1 +M ϵ̃) = C(1 + max
i=0,...,n

{| Im(si)|}ϵ̃)

≤ C

1 +

(
n∑

i=0

| Im(si)|

)ϵ̃


= C(1 + || Im(s0, . . . , sn)||ϵ̃1).

We can finish our proof by concluding that for ϵ̃ > 0 and ϵ′ > 0 sufficiently small, we have,

H(s0, . . . , sn) ≪
n∏

i=1

(| Im(si) + 1|)1−min{Re(si),0} (1 + || Im(s0, . . . , sn)||ϵ̃1),

on the domain D(δ1 − ϵ′, δ3 − ϵ′).

7.2 Determining the size of the set of points of bounded height where
the first coordinate is a square

We have now seen that the series F satisfies almost all of the properties needed for the usage of
Theorem 5.4. We will state a conjecture which uses the theorem heuristically. Recall by Lemma
7.1 that we have

F (s0, . . . sn) =

∞∑
d0=1

· · ·
∞∑

dn=1

G(d0, . . . , dn)

ds00 . . . dsnn
,

where we defined

G(d0, . . . , dn) =

#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1 |
x0 square

gcd(x0,...,xn)=1
|xi|=qvi

}
, if di = qvi for all i = 0, . . . , n,

0, otherwise.

With this notation we can finally state the result that follows from the theorem.

Conjecture 7.7. There exists a constant θ > 0 and a constant V ∈ R such that,

#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1
∣∣∣ |xi|≤qN , for all i=0,...,n

gcd(x0,...,xn)=1
x0 is a square

}
= qN(1/2+n)(V +O(q−θN )),

Heuristic Proof. In the lemmas above, in particular Lemma 7.4, Lemma 7.5 and Lemma 7.6, we
have seen that the series F satisfies the properties (P1), (P3) and almost property (P2) of Theorem
5.4. If we could apply this theorem we would find that there exists a polynomial Qβββ , of degree at
most n+ 1− rank{si}ni=0, and a real number θ > 0, such that

S(X,βββ) :=
∑

1≤d0≤Xβ0

· · ·
∑

1≤dn≤Xβn

G(d0, . . . , dn)

= X⟨aaa,βββ⟩ (Qβββ(log(X) +O(X−θ)
)
.

If we take β0 = · · · = βn = 1, for all the values of the βi’s and we take X = qN , then we have that

S(qN , (1, . . . , 1)) =
∑

1≤d0≤qN

· · ·
∑

1≤dn≤qN

G(d0, . . . , dn)

= #

{
(x0, . . . , xn) ∈ Fq[T ]

n+1
∣∣∣ |xi|≤qN , for all i=0,...,n

gcd(x0,...,xn)=1
x0 is a square

}
.

Since the theorem gives us in this case that

S(qN , (1, . . . , 1)) = X⟨aaa,βββ⟩(Qβββ(log
(
qN
)
) +O(q−θN ).
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Therefore we have

#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1
∣∣∣ |xi|≤qN , for all i=0,...,n

gcd(x0,...,xn)=1
x0 is a square

}
= X⟨aaa,βββ⟩(Qβββ(log

(
qN
)
) +O(q−θN ).

If we now look at the degree of the polynomial Qβββ , then by the theorem we know that this is at
most n+1−rank{si}n+1

i=0 . If we look at rank{si}ni=0, then we can easily see that rank{s)}ni=0 = n+1.
This means that the degree of the polynomial Qβββ is at most zero. Hence the polynomial equals a
constant V ∈ R. Lastly we will compute the inner product ⟨aaa,βββ⟩. Then we get

⟨aaa,βββ⟩ = ⟨(1/2, 1, . . . , 1), (1, 1, . . . , 1)⟩
= (1/2 + 1 + · · ·+ 1)

= 1/2 + n.

So we can now conclude that there exist a constant θ > 0 and a constant V ∈ R such that,

#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1
∣∣∣ |xi|≤qN , for all i=0,...,n

gcd(x0,...,xn)=1
x0 is a square

}
= qN(1/2+n)(V +O(q−θN )),

which completes our heuristic.

This conjecture actually states another result as well. If we use X = qN−1 instead of X = qN , we
get that

#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1
∣∣∣ |xi|≤qN−1, for all i=0,...,n

gcd(x0,...,xn)=1
x0 is a square

}
= q(N−1)(1/2+n)(V +O(q−θ(N−1))).

Now we can use these results to determine the size of the set{
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) |Hn(x) = qN , x0 is a square

}
.

Conjecture 7.8. There exists a constant V ∈ R such that,

#
{
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) |Hn(x) = qN , x0 is a square

}
=

V

q − 1
qN(1/2+n)+O(q(N−1)(1/2+n))

Heuristic Proof. For convenience we note

I := #
{
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) |Hn(x) = qN , x0 is a square

}
Then we notice that

I = #
{
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) |Hn(x) ≤ qN , x0 is a square

}
−

#
{
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) |Hn(x) ≤ qN−1, x0 is a square

}
.

Then we have that

#
{
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) |Hn(x) ≤ qN , x0 is a square

}
=

1

q − 1
#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1
∣∣∣ |xi|≤qN , for all i=0,...,n

gcd(x0,...,xn)=1
x0 is a square

}
.

By Conjecture 7.7 we have that there exists constant θ > 0 and a constant V ∈ R such that

#

{
(x0, . . . , xn) ∈ Fq[T ]

n+1
∣∣∣ |xi|≤qN , for all i=0,...,n

gcd(x0,...,xn)=1
x0 is a square

}
= qN(1/2+n)(V +O(q−θN )).

Furthermore we find that

#
{
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) |Hn(x) = qN−1, x0 is a square

}
=

1

q − 1
· q(N−1)(1/2+n)(V +O(q−θ(N−1)))
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Combing this we get that

I =
1

q − 1
(qN(1/2+n)(V +O(q−θN ))− q(N−1)(1/2+n)(V +O(q−θ(N−1)))).

Since we want to write this with only one big O-term, we will look at which term is the smaller of
the two. Firstly we obtain

qN(1/2+n)O(q−θN ) = O(qN(1/2+n)−θN ),

and
q(N−1)(1/2+n)O(q−θ(N−1))) = O(qN(1/2+n)−1/2−n−θN+θ).

To see which of these powers of q is smaller, we need to determine if θ−1/2−n > 0 or θ−1/2−n < 0.
If we look at the proof of Theorem 5.4, precisely at [3, Page 268], then we can see that θ < δ1+δ1δ2,
which is sufficiently small. Furthermore we see that qN(1/2+n) ≥ q(N−1)(1/2+n), so we get that

I =
1

q − 1
(qN(1/2+n)(V +O(q−θN )) +O(q(N−1)(1/2+n))).

Since θ > 0, we get

I =
1

q − 1
(qN(1/2+n)V +O(q(N−1)(1/2+n))).

Finally we can conclude that

#
{
x = [x0 : · · · : xn] ∈ Pn(Fq(T )) |Hn(x) = qN , x0 is a square

}
=

V

q − 1
qN(1/2+n)+O(q(N−1)(1/2+n))

This completes our heuristic.
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Further research

The study of counting points of bounded height, doesn’t stop at our three main results. One next
question is to determine the size of the set

{x = [x0, . . . , xn] ∈ Pn(Fq(T )) |xi is a li-th power, for all 0 ≤ i ≤ n},

where the li ∈ Z>0, are arbitrary chosen. Here we expect that the the size of this set is of the form

CqN(l−1
0 +l−1

1 +···+l−1
n ) +O(g(N)),

where C ∈ R is a constant, and g(N) is a function which needs to be determined. This result may
be solved using the same methods discussed in section 6.3. This conjecture agrees with our results.
If we take li = l for all 0 ≤ i ≤ n, then we get that

CqN(n+1)/l +O(g(N)),

which is the case in theorem 6.4. If we take l0 = 2, and l1 = l2 = · · · = ln = 1, then we arrive at
the case of Theorem 7.8.

One may also require other properties for the points in Pn(Fq(T )) to satisfy. One can look at
the property that every coordinate xi is m-full, which means that if a prime p divides xi then pm

divides xi for every 0 ≤ i ≤ n. Furthermore we can study the size of sets, consisting of points of
bounded height, for far more arithmetic properties.

One other type of study may be about points of bounded height over finite extensions of Fq(T ).
In section 4.3 we have seen that these finite extensions satisfy the product formula. Therefore
one may define a height function over Pn(k), where k is such a finite extension. Then one may
determine the size of the set

{x ∈ Pn(k) |H(x) ≤ B},

where B ∈ R>0. One may also ask the question what will happen if we require that the points in
Pn(k) satisfy certain arithmetic properties.
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