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ABSTRACT
Automatic Text Summarization (ATS) is the process of automatically summarizing a text. Advancements in neural models
in Natural Language Processing (NLP) have significantly enhanced summarization capabilities, making it a crucial tool
for processing extensive regulatory documents. Long regulatory texts are challenging to summarize due to their length
and complexity. To address this, a two- and multi-step extractive-abstractive architecture is proposed to handle lengthy
regulatory documents more effectively. This research shows that the effectiveness of a two-step architecture for summarizing
long regulatory texts varies significantly depending on the model used. Specifically, the two-step architecture improves the
performance of decoder-only models. For abstractive encoder-decoder models with short context lengths, the effectiveness of
an extractive step varies, whereas for long context encoder-decoder models, the extractive step worsens their performance.
This research also highlights the challenges of evaluating generated texts, as evidenced by the differing results from human
and automated evaluations. Most notably, human evaluations favoured legal language models, while automated metrics
preferred general language models. The results underscore the importance of selecting the appropriate summarization strategy
based on model architecture and context length. Broadly, this research contributes to the development of more efficient
and accurate tools for summarizing complex regulatory documents, enhancing accessibility, and aiding in compliance and
decision-making processes in dynamic industries such as the green molecule sector. All code and models are available on
GitHub and HuggingFace.
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1 INTRODUCTION
Text summarization is the task that involves generating a compressed, concise, and fluent version of an input text
while preserving its main key points. A summary of a text proves useful because it helps people process and
understand texts faster and better. Summarizing regulatory texts is important for making complex legal language
more accessible and ensuring compliance by condensing information into a concise, understandable format. It
facilitates efficient decision-making, risk management, and communication across stakeholders. This is especially
relevant in dynamic industries, such as the green molecule industry, where staying informed about evolving
regulations is essential. But the summary must be of high quality, factually correct and that doesn’t leave out
important information. Otherwise, inaccurate or incomplete summaries could result in the wrong information
and consequently wrong actions.
A regulatory text is a formal document issued by a government or regulatory body that outlines rules,

guidelines, or standards intended to govern the conduct, practices, or operations within a specific industry, sector,
or jurisdiction. These texts serve to establish and enforce compliance with legal and regulatory requirements.
Regulatory documents are difficult to process due to their extensive size, unique structure, numerous citations
and references, ambiguity, and domain-specific vocabulary. These characteristics cause manual summarization of
regulatory texts to be a time-consuming and challenging task. Summaries can also contain human bias because
of the knowledge and opinions of the person summarizing the text.

Automatic Text Summarization (ATS) has been developed to replace the manual process of text summarization.
Early ATS methods showed some positive results but they were still subpar to manual summarizations. Advance-
ments in neural models and deep learning have improved performance on ATS. Notably, the adaptation of Large
Language Models (LLMs) has significantly enhanced summarization results. Current automatic summarization
tools face challenges with regulatory texts because their length exceeds the context length of LLMs. When the
context length is surpassed, the model tends to prioritize recent information, leading to a bias that excludes early
information from the document in the summary. Leaving out important information from a regulatory or legal
document in the summary could have major negative effects. As summarizing regulatory texts has shown to be
valuable, it can be of great importance to investigate methods to adapt current summarization tools such that
longer texts can be handled. This paper proposes a two- and multi-step method that is used to summarize long
regulatory documents. It also compares the effectiveness of different neural model architectures and combinations
for the summarization task.

Current ATS methods use either extractive or abstractive summarization. Extractive summarization identifies
salient words or sentences that are directly extracted and combined to form the final summary. Abstractive
summarization generates a summary based on the understanding of the words and sentences from the source
document, capturing salient information of the document. Both summarization types have been visualised
in Figure 1. An advantage of extractive summarization is that it captures sentences and information literally,
resulting in a factually consistent summary. However, the summary is harder to read and feels less intuitive as
sentences are copied and combined. Abstractive summaries are more coherent and fluent as they summarize
texts in a human-like fashion. But it also has disadvantages because an intricate understanding of the original
text is required and the summary can be factually inconsistent.

This research proposes an extractive-abstractive architecture that utilizes the strengths of both techniques and
mitigates their weaknesses to summarize long, regulatory documents. First, the document will be segmented
into smaller, more manageable units called chunks. This process is therefore called chunking. Each chunk is
then processed by an extractive summarization model and all resulting summaries are concatenated. After this
step, it could be required to perform another extractive summarization step to compress the document even
more. This new text is then summarized in an abstractive manner, creating a final summary. Combining these
two summarization steps could prove useful to handle the large size of the original text. It uses extracted salient
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sentences to create a coherent, fluent summary. The process is visualized in Figure 2. Similar architectures
have been used on different types of texts and they have shown promising results. However, summarizing long
regulatory documents using this architecture has been researched less extensively. Thus, this paper researches the
use of a two- or multi-step architecture to summarize long, regulatory documents. This research also evaluates
various models used for each step to identify the most effective combination of models for the summarization
task.

Research questions. The paper is structured around a main research question (RQ) and several research sub-
questions (RSQ):

RQ Does a two- or multi-step extractive-abstractive architecture summarize long, regulatory documents better
than not using any extractive steps

RSQ1 Does a two-step or multi-step architecture perform better?
RSQ2 Does the use of a domain-specific legal language model for the extractive summarization step produce

better results compared to when no domain-specific language model is used?
RSQ3 Does a long context length in the extractive summarization step provide better results?
RSQ4 Does a long context length in the abstractive summarization step provide better results?

Role of Power2X. The thesis will be written at Power2X, a company specializing in project development and
consulting in the renewable energy sector. The regulatory team at Power2X has to analyze and summarize long
documents manually to obtain knowledge from them. It is important to have a deep understanding of regulatory
documents because they have a great effect on Power2X’s strategy and future work. Currently, documents are
processed manually through multiple steps, referred to as the ’knowledge discovery process’:

(1) A rough summary is created by extracting important information from the document.
(2) Based on this information, a more refined summary is created which can be distributed to the rest of the

company as an information source. This summary is easy to read and is based on certain viewpoints that
are important for Power2X.

(3) The regulation’s implications on Power2X’s business are identified to be able to strategize and anticipate
accordingly.

The documents are very long, often containing over 50 pages. They contain difficult, legal text and a lot of
cross-references. This process is time-consuming and requires a lot of knowledge and effort. Summaries can also
contain human bias because of the knowledge and opinion of the person summarizing the text. Automatically
summarizing the document can reduce the time taken to process the document and remove human bias. This
research can improve the first step of the knowledge discovery process and to some extent the second step.

Power2X contributes to this research in several ways. Power2X’s regulatory team gives insights into regulatory
documents by explaining how documents are processed. The regulatory team of Power2X also helps with human
evaluation for preliminary results. Furthermore, Power2X offers guidance on writing and researching during the
thesis project.

Structure. This paper is structured as follows. Section 2 describes related work in the field of automatic text
summarization. Section 3 explains the methods and working of the models used in this study. Section 4 reports
the results and findings. In Section 5, the research questions are answered. Additionally, the ethical implications,
limitations, and potential future work of this study are discussed. Finally, in Section 6, the research is summarized
and concluded.

3

https://www.power2x.com/


Master’s Thesis, 2023-2024, UU Sie

(a) Extractive summarization. (b) Abstractive summarization.

Fig. 1. The two types of summarization techniques. Dark blue lines represent the original text from the source document.
Green lines represent text that has been identified as salient sentences which are then extracted to form an extractive
summary. Light blue lines represent a new text that has been rewritten using the original text from the source document.

2 RELATED WORK
Supervised learning and unsupervised learning can both be employed for ATS. With the development of large-
scale summarization datasets, supervised learning for ATS is frequently used for extractive summarization ([24],
[94], [95], [132]) and abstractive summarization ([118], [134], [23]). Unsupervised learning offers benefits for
ATS because it eliminates the need for an annotated dataset and it is more general for various ATS situations.
Unsupervised learning can be implemented for extractive summarization([35], [134], [78]) and abstractive
summarization ([121], [74], [100]). In this study, the focus lies on supervised learning because of the availability of
a dataset containing golden-reference summaries, making it feasible to train a summarizationmodel. Consequently,
every section is written with a focus on supervised learning. We refer to Khosravani et al. [68] for a more detailed
overview of unsupervised ATS.
This section offers a look at related work in the field of ATS. This section is structured as follows. Section

2.1 explains the techniques of extractive and abstractive summarization. It also informs how these techniques
functioned in earlier stages. Section 2.2 explains the introduction and implementation of neural models in ATS.
Section 2.3 describes methods used to summarize long documents that differ from the methods used in this
research. Section 2.4 discusses papers that use two- or multi-step methods to summarize long documents. Section
2.5 gives an overview of research done on the summarization of regulatory and legal texts. Section 2.6 describes
different datasets used for ATS. Section 2.7 discusses various evaluation metrics for automatically generated
summaries.

2.1 Early extractive and abstractive summarization
ATS is a component of the broader field of Natural Language Processing (NLP). NLP encompasses two key
components: Natural Language Understanding (NLU) and Natural Language Generation (NLG). NLU involves
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Fig. 2. Summarization process proposed by this research. Dotted lines indicate the borders of the chunks.

the comprehension of human language by computers or machines. NLG focuses on the creation of human-like
text by computers or machines. ATS is concerned with both NLU and NLG because the source text needs to be
understood first before a corresponding summary can be generated. The earliest research done on ATS started in
the late 1950’s by Luhn. [85]. Luhn proposed a technique to automatically summarize academic and technical
papers. Luhn’s method for ATS involves identifying and extracting key sentences from a document based on
the frequency of important terms. Luhn introduced a concept known as "significant words" to determine the
importance of terms, considering their occurrence in the document relative to a predefined set of keywords. The
algorithm selects sentences containing these significant words, creating a concise summary that captures the
essential information of the original text. Luhn states that the creation of summaries requires intellectual effort
and knowledge. He also argues that achieving consistency and objectivity is challenging because the background
and opinions of the person summarizing the text differ. Luhn proposes that automatizing this summarization
process will remove human effort and human bias.
ATS can be divided into two categories; extractive and abstractive summarization. Extractive summarization

can be defined as the process of identifying salient words and sentences which are then extracted and grouped to
create the summary. Abstractive summarization can be defined as the process of identifying salient information,
based on a Language Model’s understanding of language, and paraphrasing this information to create the final
summary. Both types of summarization are visualised in Figure 1. Extractive summarization is more likely to be
factually consistent because sentences are copied from the source text. This is because the meaning of a specific
sentence is not altered. However, the selection process of sentences heavily influences the factual consistency
of the final summary. If an important sentence is not extracted, then the summary could have a very different
meaning.
Abstractive summaries are however more intuitive to read because the text is paraphrased from the source

document. Extractive summaries may lack fluency and coherency as the extracted sentences are directly copied
and concatenated. But to be able to paraphrase texts and create a new text and summary, an intricate understanding
of natural language is required [44], making abstractive summarization more difficult[116]. However, NLG models
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can generate text that is nonsensical, or unfaithful to the source text [64]. This undesirable text is known as
hallucination. Abstractive summarization models can suffer from hallucination resulting in an inconsistent and
incorrect summary [88] [73] [13]. The following two paragraphs will discuss the earlier methods of extractive
and abstractive summarization models before the introduction of neural models to ATS.

2.1.1 Extractive summarization methods. The earliest adaptions of ATS were mostly focused on extractive
summarization. Extractive methods rely less on actual understanding of the text and can usually be implemented
by selecting sentences that score highest on some criteria [43]. Extractive summarization is typically performed
in three steps [96]:
(1) Create a representation of the original text.
(2) Score all sentences, where the score reflects the importance of a sentence.
(3) Select the highest-scoring sentences to be part of the summary.
One of the first known versions of ATS also relied on this principle [85]. There are many methods and

approaches for extractive summarization [44] [37] [34]:
- Statistical-based methods.
- Graph-based methods.
- Fuzzy-based methods.
- Semantic-based methods.
- Machine Learning-based methods.

Statistical-based methods extract important sentences and words from the source text, based on a statistical
analysis of a set of features. They require little processing power and memory capacity. The biggest disadvantage
is that summaries are often low-quality because they fail to consider semantics.
Graph-based methods are widely used methods for extractive summarization [34]. Words or sentences are

shown in graphs as nodes. Edges between the nodes connect sentences based on semantic relevance, using
for example the cosine similarity as done by Erkan et al. [38]. Afterwards, a ranking algorithm finds the most
important sentences which are then extracted. LexRank [38] is an unsupervised learning approach that was
introduced in 2004 and has been used as an important baseline for ATS. LexRank represents the document as
a graph, where each sentence is a node in the graph. Sentences are represented as an N -dimensional vector
using a bag-of-words model, with N representing the number of possible words. The strength of edges between
nodes is determined based on the similarity of the sentences. The similarity is calculated based on the cosine
similarity pair-wise between each sentence. So, a stronger edge means that two sentences are more similar. Once
the representation of sentences has been set and the graph has been created, a link analysis algorithm is used
that assigns a numerical importance score to each node. Sentences that have higher edge scores will receive a
higher importance score. Then, the top-ranked sentences are selected to form the extractive summary. LexRank
was a highly effective approach. It is often used as a benchmark for summarization tasks.

Fuzzy-based approaches are based on fuzzy logic [137]. Sentences are scored using a fuzzy logic system along
with pre-defined features to give every sentence a score between 0 and 1. Then, the most important sentences are
extracted to form the final summary.
Semantic-based methods are based on the usage of Latent Semantic Analysis (LSA). LSA is an unsupervised

learning technique that represents semantics based on the occurrence of words observed [37]. LSA assumes that a
high number of similar words implies that sentences are semantically related. LSA creates dense representations
of words based on their surroundings. These representations can then be used for a multitude of tasks. The process
is as follows. First, a word-to-phrase matrix is constructed. Then the correlation between terms and phrases is
calculated using Singular Value Decomposition on the word-to-phrase matrix. Singular Value Decomposition
reduces the dimensionality of the matrix by encoding the dense representation of the words based on their
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environments. Then, a ranking algorithm identifies the most important sentences based on their connections and
similarity scores. The most important sentences are extracted to form the final summary.
Machine Learning-Based methods have also been used to summarize texts. Machine learning algorithms can

be supervised, unsupervised, or semi-supervised. Machine learning methods can for example make use of hidden
Markov Models [30], Naive Bayes [97] and decision trees [97]. However, more machine learning algorithms can be
used for this task. Machine learning methods leverage hand-crafted features such as word frequencies, sentence
position, named entities, and sentence length, to find important information. Features are usually constructed at
the word level or sentence level. The summarization task is often formulated as a binary classification problem,
where each sentence is classified as either ’Summary’ or ’Non-Summary.’

Besides the mentioned approaches there are other different approaches for extractive summarization. However,
all approaches rely on the same summarization process, which relies exists out of the following three steps; create
a representation of all sentences, score all sentences, and finally select the highest scoring sentences. Extractive
summarization was not difficult to implement before the introduction of neural models. Older methods and
algorithms could already achieve the three-step process. A lot of current systems, that do use neural models, still
rely on the same three-step process.

2.1.2 Abstractive summarization methods. In earlier development of ATS, less emphasis was placed on researching
abstractive summarization. Abstractive methods are highly complex because they require extensive NLP [44],
more so than extractive summarization. NLU is required to thoroughly understand the meaning of a text. NLG
can then be applied to the meaning representations to create a coherent summary. However during earlier
development stages of ATS, NLU, and NLG still faced many hard challenges which had not been adequately
addressed. NLU struggled with semantic representation and inference. NLG faced numerous challenges in
document planning, aggregation, grammatical structuring, referring expressions, and more. NLG systems mainly
relied on rule-based systems that were difficult to create and scale. Before the introduction of neural models,
abstractive summarization methods used two approaches to understand text [93] [51]:

- Structure-based methods.
- Semantic-based methods.

Structure-based methods find the most important information from a text by using different kinds of psychological
feature schemas. These schemasmake use of the structure of the document. They can use trees, templates, ontology,
lead and body phrases, graphs, or rules [93] [51] to find the most important information in a document. So,
Structure-based methods rely on the document’s structure to extract meaning from a text. They may not capture
the deeper semantic meaning of the content because they do not consider the actual meaning of the text itself.
Semantic-based methods focus on the semantic meaning of a document to be able to understand the text.

Semantic-based methods aim to create a semantic representation of the text via information items, predicate
arguments, semantic graphs, or multi-modal semantic methods. All four methods predominantly make use of
verbs, nouns, subjects, and objects in sentences. However multi-modal methods make use of other types of
media such as images to be able to create a semantic representation. Semantic-based methods are less reliant on
document structure as they focus on capturing the meaning of the text at a semantic level.
After having found the most vital information of a document using a structure-based method or a semantic-

based method, a summary has to be generated. Sentence compression, concept fusion, and calculation of path
scores for graph-based methods or NLG tools are used to create the final summary. Sentence compression aims to
reduce the length of the sentence without compromising its meaning. Concept fusion tries to find similar topics
across a text and fuses topic-associated sentences. Calculation of path scores can be used to find paths in graphs
that are the most readable and fluent while containing enough information. Summary generation using NLG
tools is mostly used because they increase fluency and decrease grammatical mistakes [51].
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Compared to extractive summarization, there are fewer approaches for abstractive summarization. The men-
tioned abstractive approaches have various downsides which negatively impact the quality of the generated
summary. Challenges to understanding text didn’t have any capable solutions and generation of the final summary
also remained difficult. This caused early research to be less focused on abstractive summarization. However,
when neural models and deep learning were introduced, abstractive summarization became more feasible and
gained more attention.

2.2 The introduction of Neural Models
This section will discuss the introduction and implications of neural models and deep learning to ATS. Although
the first ideas of neural networks date back to the 1950s, neural networks and deep learning methods have gained
popularity since 2012. It was discovered that neural networks performed drastically better by using many layers
instead of just a few. Around this same period, better hardware emerged and data became more easily available,
paving the way for neural models and deep learning. Neural models have shown great results in many domains,
and NLP is one of them. Feedforward Neural Networks were used to create word embeddings such as word2vec
[91], one of the first major applications of neural models for NLP usage. Word embeddings represent words as
continuous vector spaces, which enables them to represent sentences much better than earlier used techniques
such as Bag-of-Words or n-grams. An n-gram is usually a sequence of adjacent words. The n denotes the amount
of words that the n-gram contains.

Recurrent Neural Networks (RNNs) were introduced to address the limitations of traditional feedforward neural
networks in handling sequential data and variable-length sequences. RNNs can handle such variable-length
sequences and were subsequently implemented for several NLP tasks. They were implemented in many NLP
tasks because RNNs are versatile in their inputs and outputs. RNNs can handle variable-length sequences as
input and output. The GRU [25] and LSTM architecture [56], a variant of RNNs, was especially useful as it deals
with the vanishing gradient problem, enabling it to capture long-term dependencies better than regular RNNs.
However difficult sequence-to-sequence tasks such as ATS still proved to be a stretch for RNNs. Eventually,
encoder-decoder architectures [120] [25] were introduced. A simplified visualisation of this architecture can be
seen in Figure 3.

Fig. 3. Encoder-Decoder Architecture.

These architectures make use of an encoder, to encode sequential data into a single fixed-length vector represen-
tation, and a decoder to decode this vector representation into the desired output. In combination with RNNs
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they prove effective for sequence-to-sequence NLP tasks [120] [25] such as machine translation or ATS. However,
encoder-decoder architectures can be used for many other tasks and types of data. With this new architecture
more complex NLP tasks suddenly became more feasible.

The introduction of the Transformer architecture [126] marked a paradigm shift in NLP. Self-attention mecha-
nisms of Transformers enabled even better capture of long-range dependencies and parallel computation, making
them highly effective. For self-attention mechanisms, each word in a sequence is associated with a set of weights
that determine how much attention it should pay to every other word in the sequence. The transformer-based
model BERT [33] incorporated pre-training on large corpora, resulting in a very capable and effective base model
that could be fine-tuned for specific downstream tasks. BERT achieved state-of-the-art results in various NLP
benchmarks and had a great effect on subsequent model designs. For example, RoBERTa [84] is a replication of
BERT with an optimized pre-training strategy, achieving greater results than BERT. The Transformer architecture
outperformed other architectures for NLP tasks but it is also widely adopted in other AI domains. Transformers
can be used in multiple forms in combination with the encoder-decoder architecture, which is common practice
in current LLMs. For example, BERT [33] is encoder only, the GPT series [106] [131] [12] [98] are decoder only
models, and BART [76] consists of an encoder-decoder architecture. While Transformer-based models can be
implemented in various configurations, it’s worth noting that many of the most prominent large language models
(LLMs) in recent years have adopted a decoder-only architecture. This trend is largely due to the efficiency and
scalability of decoder-only models in handling autoregressive language generation tasks. Decoder-only models
have shown remarkable performance in generating coherent and contextually appropriate text across a wide
range of applications. This architectural choice has been exemplified by models like the GPT series. GPT-2 [106]
and GPT-3 [131] showcased that increasing the model size architectures caused major performance increases.
This was especially prevalent for decoder-only models while retaining high performance on downstream tasks.
Large models also began to show so-called emerging capabilities, which can be defined as an ability that is not
present in smaller models but is present in larger models [129]. Performance of the LLMs was then increased
even further by using techniques such as Instruction Tuning [128] and Reinforcement Learning from Human
Feedback [119] [99] to align the performance of LLMs with human preferences. Consequently, decoder-only
models have become much more popular than encoder-decoder models in research and application.
Recently, Transfer learning and fine-tuning of pre-trained language models on downstream tasks such as

ATS have become common practices in NLP [80]. Models pre-trained on massive datasets can be adapted to
downstream tasks with limited task-specific training data. This approach is highly effective because it shows
better results and offers easy scalability. Often LMs are fine-tuned on a multitude of downstream tasks, giving
them the ability to perform multiple NLP tasks. Often, LMs are then fine-tuned further on one specific task, such
as ATS, to improve the LMs capability on this task. This can be especially beneficial for more specific and harder
tasks, such as in this research where long regulatory documents need to be summarized.
The following two paragraphs will discuss what important developments were made for extractive and

abstractive summarization throughout the development of neural models and deep learning.

2.2.1 Extractive summarization methods. Early approaches to extractive summarization often relied on tradi-
tional methods and features mentioned in Section 2.1. However, the introduction of neural models brought about
improvements in capturing semantic representations. As mentioned in Section 2.1, the extractive summarization
process typically involves creating representations for all sentences, scoring each sentence according to impor-
tance, and ultimately selecting those with the highest scores. This strategy is still used with the introduction of
Neural models. Using word embeddings has proven effective in the initial representation step [111]. Word embed-
dings play an important role in enhancing the efficacy of ATS methods because embeddings can create a better
representation of all sentences. Word embeddings provide dense vector representations that effectively capture
the semantic relationships among words. Additionally, embeddings empower models to understand contextual

9



Master’s Thesis, 2023-2024, UU Sie

nuances, resulting in summaries that are more informative and contextually relevant. Different methods can
be employed to determine which sentences should be extracted. One example is BERTSUM [82], which stacks
several transformer layers on top of BERT outputs, where the final layer is a sigmoid classifier that performs a
binary classification task, determining if the sentence should be extracted or not. BERTSUM is an example of
using a pre-trained LM which is then fine-tuned for the downstream task of extractive summarization. Miller [92]
uses BERT to create word embeddings which are then used in a K-Means clustering task to identify the sentences
that should be extracted. Different models can be used such as GPT-2 [106] and S-BERT [109] to create the
embeddings. However, the current state of extractive summarization models encounters limitations, particularly
in the absence of models able to handle long context lengths for more efficient and content-aware extractive
summarization. The new neural architectures also paved the way for abstractive summarization, which is often
considered more interesting as it is more human-like.

2.2.2 Abstractive summarization methods. Up until the development of encoder-decoder architectures, research
was still mostly focused on extractive summarization. But with the introduction of neural models and deep learning,
issues related to NLU and NLG, mentioned in Section 2.1 could properly be dealt with. The encoder-decoder
model could handle more complex sequence-to-sequence tasks which resulted in abstractive summarization
becoming the main focus of ATS research. Rush et al. [112] was one of the earlier adopters of neural models
to perform abstractive summarization, performing headline generation. This network consisted of an encoder,
followed by a neural generative language model. The encoder could be a bag-of-words but a complex model such
as a convolutional network was used by Rush et al. This network was then quickly improved upon by Chopra et
al. [26] using an RNN with an attention mechanism[5] for the decoder. Nallapati et al. [94] used the same type
of RNN to function as the encoder. See et al. [116] introduced a Pointer-Generator Network that dynamically
switches between generating words, hence Generator, and copying words directly from the source text, hence
pointer. This innovative approach aimed to handle out-of-vocabulary words and incorporated extractive elements
into the generated summaries. This type of network was able to deal with the factual inaccuracy of earlier
abstractive models. But it also dealt with the issue of models repeating themselves by introducing coverage.
Ling et al. [81] propose a novel coarse-to-fine attention model that uses coarse attention to select top-level

chunks and fine attention to read the words of the chunks. This method improved on computational complexity
and handling of long documents but empirically lagged behind state-of-the-art baselines. This overview shows that
research in ATS started focusing more and more on the attention mechanisms of RNNs. Eventually, Transformers
[126] were introduced which eschew recurrence as a whole and solely use attention mechanisms.

As mentioned earlier, it is common practice to use a pre-trained Transformer-based LMwhich is then fine-tuned
on a downstream task [105] [80]. This strategy shows great results for ATS purposes. Models such as BART [76],
T5 [107], the GPT-series[106] [131] [12] [98].

PEGASUS [139] differs from the previously mentioned fine-tuning strategy. It was created with extra pre-
training objectives which were focused on abstractive text summarization. By adding these ATS-specific pre-
training objectives, Zhang et al. hoped to improve performance on downstream ATS tasks. After pre-training,
PEGASUS was evaluated on ATS datasets, which are described in Section 2.6.

2.3 Processing long documents
Neural models and deep learning improved performance on all NLP tasks including ATS. But still, the issue of
how to process long documents remained. BERT [33] and T5 [107] have a context length of 512 tokens while
PEGASUS’s [139] and BART’s [76] context length is 1024 tokens. Extending the context length of new LLMs is
an active research area. This inability to handle long documents is inherently an issue for summarization because
summarization is required when source texts need to be condensed and shortened. After all, the texts are long
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themselves. Other methods such as breaking up the task or using different architectures for long documents are
required.

2.3.1 Breaking up the task. The methods described in this section break up the large summarization task into
smaller summarization parts. By segmenting a long text, it becomes feasible to perform summarization on the
smaller parts. Breaking up a text or document into smaller parts is called chunking. Chunking is useful for
performing operations on long texts. But it is also widely used for saving documents in vector databases. Instead
of saving a whole document in a single vector, a document is split into different chunks and every chunk is saved
into the database. When a semantic search is performed, the chunking causes the semantic search to be more
effective and accurate.
For the chunking operation, two different methods can be employed:
- Fixed-Size chunking with overlapping.
- Context-Aware chunking.
- Recursive chunking.
- Specialized chunking.

Fixed-size chunking breaks down the text into chunks of a specified number of characters or tokens. No content
or structure is taken into consideration, making it cheap and easy. A longer context length could potentially
perform better because it enables a model to process longer input texts. It could therefore be easier for an LM
with a longer context length to obtain the global context of a text. The global meaning and context of a text
can be missed when only a part of the text is processed. The length of the chunks is therefore dependent on
the context length of the LM that’s going to process the chunk. Fixed-size chunking with overlapping creates
chunks of a fixed size that have an overlap of text with adjacent chunks. Overlapping refers to the practice of
letting adjacent chunks share an amount of information. Figure 4a illustrates chunking without overlapping,
while Figure 4b illustrates chunking with overlapping. This information is expressed in text using the number
of tokens, words, or characters. By allowing adjacent chunks to share text, the loss of global context between
chunks can be prevented.

Another chunking option is Context-Aware chunking. This method is also known as Content-Aware chunking.
It focuses on creating chunks based on the context of the text. By considering the context, chunking can result in
more accurate and refined segmentation of the text. An example of no Context-Aware chunking and Context-
Aware chunking can be seen in Figure 5.

Recursive chunking divides a text into chunks hierarchically and iteratively using a set of separators. If the
initial split doesn’t produce chunks of the required size, the resulting chunks are split again using a different
separator. This is repeated until the required chunk size is achieved.
Other methods can be used which leverage the specific, structured content of a text. These methods take

advantage of Markup languages such as HTML or LaTeX. These methods are sometimes referred to as Structured
Chunking or Specialized Chunking.
Gidiotis et al. [45] use context-aware chunking with their Divide-ANd-ConquER (DANCER) approach [45].

DANCER was introduced to be able to deal with long academic articles. In the divide phase, sections are extracted
and classified into section types using the discourse structure of the article. In the conquer phase each section is
summarized and all summaries are then concatenated to form the final summary. To train the model used for
DANCER [45], a long document and its coherent summary are split up into multiple source-target pairs using
ROUGE scores. ROUGE is an evaluation metric that measures the similarity between texts by measuring the
number of matching n-grams. ROUGE scores range from 0 to 1, with a higher score indicating a better summary.
More information on ROUGE scores and evaluation metrics can be found in Section 2.7. The source-target pairs
are then used to train a model that learns to summarize each part of the document separately. This approach
breaks down the total summarization task into smaller summarization problems and reduces computational
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(a) Chunking without
overlapping.

(b) Chunking with over-
lapping.

Fig. 4. Chunking without overlapping and with overlapping. An opaque green rectangle represents a chunk.

(a) No Context-Aware
Chunking.

(b) Context-Aware
Chunking.

Fig. 5. No Context-Aware chunking compared to Context-Aware chunking.

complexity. Shen et al. [118] propose an improved version of the divide-and-conquer approach by directly learning
which section belongs to which part of the summary instead of using ROUGE for this alignment. It can also be
argued that matching the source and the target through ROUGE is a weakness. ROUGE only measures syntactic
overlap and does not consider semantic overlap. But still, it measures the syntax in a suboptimal sense because
the syntax is limited to the span of the n-gram. By training a summarizer on source-target pairs, based on ROUGE,
you create a summarizer that focuses on creating summaries that would obtain high ROUGE scores. In reality, a
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summarization model should produce a concise, fluent version of the source text while preserving its main key
points. Besides this drawback, it is also very computationally expensive to match parts of the source and the
target.
Celikyilmaz et al. [14] use deep communicating agents to deal with long text. Each agent gets tasked with

summarizing a chunk of the text. The agents broadcast their encoding to other agents, allowing them to share
information which results in a more coherent summarization.

2.3.2 Long document architectures. The two previously mentioned approaches focus on breaking up the summa-
rization task into multiple smaller summarization tasks. This paragraph will discuss specific transformer-based
models that are specialized in handling long documents. Transformers are very powerful but memory and compu-
tation requirements of the self-attention mechanism grow quadratically with sequence length. For self-attention
mechanisms, each word in a sequence is associated with a set of weights that determine how much attention it
should pay to every other word in the sequence. This specific attention mechanism where attention is calculated
between every part of the sequence is subsequently called full attention. These attention weights are computed
through a dot product between the query, key, and value vectors associated with each word. The attention score
for a pair of words is essentially the dot product of their corresponding query and key vectors, scaled by the
square root of the dimensionality of the key vectors. This score is processed by a softmax operation and the
resulting attention scores are then used to compute a weighted sum of the value vectors, producing the output for
that word. So, a longer sequence implies that more operations have to be performed, making the computational
requirements bigger. But more importantly, a longer sequence requires more pairwise operations. A sequence
of length 𝑁 involves pairwise computations for each pair of words, resulting in a total of 𝑁 2 attention scores.
This quadratic growth in computational requirements becomes a problem for long sequences. As the sequence
length increases, the number of attention computations grows quadratically, leading to a significant increase in
computational cost and memory requirements. This is a limitation for applications that involve long sequences
such as long document summarization.

Long document architectures differ in their attention mechanism by calculating attention between specific parts
of the sequence instead of calculating the attention for every possible combination of the sequence. This enables
them to process long sequences because the computation requirements will not grow quadratically. Note that the
long document architectures focus on changing the attention mechanisms. The different attention mechanisms
can be used for any pre-trained transformer model without the need to change the model architecture itself.
Longformer [8] is an encoder-only architecture based on RoBERTa [84]. Longformer [8] was designed to

handle long-range dependencies more efficiently than standard transformers. It employs a combination of global
attention and sliding window attention instead of full attention. The proposed attention mechanisms scale linearly
with the input sequence. These attention mechanisms give Longformer the capability to process texts up to 4096
tokens. LED [8] adds a decoder to the Longformer architecture, turning it into the Longformer Encoder-Decoder
model. The decoder does use the full attention mechanism but LED retains its linear computation capability.
Subsequently, LED can effectively perform sequence-to-sequence tasks.
BigBird [138] incorporates sparse attention patterns. This enables the model to attend to only a subset of

tokens, making it scalable for longer sequences up to 4096 tokens. This allows the model to focus on relevant parts
of the input sequence while significantly reducing computational demands for processing long documents. Other
examples of long document architectures are LongT5[50] or PegasusX [102], both having a context length of
16384 tokens. Besides using a different attention mechanism than full attention, PegasusX also utilizes additional
long input pre-training tasks.
Extending the context length of LLMs is an active research area. Newly released LLMs often have improved

context lengths. These base models are often adjusted to create new This can be seen for the GPT series where
the context length of their base models is consistently increased. Furthermore, models are adjusted to create new

13



Master’s Thesis, 2023-2024, UU Sie

versions with increased context lengths. For example, Together.ai released LLaMA-2-7B-32k [1], which is an LLM
based on LLaMA-2 [122] with a context length of 32768.

2.4 Two- or multi-step methods
Where section 2.3 discussed methods like breaking up the task or using long document architectures, this section
discusses two- or multi-step methods to summarize long documents. This is the method that will be implemented
in this research. The two-step and multi-step methods will be discussed. Also, two specific papers will be discussed
more intensively because they share a resemblance to this work.

2.4.1 Two-step methods. Pilault et al. [103] present a method that can produce a coherent and fluid abstractive
summary by adding one simple extractive step before generating the abstractive summary. The extractive parts
are then used beside the original text as input for the transformer. This method achieves higher ROUGE scores
and was preferred for coherence and fluency by human evaluation. This research experimented with four different
document datasets. CreativeSumm [70] is created for automatic summarization for creative writing. Its task is to
summarize movie scripts, which is challenging due to their long length and complex format. Additionally, the
script is pre-processed to enhance performance. Results show an improvement over baseline models. Liu et al.
[82] conduct a similar research by first doing an extractive step. While creating the final abstractive summary of
Wikipedia articles, the extracted sentences are added as an extra input. The model significantly outperformed
traditional transformer models which did t use the extractive step. Another two-step summarization method
was proposed by BleiWeiss et al. [10] where a two-step method is proposed for long biographical novels. Similar
or superior performance was achieved compared to six baseline models. Their proposed method performed
abstractive summarization while focusing on factual consistency.
Klaus et al. [71] make use of a two-step method to summarize legal regulatory documents. Klaus et al. use

TextRank [90], a graph-based extractive summarization approach, for the first extractive step and BERT [33] or
RoBERTa [84] for a second extractive step. TextRank is a graph-based extractive summarization approach, which
works similarly to LexRank. Compared to just using TextRank or BERT, the two-step methods showcase better
ROUGE scores. However, Klaus et al. only evaluate using ROUGE scores and do not consider any other evaluation
metrics which can give a skewed view. More evaluation metrics are discussed in Section 2.7, which also discusses
the pros and cons of each evaluation metric. Klaus et al. make use of the same type of document-summary pairs
that this research plans on using; the EUR-Lex database which consists of documents from the European Union
law platform with corresponding manually curated summaries. They create document-summary pairs using a
scraper which results in a dataset containing 4595 document-summary pairs. This dataset has seen little usage in
other papers and articles. However, for this research, it could prove useful due to its size. Section 3.1 discusses in
more detail which dataset will be used in this research.

Table 1. ROUGE scores of Summ𝑁 on different datasets. The table is taken directly from Zhang et al. [140]

AMI ICSI QMSum-All QMSum-Gold
R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L R-1 R-2 R-L

PGNet 42.60 14.01 22.62 35.89 6.92 15.67 28.74 5.98 25.13 31.52 8.69 27.63
TopicSeg 51.53 12.23 25.47 - - - - - - - - -
HMNET 52.36 18.63 24.00 45.97 10.14 18.54 32.29 8.67 28.17 36.06 11.36 31.27
TextRank 35.19 6.13 16.70 30.72 4.69 12.97 16.27 2.69 15.41 - - -
HAT-BART 52.27 20.15 50.57 43.98 10.83 41.36 - - - - - -
DDAMS 53.15 22.32 25.67 40.41 11.02 19.18 - - - - - -
Summ𝑁 53.44 20.30 51.39 45.57 11.49 43.32 34.03 9.28 29.48 40.20 15.32 35.62
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2.4.2 Multi-step methods. An extension to the two-step model was proposed in the form of SummN [140] which
is a simple, flexible, and effective multi-stage framework for long input texts. SummN splits the data samples and
generates coarse extractive summaries, possibly over multiple stages (𝑁 ), before producing a final fine-grained
abstractive summary. This method outperformed previous state-of-the-art methods on different datasets, which
can be seen in Table 1.

Using more coarse stages increases ROUGE scores until the product of the final coarse stage does not exceed
the context length of the abstractive model. This can be seen in Table 2 where BART is the backbone model,
meaning that it is the model used for the fine-grained step. On different datasets, it can be seen that a Summ𝑁

method outperforms just using BART as the backbone model on long summarization tasks. The model will
receive more information this way than by simply truncating the source text. SummN estimates the amount of
coarse stages as follows:

𝑁̂ =
1 + log𝐾 − log𝑑1
log 𝑐1 − log𝐾

(1)

Where 𝐾 represents the context length of the backbone model, 𝑑1 and 𝑐1 the average length of the source text and
coarse segments. This formula is adjusted so that the final coarse stage outputs 2𝐾 tokens instead of 𝐾 tokens.
Intermediary results found that giving the fine-grained stage a document of 2𝐾 tokens instead of 𝐾 improved
ROUGE scores.

Table 2. Improvements of Summ𝑁 over BART as backbone model on AMI, ICSI, and QMSum datasets. More information on
these datasets can be found in Section 2.6. The table is taken directly from Zhang et al. [140]

R-1 R-2 R-L

AMI Backbone 46.57 16.41 44.61
Summ𝑁 53.44 20.30 51.39

ICSI Backbone 39.91 9.98 38.17
Summ𝑁 45.57 11.49 43.32

QMSum-All Backbone 29.20 6.37 25.49
Summ𝑁 34.03 9.28 29.48

QMSum-Gold Backbone 32.18 8.48 28.56
Summ𝑁 40.20 15.32 35.62

Summ𝑁 showcases that summarizing for multiple steps or stages improves the final summary. However,
Summ𝑁 makes use of abstractive summarization for both the coarse stages and the final fine-grained stage. This
research wants to perform extractive summarization for the coarse stages and abstractive summarization for
the final fine-grained stage. A comparison of our method against Summ𝑁 could be interesting to evaluate if
extractive summarization or abstractive summarization works better for the coarse stages. In Summ𝑁 the coarse
summarizer is trained by matching source segments and target segments using ROUGE. However, this is not
a good method to teach a model how to summarize a piece of text, for the same reasons mentioned in Section
2.3 for DANCER [45]. This method is also computationally intensive because the best target segment must be
found for every input segment. Also, Zhang et al. evaluate Summ𝑁 only on ROUGE scores and do not consider
any other evaluation metrics which can give a skewed view of the performance. More evaluation metrics are
discussed in Section 2.7, which also discusses the pros and cons of each evaluation metric. Zhang et al. also do
not use Summ𝑁 for regulatory or legal texts, which will be done in this research.
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2.5 Summarization of legal and regulatory texts
Section 2.3 and section 2.4 discussed methods on how to handle long documents for summarization purposes.
This section will discuss methods on how to process and summarize legal and regulatory texts. Identifying how
the NLP field processes legal and regulatory texts can prove beneficial for the performance of our proposed
summarization model. This section will first discuss the characteristics of legal and regulatory texts and what
types of NLP tasks are performed on them. Then, different types of legal LMs will be discussed. Finally, specific
legal text summarization methods will be discussed.

2.5.1 Legal and regulatory texts. Regulatory texts are a subset of legal texts. Regulatory texts specifically contain
rules and standards established by regulatory bodies to implement and enforce laws within a particular domain.
Legal texts, on the other hand, encompass a broader range of documents that include laws, regulations, (court)
cases, contracts, and more. This research will focus on regulatory texts. Numerous types of research involving
NLP in the legal field leverage multiple types of legal texts.
Standard NLP tasks like summarization, named entity recognition, text classification, question answering,

and others are commonly applied to legal texts, aiding in comprehension and text processing. In addition to
these conventional NLP tasks, the legal domain often requires specialized applications unique to its domain.
Zhong et al. [144] identify Legal Judgment Prediction (LJP), Similar Case Matching (SCM), and Legal Question
Answering (LQA) as unique applications of AI in legal scenarios. LJP concerns the prediction of judgment results
from the facts of a case [144], statutory articles from the Civil Law system [139], and other information such
as arguments and claims [42]. SCM focuses on finding pairs of similar cases [144], varying on the definition of
similarity. Finding similar cases can be important because, for Common Law systems, judicial decisions are made
according to previous similar and representative cases. But SCM also proves useful for legal practitioners to
obtain information on similar cases. LQA is similar to ’regular’ question answering but it specialises in the legal
domain.
Legal texts differ from other types of texts in several aspects, which makes them harder to process and

summarize. There are multiple aspects which make legal documents uniquely difficult [123] [66] [62]:
- Size: The length of legal documents tends to be longer than documents in other domains.
- Structure: Legal documents contain internal structures. These structures can be exploited but the structure
varies greatly per type of legal document.

- References and citations: Legal documents contain many references and citations. References refer to
a piece of information inside of a text. Citations refer to information outside of the text. References and
citations play a major role because they can point towards important information.

- Ambiguity: Legal documents can be ambiguous because of the importance of their origin. A document is
deemed more important if it originates from the Supreme Court. This ambiguity also makes references and
citations more complicated.

- Vocabulary: The vocabulary of legal documents is different as it uses specific, sometimes complex,
terminology.

These difficult characteristics of legal documents ask for different types of solutions and approaches to perform
traditional NLP tasks.

2.5.2 Legal Language Models. Most LMs are general-purpose models which have limited capabilities on certain
specialized texts. Domain-specific LMs are created by adding additional domain-specific texts during the pre-
training process or by replacing existing data with domain-specific data. The addition or replacement of data can
be done after the initial pre-training process. But the model can also be pre-trained from scratch. Domain-specific
LMs can be created by multiple strategies:

- Further pre-training on domain-specific corpora.

16



Summarization of Long Regulatory Documents Master’s Thesis, 2023-2024, UU

Fig. 6. Perplexities (PPT ), nDCG@5 and F1-score on test data for three evaluation datasets for all models. PPT is a measure
of uncertainty in the prediction of the sample, indicating that a lower score means the model is more certain of its output.
nDCG@5 is the Normalized Discounted Cumulative Gain for the first top 5 ranked items. It is a metric that measures the
ranking quality and Chalkidis et al. state that it is a good metric for Large-Scale Multi-Label text classification [17] [18].
Multiple runs have been performed with the black line indicating the average of the runs. The opaque sections indicate the
range of the minimum and maximum over the runs. A star indicates that the version of Legal-BERT outperformed the tuned
BERT-BASE on average. The tuned version of BERT-BASE was tuned on one of the three datasets. Figure directly taken from
Chalkidis et al. [17]

- Pre-train on domain-specific corpora from scratch.
- Fine-tune on domain-specific tasks.

The first two options involve changing or adding the pre-training procedure of an LM. Besides changing the
pre-training process, fine-tuning is also an option to create domain-specific LMs. However, datasets are required
on which the LM can be fine-tuned. Results [52] have shown that pre-training a model on a domain-specific task or
corpus improves performance on these domains. Domain-specific LMs are therefore interesting because they have
an expert view of a domain while retaining their capability to perform a wide range of NLP tasks. Domain-specific
models have been developed for a multitude of different domains such as the healthcare domain (ClinicalBERT
[59]), biomedical sciences (BioBERT[75]), the scientific domain (SciBERT[7], the finance domain (FinBERT [135],
BloombergGPT [130]). But pre-trained LMs for law purposes also exist: Lawyer LLaMA[61], Lawformer [133],
LegalLongformer [87], PEGASUS-Billsum [139], LegalBERT [17], CaseLawBERT [143], PoL-BERT [54] and LexLM
[20]. An overview of legal LMs can be seen in Table 3. Results from Chalkidis et al. (2023) have been implemented
to compare a subset of the legal LMs on their performance.
Lawyer LLaMA [61] and Lawformer [61] are Chinese-based LMs that showed a performance increase after

additional pre-training on a legal corpus. Lawyer LLaMA also showed that its performance on general tasks
improved slightly. This is a positive feature because it shows that pre-training a model on a domain will not
cause it to perform worse on other general NLP tasks. Lawformer showed slight improvements in judgment
prediction and legal question answering. However, it showed significant improvements in legal case retrieval. But
Lawformer is also more capable of handling long documents because it is based on the Longformer architecture
[133].
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Mamakas et al. [87] created LegalLongformer to handle long legal texts, able to process up to 4096 tokens.
Mamakas et al. also introduced a version that can handle up to 8192 tokens. LegalLongformer is initialized with
LegalBERT’s [17] parameters and Longformer’s [8] attention mechanism. Then LegalLongformer is fine-tuned on
LexGLUE [21]. LexGLUE contains several datasets focused on downstream legal tasks. LegalLongformer shows
improved results over LegalBERT [17] and seems to perform well on LexGLUE tasks. Unfortunately, there is no
version of LegalLongformer available online. PEGASUS-BillSum [139]is a version of the PEGASUS model [139],
which has been fine-tuned on the BillSum dataset.

Chalkidis et al. [17] investigate how to adapt BERT [33] to the legal domain. Legal-BERT will be discussed
extensively as it was an early domain-specific LMs while proving to be effective. Chalkidis et al. experimented
with further pre-training on domain-specific corpora (Legal-BERT-FP) and with pre-training on domain-specific
corpora from scratch (Legal-BERT-SC). Legal-BERT-FP is pre-trained on a combination of multiple legal text
domains. But other versions of Legal-BERT-FP are also created which are pre-trained only on one legal text
subdomain. The types of legal texts are EU and UK legislation, two types of court cases, and US contracts.
Chalkidis et al. also create Legal-BERT-FP versions that are just pre-trained on one of the sub-domains of EU
legislation (EURLEX), European Court of Human Rights (ECHR) cases, and US contracts.

After their training procedure, Legal-BERT-SC and Legal-BERT-FP were evaluated on several legal NLP tasks
using different datasets. EURLEX57K [18] was used for Large-Scale Multi-Label text classification. ECHR-CASES
[15] was used for binary and multi-label text classification on cases from the European Court of Human Rights
[3]. CONTRACTS-NER [16] [19] was used for named entity recognition (NER) on US contracts. The results on
these datasets can be seen in figure 6. It can be seen that in all cases some variant of Legal-BERT outperforms the
tuned version of BERT-BASE on average. For EURLEX57K the difference is less substantial. For ECHR-CASES
and CONTRACTS-NER, Legal-BERT outperforms the tuned version of BERT-BASE less and more substantially,
varying per dataset per task. It is however evident that a version of Legal-BERT outperforms BERT-BASE in all
cases. The overall gains are small when considering the substantial data and computational requirements needed
to pre-train Legal-BERT.
The optimal performance of Legal-BERT varies depending on the dataset and task at hand. It must be noted

that the version of Legal-BERT-FP in figure 6 is dependent on which version of Legal-BERT-FP performed best.
Legal-BERT-FP could either be further pre-trained on all legal domains or only on one legal subdomain. The
results were dependent on the dataset and the amount of training steps. For EURLEX57K, the difference was
marginal: Pre-training just on the subdomain gave a nDCG@5 score of 82.7 while pre-training on all domains
resulted in a score of 82.6 [17]. For this research, Legal-BERT-SC or the Legal-BERT-FP version trained on the
EUR-Lex dataset will be used because this research involves European Legislation texts.

Besides Legal-BERT, there are more legal LMs based on BERT. CaseLawBERT [143] is pre-trained from scratch
for over 2 million steps on the Harvard Law case corpus. Zheng et al. [143] discuss when full pre-training is
appropriate. Full pre-training of a model is a substantial effort, computationally and financially. Zhang et al.
argue that for legal NLP better benchmarks are required to be able to research if pre-training is justified. In their
research, they not only make this argument but introduce a new benchmark to address this gap. CaseLawBERT
shows improved results over BERT on the newly introduced benchmark and two other benchmarks.

PoL-BERT [54] is based on Roberta and trained from scratch on the Pile of Law corpus [54], which is compiled
of legal and administrative text. The size of the Pile of Law corpus is the biggest of all the legal BERT variants.

Chalkidis et al. present two pre-trained legal LMs called LexLM-Base and LexLM-Large. But Chalkidis et al. [20]
also introduce a multinational English legal corpus, LeXFiles [20] and a legal knowledge benchmark, LegalLAMA
[20]. LegalLAMA is focused on the prior knowledge of an LM by testing its prior knowledge in the legal domain.
Both LexLM models are further pre-trained on the LeXFiles corpus. They are then evaluated on LegalLAMA and
LexGLUE [21]. The LexLM models are then compared to RoBERTa-Base and RoBERTa-Large [84], LegalBERT
[17], CaseLawBERT [143] and PoL-BERT[54]. In the evaluation on LegalLAMA, the top-performing model is
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LexLM-Large, followed by LexLM-Base in second place, and LegalBERT [17] in third place. It is surprising to see
that RoBERTa-Large outperforms CaseLawBERT and PoL-BERT. All models are fine-tuned on LexGLUE for 1
epoch. LexLM-Large performs best with RoBERTa-Large performing second best. LexLM-base comes in as 6th
best, surprisingly. After fine-tuning, all models are again tested on their prior knowledge using LegalLAMA.
The same pattern can be seen as before where the LexLM models and RoBERTa-Large perform better than
CaseLawBERT and PoL-BERT. Chalkidis et al. state that RoBERTa-L and the LexLM models have better prior
legal knowledge, which also results in better performance downstream tasks. Besides the regular LexLM models
based on RoBERTa, Chalkidis et al. also introduce a version that uses the Longformer attention mechanism [8].

Table 3. Different types of Legal LMs. FP stands for Further Pre-training, SC stands for pre-training from SCratch and FT
stands for Fine-Tuned. Models under the dashed line are of interest for this research. LegalLAMA (1) represents the score on
LegalLAMA before fine-tuning on LexGLUE, whereas LegalLAMA (2) represents the score on LegalLAMA after fine-tuning
on LexGLUE.

Model Training method LegalLAMA [20] (1) LexGLUE [21] LegalLAMA [20] (2)

Lawyer LLaMA [61] FP - - -
Lawformer [133] FP - - -
LegalLongformer [87] FT - - -
Pegasus-BillSum [139] FT - - -
LegalBERT-FP [17] FP - - -
LegalBERT-SC [17] SC 3 6 3
CaseLawBERT [143] FP 5 7 6
PoL-BERT [54] SC 6 3 5
LexLM-Base [20] FP 2 4 2
LexLM-Large [20] FP 1 1 1

2.5.3 Specific legal text summarization methods. Domain-independent ATS methods mentioned in Section 2.1
and Section 2.2 can also be applied for legal text summarization [62] [66]. However different methods have also
been proposed with a specific focus on legal text summarization. The methods found were all extractive-based
summarization methods. The domain-specific legal text summarization methods found are as follows:

- Citation-based methods focus on using documents that the source text cites and documents that cite the
source text. These documents are used directly or as additional help to create the summary.

- Ripple down rules-based methods are created incrementally by a domain expert without a knowledge
engineer. The knowledge base is refined over time.

- Rhetorical role-basedmethods focus on understanding the semantic function of sentences by associating
them with specific rhetorical roles. By aligning sentences with their rhetorical roles, the source text can be
better understood for the summarization task.

- Nature-based methods draw inspiration from nature to address summarization as an optimization
challenge. A fitness function serves as a metric to find the best possible solution for the task.

For further explanation of these methods, Jain et al. (2021) and Kanapala et al. (2019) provide detailed insights.
This research focuses on using legal language models, as previously mentioned. This approach is chosen due to
the limited research on domain-independent abstractive text summarization (ATS) methods. Additionally, recent
years have seen a scarcity of studies in this area.
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Table 4. Different types of datasets. Size is expressed in the amount of document/summary pairs. Only the English parts of
XL-sum and EUR-Lex-Sum have been considered. * indicates that QMSum uses query-summarization pairs.

Dataset Domain ± Size

CNN/DailyMail [94] News 285,000
NYT [113] News 655,000
Multi-News [41] News 56,000
Gigaword [48] News 4,000,000
XSum [95] News 227,000
XL-sum [53] News 301,000
WikiHow [72] Website texts 230,000
Reddit TIFU [69] Website texts 120,000
PubMed [27] Scientific articles 133,000
Arxiv [27] Scientific articles 215,000
AMI [89] Meetings 137
ISCI [63] Meetings 59
QMSum* [146] Meetings 1808
BigPatent [117] Legal and Regulatory 1,300,000
BillSum [36] Legal and Regulatory 20,000
GovReport [60] Legal and Regulatory 20,000
EUR-Lex-Sum [4] Legal and Regulatory 1500
EurLexSum [71] Legal and Regulatory 4595

2.6 Datasets
To fine-tune a pre-trained model a large dataset is required containing document-summary pairs. Fortunately,
more data is available nowadays because of massive amounts of text residing on the internet. Obtaining high-
quality summaries alongside the texts can pose a challenge, however. Ideally, summaries would be obtained by
letting experts create summaries but this is time-consuming and expensive. Often summaries are created by
using headlines, TL;DR (Too Long; Didn’t Read) sections, abstracts, or introductions. Besides this, there are also
many types of domains to be used. Fine-tuning a summarization model on a domain that differs from the domain
that the model that will be used can result in lower performance. This section will discuss different commonly
used summarization datasets. The subsections are divided per domain and discuss the available datasets and
their properties. Table 4 provides a reference for specific datasets. It presents a list of datasets, along with their
respective domains and sizes. Finally, the EUR-Lex-Sum [4] will be discussed, which is used in this research.

2.6.1 News. Most previous research done on ATS involves the usage of texts from the news domain. The
CNN/DailyMail dataset was constructed by Nallapati et al [94] by modifying an existing dataset, created by
Hermann et al. [55]. The CNN/DailyMail dataset contains human-generated summaries alongside news articles
which are the original text. The summaries were created by scraping all bullets of each story in the original
order to create a multi-sentence summary. This dataset is used extensively in the summarization domain because
it contains over 285,000 document/summary pairs and the summaries are of high quality and human-written.
The dataset also covers many different news article topics which offers great generalization purposes across the
summarization domain. Overall, this dataset is one of the most used datasets in the field of ATS. Besides the
CNN/DailyMail dataset, there are other multiple news-focused datasets such as NYT [113], Multi-News [41],
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Gigaword [48], Newsroom [49], XSum [95], XL-sum [53] and the datasets [31] [77] [28] [29] ranging from 2008
till 2011.

2.6.2 Website texts. WikiHow [72] comprises a dataset containing over 230,000 pairs of articles and summaries.
These are extracted and compiled from a diverse range of topics covered by various human authors in the
WikiHow online knowledge base. The articles exhibit a broad spectrum of styles, reflecting the high diversity
within the dataset. Reddit TIFU [69] consists of 120,000 posts from the online discussion forum Reddit.

2.6.3 Scientific Articles. Previously mentioned datasets contain relatively short reference texts. This makes sense
due to the nature of the type of text. Datasets containing longer reference texts are PubMed [27] and Arxiv [27].
Both of these datasets consist of scientific articles in their respective categories.

2.6.4 Meetings. AMI [89] and ICSI [63] are datasets containing meeting scripts. The scripts are generated by
Automatic Speech Recognition, which results in an error rate of around 36-37% for both datasets. AMI’s scripts are
collected from product designmeetings from a company. ISCI’s scripts are collected from academic groupmeetings.
QMSum [146] is a query-based meeting summarization dataset. QMSum contains annotated query-summarization
pairs of committee meetings of the Welsh Parliament and the Parliament of Canada. QMSum also includes the
AMI and ISCI datasets besides the committee meetings. QMSum focuses on creating the right summary based on
a query. Summarization of meetings can be very valuable in a wide range of contexts. These types of datasets are
also interesting for long document summarization because of the length of the meetings. However, a difficult
aspect of these datasets is that they contain the viewpoints of multiple speakers. Summarization methods have to
consider multiple viewpoints in a meeting while also retaining an idea of what the global meeting is about and
its outcomes. Meeting datasets and summarization tasks are therefore unique, making them harder to use for the
task of this research.

2.6.5 Legal and Regulatory. BigPatent [117] is another long document summarization dataset. It is made up of
1,3 million records of U.S. patent documents along with human-written abstractive summaries. BillSum [36] and
GovReport [60] also contain long documents. BillSum is composed of US Congressional and California state
bills. GovReport is a large-scale dataset, consisting of U.S. government reports with expert-written abstractive
summaries. Both datasets contain around 20,000 document/summary pairs.

2.6.6 EUR-Lex-Sum. This research will make use of the EUR-Lex-Sum dataset [4], which is composed of multi-
and cross-lingual datasets for long-form summarization in the legal domain. This dataset consists of documents
from the European Union law platform with corresponding manually curated summaries. It contains up to 1500
document/summary pairs for English. The English part of the dataset will be used to fine-tune the abstractive
model, meaning that our abstractive model is based on supervised learning. The EUR-Lex-Sum dataset has been
chosen because the EUR-Lex-Sum contains even longer reference texts than GovReport and BillSum. GovReport’s
mean document length is around 9000 tokens, Billsum’s mean document length is around 1382 words and
EUR-Lex-Sum’s mean document length is around 12,000 tokens. EUR-Lex-Sum’s maximum document length
also surpasses the maximum document length of GovReport and BillSum. Klaus et al. [71] introduce a dataset
containing 4595 document-summary pairs, on the topic of European legislation. Because this dataset is bigger
than the EUR-Lex-Sum dataset introduced by Aumiller et al. [4].

2.7 Evaluation metrics
Evaluation of generated texts is crucial but difficult; In what sense is summary A better than summary B? This
evaluation process can suffer from the same flaws as the actual summarization process itself, mentioned in 2.1.
Consistency and objectivity are hard to keep consistent over multiple summaries. However, it remains of extreme
importance that generated summaries are evaluated correctly.
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Table 5. Criteria for evaluating generated texts along with new descriptions based on the meta-review of Howcraft et al [57].

Criterion Description

Fluency Assessment of the text’s smoothness and ease of reading in terms of form, content, and grammar.
Readability Evaluation of how useful, understandable, and clear the summary is.
Coherence Measure of logical a text is to its linguistic context.
Naturalness Assessment of how closely the summary resembles natural language.
Quality Overall judgment of the summary.
Correctness Evaluation of correct text is relative to the input text.
Usability Assessment of how practical and user-friendly the summary is.
Clarity Determination of how understandable a text is.
Informativeness Evaluation of how much valuable information is in the text.
Accuracy Assessment of the precision and correctness of the information in the text.

Without good evaluation metrics, it cannot be determined if a model performs well. So, generated texts are often
evaluated along four criteria against a golden standard text: Coherence, Consistency, Fluency and Relevance [73]
[40]. But other criteria can also be used to evaluate texts such as Informativeness, Factuality, Semantic Coverage or
Adequacy [136]. However, Howcroft et al. (2020) found that there is little shared practice in human evaluation
within NLG research. This lack of consensus arises because there are no standardized definitions for naming
the aspects of quality that are to be evaluated. Furthermore, Howcraft et al. observed significant inconsistency
in the use of quality criterion names across different research, with the same names often denoting different
aspects and vice versa. Howcraft et al. also found that more than half of the research lacked clear definitions
for the evaluated criteria, and approximately a quarter failed to explicitly mention the criteria under evaluation.
Howcraft and colleagues standardized various evaluation names into a set of normalized criterion names. Table 5
has listed the criteria and descriptions with a short description.

Despite the criterion flaws, human evaluation along the criteria of Table 5 is still used to assess generated texts
and summaries. Evaluation is done by crowd-sourced annotators and/or domain experts. Besides the inconsistency
in criteria, Gillick and Liu [46] state that summary evaluations from non-experts can differ greatly from domain
experts. Besides this, human evaluators can be biased, preferring certain phrases and sentences [147]. Using
annotators is also expensive and time-consuming. Therefore, automatic evaluation metrics are a good alternative.
These are a lot cheaper and will produce less noisy evaluations. Many automatic evaluation metrics have been
proposed. A summary must incorporate both precision, by conveying only factual information, and recall, by
including the most crucial details from the source text. Combining both metrics into the F-score ensures accuracy
and completeness in capturing the essential elements of the original content. The other part of this section will
discuss various automated evaluation metrics that could be of importance for this research.

2.7.1 n-gram-based metrics. n-gram based approaches use n-grams to evaluate machine generated texts. While
originally designed for Machine Translation, BLEU is an n-gram matching approach that compares a generated
text with a reference text. BLEU [101] is one of the most used evaluation metrics for NLG. BLEU calculates the
precision of a generated text by comparing the n-grams in the generated text with the n-grams of the reference
text. A higher precision score indicates better performance. The formula for precision (𝑃 ) is given by:

𝑃 =
# Matching n-grams

# n-grams in generated text
(2)
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BLEU does not consider recall, meaning it does not penalize for missing relevant information present in the
reference texts. The formula for recall (𝑅) is given by:

𝑅 =
# Matching n-grams

# n-grams in reference text
(3)

Because BLEU solely uses n-grams, it does not take syntactic integrity or grammatical correctness into account.
Also, BLEU fails to consider semantic correlation. More recent works have shown that BLEU does not have a
strong correlation with human evaluation and that BLEU should not be used to evaluate other types of NLP
tasks outside of machine translation [110]. METEOR [6] is another metric used for evaluating machine-generated
translations. METEOR aims for a more comprehensive evaluation by considering additional linguistic features
such as recall, stemming, synonymy, and explicit ordering of words. CHRf [104] is another n-gram-based approach
which focuses on the F-score of character n-grams. The F-score is the harmonic mean of the precision and recall.
The formula for the F-score (F) is given by:

𝐹 =
2 × 𝑃 × 𝑅
𝑃 + 𝑅 (4)

Because it is a character-level metric, CHRf can handle variations in word forms and is less sensitive to word
segmentation errors.

ROUGE [79] is designed specifically for evaluating automatic summarization. ROUGE measures the number of
matching n-grams or skip-grams between the reference summary and the model-generated summary. ROUGE-1
refers to the overlap of unigrams between the two summaries, while ROUGE-2 refers to the overlap of bigrams.
ROUGE-L represents the ROUGE score of the Longest Common Subsequence. These three variations are the
most used evaluation metrics for summarization tasks. ROUGE scores range from 0 to 1, with a higher score
indicating a better summary. ROUGE calculates the recall of a generated text as it is designed to evaluate how well
machine-generated summaries capture important content from the reference text. By focusing on recall, ROUGE
provides insights into the effectiveness of a summarization model in terms of information coverage and content
retention. ROUGE scores are easy and inexpensive to calculate and they are a proper indication of the quality
of a summary. ROUGE shows some positive correlation with human evaluation according to earlier work[79].
However, more previous work has criticised this assumption and many other evaluation metrics correlate much
better with human judgment. But still, ROUGE scores do not say everything about a summarization. If the
reference summary is extractive by nature and an abstractive summarization model is evaluated, low ROUGE
scores might be obtained. This occurs because ROUGE measures syntactic overlap rather than semantic overlap.
Even if the meaning of the reference summary and the generated summary align, the lack of syntactic similarity
results in lower ROUGE scores. Often ROUGE is combined with human evaluation, but this combination still
fails to consider other features such as factual correctness [73]. Still, ROUGE will be used as one of the evaluation
metrics but it is important to use other evaluation metrics which offset ROUGE’s drawbacks.

2.7.2 Embedding-based metrics. Embedding-based metrics for ATS evaluate the quality of generated summaries
by comparing the semantic similarity between the generated summary and one or more reference summaries
using vector representations, embeddings, of words or sentences. These metrics aim to capture the content
and semantics of the text while n-gram-based approaches focus on surface-level matching of word sequences,
disregarding the semantic relationships. BERTScore [139] is an embedding-based metric. It uses BERT embeddings
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to calculate a score for similarity between a generated sentence and a target sentence. BERTScore addresses
two drawbacks of n-gram-based approaches. First, BERTScore can accurately evaluate paraphrases. Secondly,
BERTScore can accurately capture distant dependencies and penalize semantically-critical ordering changes. The
process of BERTScore is as follows. A BERT embedding is computed for a reference text and a generated text.
Then for all reference tokens, the cosine similarity is calculated pairwise with all candidate tokens. Thereafter,
each token of the generated sentence is matched to the most similar token of the reference sentence and vice
versa. This is done to compute the recall, precision, and F1 score. Then the selected token matches are weighted
by the Inverse Document Frequency to incorporate rare words’ importance. Finally, the BERTScore values are
rescaled to improve human readability and make them fall in a range of [0,1], with higher scores indicating
higher similarity. BERTScore can capture semantic similarity between texts better but still, it can miss subtle
differences and miss higher level concepts in a summary, especially when summarizations get longer. BERTScore
shows a better correlation with human judgement on Machine Translation on the WMT 2018 dataset [11] and on
Image Captioning on the COCO Captioning Challenge [22]. For our research, summaries are often quite long
so BERTScore might not give a proper evaluation of the summary because it relies on a context length of 512
tokens, just like BERT. The mean summary length of the EUR-Lex-Sum [4] dataset is around 800 tokens. This
means that BERTScore is unable to evaluate every summary as a whole.

MoverScore [141] uses contextualized representations with a distance measure to compare generated texts to
reference texts. The distance measure captures the amount of shared content between two texts, which is the
union between text A and text B. But it also captures how much the generated text deviates from the reference
text by subtracting the intersection of text A and B from the union between text A and B.

Zhao et al. [141] use different types of embeddings such as static embeddings and contextualized embeddings.
MoverScore can also vary in other types of dimensions such as Granularity, Fine-tuning Tasks, and Aggregation.
The first variant of MoverScore is Word Mover. It makes use of Unigram-based word embeddings. The other
is Sentence Mover which makes use of sentence embeddings. Both versions can vary among the other three
different dimensions. For text summarization, Zhao et al. [141] found that WordMover performed best, showing a
higher correlation with human judgments than ROUGE on the TAC-2008 dataset [31] and near similar correlation
on the TAC-2009 dataset [77]. Generated and reference summaries had less than 100 words. In this research,
summaries are longer so it is unclear how well MoverScore performs as an evaluation metric.

2.7.3 Generation Probability-based metrics. BARTScore [136] is based on BART [76] and it is a generation
probability-based evaluation metric. Given a golden reference text and a target text, BARTScore calculates the
generation probability of the target text being conditioned on the reference text. BARTScore makes use of four
different methods for using BARTScore based on different generation directions. These methods are Faithfulness,
Precision, Recall, and F-score. They take the source text, golden-reference text, and the generated text into
consideration in multiple directions. These different ways of using BARTScore offer a better evaluation for
specific tasks. Summarization evaluation mostly relies on the Faithfulness and Recall methods of BARTScore.
Faithfulness assesses the likelihood of the generated text being generated from the source text, and it can also
serve as a gauge for evaluating specific aspects of the target text, such as Coherence and Fluency. The Recall
version quantifies the probability with which a golden-reference text could be created based on the generated
text, providing a measure of the Relevance of the generated text. BARTScore is based on log-likelihoods and
doesn’t adhere to a fixed scoring range. The scores are typically negative, with higher (less negative) values
indicating better quality. The exact range and distribution of scores will depend on the specifics of the task and
the texts being evaluated. BARTScore shows an overall better correlation with human judgment than ROUGE,
BERTScore, and MoverScore on the QAGS-CNN [127], QAGS-SUM [127] and WMT 19 dataset [86]. BARTScore is
less effective at distinguishing the quality of an extractive summarization but it is more effective at distinguishing
the quality of an abstractive summarization [136].
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Table 6. Overview of evaluation metrics and, if available, their Pearson (𝑟 ), and Kendall-Tau (𝜏) correlations with human
evaluation scores on the SummEval dataset [40]. A higher value indicates that there is a higher correlation with human
judgments of summaries. The horizontal lines separate the different types of evaluation metrics.

Coherence Consistency Fluency Relevance Average
Evaluation Metric 𝜌 𝜏 𝜌 𝜏 𝜌 𝜏 𝜌 𝜏 𝜌 𝜏

ROUGE-1 [79] 0.167 0.126 0.160 0.130 0.115 0.094 0.326 0.252 0.192 0.150
ROUGE-2 [79] 0.184 0.139 0.187 0.155 0.159 0.128 0.290 0.219 0.205 0.161
ROUGE-L [79] 0.128 0.099 0.115 0.092 0.105 0.084 0.311 0.237 0.165 0.128
BLEU [101] - - - - - - - - - -
METEOR [6] - - - - - - - - - -
CHRf [104] - - - - - - - - - -
BERTScore [139] 0.284 0.211 0.110 0.090 0.193 0.158 0.312 0.243 0.225 0.175
MOVERScore [141] 0.159 0.118 0.157 0.127 0.129 0.105 0.318 0.244 0.191 0.148
BARTScore [136] 0.448 0.342 0.382 0.315 0.356 0.292 0.356 0.273 0.385 0.305
BLANC [124] - - - - - - - - - -
QuestEval [114] - - - - - - - - - -
UniEval [145] 0.575 0.442 0.446 0.371 0.449 0.371 0.426 0.325 0.474 0.377
G-EVAL-4 [83] 0.582 0.457 0.507 0.425 0.455 0.378 0.547 0.433 0.514 0.418

2.7.4 Referenceless metrics. All automated metrics mentioned so far need a reference text to be able to evaluate
the generated text. Referenceless metrics remove the need for high-quality reference summaries which can
suffer heavily from layout bias. Many evaluation metrics using reference texts disregard the source text which
contains viable information for evaluation. Furthermore, summaries can be written in multiple styles and many
summaries can be correct for one document. Referenceless metrics focus on testing how helpful a summary is to
its readers. This paragraph will discuss multiple referenceless metrics. More research has been done in previous
years on these metrics because they show promising results due to the development of question-answering and
Question-generation abilities of LLMs.
BLANC [124] is a measure of how well a summary helps an independent, pre-trained LM understand a

document. Vasilyev et al. use BERT [33] as the pre-trained LM for a language understanding task. Words in a text
are masked and the LM predicts what specific word is masked. The idea is that the addition of the summary would
help BERT understand what word is masked. The addition of a high-quality summary should improve BERT’s
ability to accurately predict the masked word, in contrast to scenarios where no summary is used. Vasilyev et al.
[124] propose two versions of BLANC. BLANC-help uses the summary text by directly concatenating it to each
sentence during the prediction task. By reading the summary alongside the masked sentence, the pre-trained LM
should get a better idea of what words are masked. The BLANC scores can range from -1 to 1, but the scores
are typically from 0 to 0.3 [125] For BLANC-tune, the pre-trained LM is fine-tuned on the summary text, which
contains masked words. After learning what the summary means and entails, the masked sentence is given to
the pre-trained LM. Vasilyev et al. evaluated their evaluation metric by giving BERT the original summary texts
or random sentences. When the original summary texts were used, BLANC scores improved compared to using
random sentences. This indicates that BLANC can inform us how good a summary is. BLANC is more correlated
to human evaluation than ROUGE-L for a Machine Translation task but only slightly [124], combining BLANC
with ROUGE-L showed more correlation with human evaluation however.

QuestEval [114] accounts for both factual consistency and relevance of the generated text. It combines a
precision-oriented framework from Wang et al. [127] and a recall-oriented framework from Scialom et al. [115].
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Both frameworks consist of a Question Generation component and a Question Answering component. Both
components used a pre-trained T5 model [107] which was fine-tuned on two question-answering datasets. It is
important to note that the context length of T5 is 512 tokens long. This can cause difficulties in the evaluation
process because summaries are often longer than 512 tokens. For the Precision framework questions were
generated using the summary and they were answered using the source document. The Recall framework
generated questions from the source document and answered these questions using the summary. The generated
questions and the generated answers were weighted to account for the fact that an effective summary should
contain the most important information from the source. Both frameworks gave scores as output which QuestEval
uses to calculate the F-score. Results showed that QuestEval correlates much better to human judgment than
metrics such as BERTScore, ROUGE, and other Question Answering evaluation metrics on the SummEval [40],
QAGS-XSUM [127] and QAGS-CNN [127] datasets. These three datasets are often used to evaluate the correlation
of an evaluation metric with human judgment. SummEval contains summaries from the CNN/Daily Mail [94]
dataset, which was annotated by experts along four criteria; Consistency, Coherence, Fluence and Relevance.
QAGS [127] is a dataset containing either summaries created by BART [76] on XSUM [95] (QAGS-XSUM) or
CNN/Daily Mail [94] (QAGS-CNN). Annotators measured the factual consistency of the summary, corresponding
to the consistency criterion of SummEval.
UniEval [145] is a unified multi-dimensional evaluator for text generation tasks. It formulates the multi-

dimensional evaluation task as a unified Boolean Question-answering (QA) problem. This enables UniEval to
evaluate a generated text using just a single model. UniEval uses T5 [107] as its backbone model for the QA
Task. The generated text, the reference source text, and a context are fed to the backbone model. The generated
text is then evaluated along four criteria; Coherence, consistency, fluency, and relevance. Given the input and a
question involving one of the four criteria, the backbone model will answer "Yes" or "No". UniEval has shown an
improved correlation with human judgment on SummEval [41] over n-gram-based approaches, embedding-based
approaches, and BARTScore.
G-Eval [83] is a prompt-based evaluator of three components.
(1) A prompt that contains the definition of the evaluation task and the desired evaluation criteria
(2) A chain-of-thoughts (CoT) sequence of intermediate instructions generated by the LLM describing the

detailed evaluation steps
(3) A scoring function that calls the LLM with the designed prompt, CoT, the input text, and the target text

that needs to be evaluated. This function returns the score of the generated text, which is rated along the
desired evaluation criteria.

G-Eval uses GPT-4 [98] as the backbone model. The advantage of using GPT-4 is that a longer context length
of 4096 tokens can be used. A disadvantage is that GPT-4 is not an open-source model. On SummEval [40],
QAGS-CNN [127], QAGS-XSUM [127] and Topical-Chat [47] G-Eval showcases a better correlation with human
judgments compared to ROUGE, BERTScore, MOVERScore, and BARTScore. G-Eval is also used in combination
with GPT-3.5 which has mixed results when comparing it to previously mentioned metrics. Table 6 lists all the
evaluation metrics, mentioned in this section. If available, Table 6 also lists the correlations of the evaluation
metric with human judgment on the SummEval dataset.

3 METHOD
This section will discuss the various methods that this research uses to construct the proposed architecture. Section
3.1 describes the properties of the dataset used in this research. Section 3.2 discusses different chunking operations
that this research proposes. Section 3.3 is divided into three different subsections, providing a more detailed insight
into the total architecture. Section 3.4 will describe the metrics used to evaluate the final summary 𝐹 . Figure 2
is an intuitive visualisation of the summarization process proposed by this research. The process includes two
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types of summarization steps, defined as the extractive step and the abstractive step. The extractive step involves
the chunking of the document and the generation of an intermediary summary by an extractive summarization
model. The abstractive step involves the generation of the final summary by an abstractive summarization model.
The extractive step was repeated until the intermediary summary was under some threshold, after which the
final summary was generated by the abstractive step.

To formulate the proposed architecture and the task, a source document𝐷 is composed as𝐷 = {𝐷1, 𝐷2, 𝐷3, ...𝐷𝑚},
where 𝐷𝑖 represents one chunk of the source document 𝐷 . The source document 𝐷 is composed of𝑚 chunks.
A chunk is summarized by an extractive summarization model, which produces an intermediary summary
𝐸 𝑗 = 𝐸

𝑗

1 ⊕ 𝐸
𝑗

2 ⊕ 𝐸
𝑗

3⊕, ..., ⊕𝐸
𝑗

𝑀
, where 𝐸 𝑗

𝑖
represents an intermediary summary of chunk 𝐷𝑖 of extractive step 𝑗 .

The intermediate summary 𝐸 𝑗 is made up of the summaries of all the chunks, which are concatenated in the
same order as in the original text. The extractive summarization model has a compression ratio 𝑅, that can
be set between [0, 1]. This research defines the compression ratio by dividing the length of an article by its
corresponding summary, like Grusky et al. [49]. Before the summarization is performed, the amount of extractive
steps 𝑁 that was taken is calculated using Formula 5. Then, the 𝑁 extractive summarization steps are undertaken,
and for the next extractive summarization step, the intermediary summary is again summarized, resulting in
𝐷 = 𝐸 𝑗 and 𝑗 = 𝑗 + 1. After all 𝑁 steps have been completed, the final summary 𝐹 was created by an abstractive
summarization model. A visualisation of the formalization can be seen in Figure 7. All the formulations can be
concluded as follows:

- 𝑫 : The source document. It is composed as:
𝐷 = {𝐷1, 𝐷2, 𝐷3, ...𝐷𝑚}, where 𝐷𝑖 represents one chunk of source document 𝐷 and 𝐷 contains𝑚 chunks.

- 𝑬 𝒋 : The intermediate summary of iteration j created by the extractive summarization model. It is composed
of: 𝐸 𝑗 = 𝐸

𝑗

1 ⊕ 𝐸
𝑗

2 ⊕ 𝐸
𝑗

3⊕, ..., ⊕𝐸
𝑗

𝑀
, where 𝐸 𝑗

𝑖
represents an intermediary summary of chunk 𝐷𝑖 and 𝐸 𝑗 is

composed of𝑚 summaries.
- 𝑵 : The amount of extractive steps.
- 𝑭 : The final summary created by the abstractive summarization model.
- 𝑲 : The context length of the abstractive summarization model.
- 𝑹 : The compression ratio of the extractive summarization model, ranging between [0, 1].

This research explores the potential benefits of using one or multiple extractive steps before creating the final
summary using a single abstractive summarization step. This comparison and investigation addresses the RQ
1 and RSQ1 1. Additionally, the study investigates the impact of using a domain-specific legal LM on the final
summary’s quality. This research compares situations where a legal LM is utilized against situations where no
legal-specific LM is employed, addressing RSQ2. Because long documents are handled, the context length of the
models is very important. Therefore, the impact of the context length of the extractive and abstractive models is
also researched, addressing RSQ3 and RSQ4.

3.1 Dataset
Dataset characteristics. The dataset used to fine-tune the abstractive model is the EUR-Lex-Sum dataset [4].

This dataset consists of documents from the European Union law platform with corresponding manually curated
summaries. The dataset addresses limitations in existing summarization datasets by diversifying content domains
beyond news articles and wiki-like texts and enhancing language inclusivity through the incorporation of
multilingual data. For this task, only the English part of the dataset, consisting of 1504 document/summary pairs
was used. It has been divided into a training, validation, and test set, containing 1129 pairs, 187 and 188 pairs
respectively.

In Figure 8 the distribution of tokens of the English training set can be seen. In Table 7 the dataset properties
of EUR-Lex-Sum [4] can be seen.
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Fig. 7. Visualisation of the summarization process. 𝑁 represents the amount of extractive steps and the ⊕ symbol represents
the concatenation process.

(a) Reference tokens. (b) Summary tokens. (c) Token compression ratio.

Fig. 8. Histograms of the English training set of EUR-Lex-Sum [4], directly taken from from Aumiller et al. [4]. They showcase
the token lengths of reference texts, summaries, and the compression ratio. The orange line represents the median length,
the dashed black line represents the mean length and the dotted black lines represent the standard deviation.

An example of a summary from the dataset can be seen in Appendix B. The summaries have a clear structure.
Each summary begins with a mention of the main legislative documents that establish and govern the respective
programmes. This is followed by an outline of the aim or purpose of the regulation, along with any related
decisions, highlighting the primary objectives and scope. The key points of the programme are then detailed,
specifying the main objectives and areas of focus. In this part, summaries can provide additional information on
topics such as governance structures, funding, and the roles of various agencies involved in the implementation.
Finally, summaries conclude with the application date of the regulations and offer background resources and
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Table 7. EUR-Lex-Sum [4] dataset properties. All values are taken from the English subset. The table is taken directly from
Aumiller et al. [4]

Reference tokens Summary tokens Comp. % novel 𝑛-grams in summary
Min Max Min Max Ratio 1-gram 2-gram 3-gram 4-gram

Train 385 1, 087, 217 173 3021 16 ± 62 44.10 65.97 78.85 84.96
Val. 1,143 199,405 354 5136 18 ± 17 36.65 58.23 72.74 79.96
Test 1,544 403,319 369 2987 18 ± 20 36.78 58.46 72.83 80.07

references to related documents for further information. This approach offers readers a consistent structure
across all approaches.

Outlier removal. Outlier removal was performed to address the presence of extreme outliers in the EUR-Lex-
Sum dataset, as noted by Aumiller et al. [4]. Excessively long summaries are marked as outliers and removed.
To ensure consistency and accurate evaluation, the words in each summary are counted, and those with word
counts exceeding two standard deviations above the mean were removed. This research opted to perform outlier
removal based on words instead of tokens. When tokens would have been used, the number of outliers removed
would differ per model as models utilize different tokenization methods. The outlier removal results in a total of
62 instances being removed. The training set size was reduced from 1504 to 1129 to 1091, the validation set from
187 to 172 and the test set from 188 to 179.

3.2 Chunking the Document
Before the intermediary summary 𝐸 𝑗 can be created by the extractive summarization model, the document will
be chunked into smaller segments. Chunking is necessary because the summarization models have a limited
context length. Different context lengths of the extractive and abstractive models can be seen in 8 and Table 9
respectively. Each chunk was then summarized separately by the extractive summarization model. The size of the
chunk is therefore dependent on the context length of the extractive and abstractive model. The summaries are
concatenated for either another extractive step or the final abstractive step, which produces the final summary.
For this research, Fixed-Size chunking with overlapping was used.

3.3 Architecture
This subsection will discuss the general architecture proposed by this research. A visualisation of the proposed
architecture can be seen in Figure 7. The proposed architecture consisted of one, and possibly more, extractive
steps, followed by a final abstractive step. This subsection is set up in line with the structure of the architecture.
Section 3.3.1 provides a detailed description of the extractive step, including various compression ratio strategies.
Section 3.3.2 elaborates on the specifics of the abstractive step.

3.3.1 Extractive Step. The extractive step in the proposed summarization process involves calculating the amount
of extractive steps that are required, to break down the source document 𝐷 into smaller chunks 𝐷𝑖 , generating an
extractive summary 𝐸𝑖 for each chunk and then concatenating the summaries to form the intermediate summary
𝐸 𝑗 . This process was repeated until the amount of extractive summarization steps 𝑁 had been reached.

This subsection will discuss the several aspects of the extractive step. First, the three different extractive com-
pression ratio strategies will be discussed. Then a variety of models will be discussed which can be implemented
for the extractive summarization of the chunks.

Extractive compression ratio strategies. Three different compression ratio strategies were used for the extractive
step; fixed, dependent, and hybrid. The fixed ratio uses 𝑁 amount of extractive steps with a fixed extractive
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compression ratio. The dependent ratio always performs one extractive step, with the extractive compression
ratio being dependent on the size of the document and the context length of the abstractive model. The hybrid
ratio performs 𝑁 − 1 extractive steps with a fixed ratio, but the final extractive step 𝑁 uses a dependent ratio.
The comparison between the fixed and the hybrid ratio against the dependent ratio is interesting because it

checks the effectiveness of one extractive summarization step compared to multiple extractive summarization
steps. The hybrid ratio could potentially be more effective than the fixed ratio because it is focused on ensuring
that the final intermediary summary optimally fits the context length of the abstractive model. Researching the
ratio type addresses the RQ and RSQ1 and enables this research to find the optimal extractive model.

Fixed ratio. The fixed ratio used one fixed compression ratio that was used for all extractive summarization
steps for all documents. The fixed ratio was set to 0.4, which implies that 40% of the sentences of a text will be
used for an extractive summary. When the fixed ratio was used, the amount of extractive steps was calculated
before the extractive summarization was performed. The amount of extractive steps can be estimated by using
the token length of the document and the context length of the abstractive summarization model. The estimation
for the amount of extractive summarization steps will be performed individually for each document because
the amount of tokens varies greatly per document, as can be seen in Table 7. The calculation of the amount of
extractive summarization steps has been broken down into the following steps:

(1) The length of the intermediary summary |𝐸 𝑗 | after the first step is 𝑅 · |𝐷 |. After the second step, it is 𝑅2 · |𝐷 |
and so on. This implies that the length of the intermediary summary after 𝑁 steps is:

|𝐸𝑁 | = 𝑅𝑁 · |𝐷 |

(2) Extractive steps are performed until the length of the intermediary summary is within the context length
of the abstractive summarization model, 𝐾 :

𝑅𝑁 · |𝐷 | ≤ 𝐾

(3) To estimate 𝑁 , take the logarithm on both sides:

𝑁 · log(𝑅) ≤ log
(
𝐾

|𝐷 |

)
(4) Then, solve for 𝑁 :

𝑁 ≤
log

(
𝐾
|𝐷 |

)
log(𝑅)

(5) 𝑁 is then rounded up to the highest integer. So, the formula for estimating the number of extractive steps
𝑁 needed before the final abstractive step can be taken is:

𝑁 =


log

(
𝐾
|𝐷 |

)
log(𝑅)

 (5)

𝑁 is rounded up to the highest integer because 𝑁 needs to be an integer. If 𝑁 is rounded down, then the length
of the source document |𝐷 | will exceed the context length of the abstractive model 𝐾 . If a document already fits
in the context length of the abstractive model 𝐾 , 𝑁 will be set to zero as no extractive steps need to be taken.
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Dependent ratio. When the dependent ratio was used, only one step of extractive summarization was performed.
The dependent ratio uses an extractive compression ratio which is dependent on the context length of the
abstractive model 𝐾 and the token length of the source document |𝐷 |. The dependent ratio is defined as the ratio
that needs to be used to compress a document in such a manner that it fits the context length of the abstractive
summarization model in one extractive summarization step. The formula for the dependent ratio is as follows,
where 𝑅𝑑 is the dependent ratio:

𝑅𝑑 =
𝐾

|𝐷 | (6)

Hybrid ratio. The hybrid ratio combined both the fixed and dependent ratios. Initially, a fixed ratio of 0.4 is
applied for the first 𝑁 − 1 steps. The number of extractive steps required was determined in the same way as for
the fixed ratio, as detailed in Equation 5. However, in some cases, using a fixed ratio for step 𝑁 − 1 may result in
an intermediary summary that is smaller than the context length of the abstractive model, which is suboptimal
because the context length should be utilized as fully as possible. To address this, a dependent ratio was used
for step 𝑁 , as shown in Equation 6. This approach ensured that the final intermediary summary fit the context
length of the abstractive model optimally. The hybrid ratio can be expressed as follows:

𝑅 =

{
0.4 for steps 1, 2, . . . , 𝑁 − 1
𝐾
|𝐷 | for step 𝑁

(7)

Models. Domain-specific legal LMs and non-domain-specific LMs were tested to address RSQ1. Non-domain-
specific LMs will be referred to as ’general’ LMs. By using both types of LMs in the extractive summarization step,
a comparison was made to determine whether the quality of the final summary was improved by the additional
knowledge and expertise of a legal LM. Additionally, two models with a longer context length were used to
address RSQ2. Table 8 lists all the extractive summarization models that this research will use.

Table 8. Extractive summarization models used. The context length is expressed in tokens.

Model Legal LM Context length

RoBERTa [84] ✗ 512
Longformer [8] ✗ 4096
LegalBERT-SC [17] ✓ 512
LexLM [20] ✓ 512
LexLM - Longformer [20] ✓ 4096

Every extractive summarization model was combined with the three ratio types to process the dataset. This
resulted in fifteen different models to be fine-tuned. Subsequently, the baseline abstractive model BART [76]
was fine-tuned using the results from the extractive models. All fine-tuned BART models were evaluated using
metrics outlined in Section 3.4. A baseline comparison was also created by fine-tuning the baseline BART
[76] model without any extractive steps. So, in total sixteen model configurations were compared. Testing all
possible combinations of extractive models, ratio types, and abstractive models was not undertaken because it
would result in over 150 different model configurations, which is not feasible or practical given the resource
capabilities. Therefore, the extractive summarization model and the ratio type that yielded the highest scores on
these evaluation metrics for the fine-tuned BART model were considered the optimal extractive summarization
model. The optimal extractive model was used to fine-tune all abstractive models. RSQ1, RSQ2, and RSQ3 can be
addressed by examining the results obtained from different combinations of ratio types and extractive models.
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3.3.2 Abstractive step. The abstractive step was only performed once when the length of the intermediary
summary |𝐸 𝑗 | is shorter than the context length of the abstractive summarization model 𝐾 . The abstractive step
involves creating the final summary 𝐹 by a fine-tuned abstractive summarization model based on the intermediary
summary 𝐸 𝑗 . Research and testing on the abstractive step address the RQ and RSQ4. This subsection will discuss
several aspects of the abstractive step. First, a selection of models will be discussed which can be implemented
for the abstractive summarization of the intermediary summary 𝐸 𝑗 . Finally, the fine-tuning procedure of the
abstractive summarization model will be described.

Models. A selection of abstractive summarization models was considered for the abstractive step. Table 9
has listed all the models, their corresponding context length, and their architecture. The context length of the
abstractive summarization model is an important consideration as it affects the number of extractive steps. A
longer context length implies that fewer extractive steps need to be taken, which could improve the understanding
of the global context of the source document by our proposed architecture. For this comparison, T5 [107] were
compared against LongT5 [50] and Pegasus [139] were compared against PegasusX [102]. Both model pairs
mostly differ in the attention mechanisms that they use, but LongT5 and PegasusX were also pre-trained with
additional long-context tasks. This comparison will answer RSQ4. Besides researching what abstractive model
performs best, it was interesting to research what effect one or multiple extractive steps have compared to
not using any extractive steps. This comparison was made by evaluating each abstractive model without any
extractive steps to an abstractive model using the optimal extractive model, addressing the RQ.

Table 9. Abstractive summarization models used. The context length is expressed in tokens.

Model Context length Architecture

BART[76] 1024 Encoder-decoder
T5 [107] 512 Encoder-decoder
LongT5 [50] 16384 Encoder-decoder
Pegasus [139] 1024 Encoder-decoder
PegasusX [102] 16384 Encoder-decoder
Llama3 [2] 8192 Decoder-only

Data preparation. Themodel architecture was of importance for how the data is preprocessed after the extractive
summarization has been performed. For encoder-decoder models, the reference texts and summaries were given
to the model as corresponding input-output pairs. During the fine-tuning process, the model learns how to
summarize the long, regulatory documents by using the input-output pairs as a guide.
For decoder-only models, such as Llama3 [2], the input data must be processed differently to fine-tune the

model. Instead of passing separate input and output sequences, only a single input sequence is passed. The
decoder-only model will then learn to predict this sequence of tokens, given a text. So, the reference text and
the summary were combined into a single input sequence to fine-tune the model. Additionally, a prompt was
provided to guide the model during the summarization process. The input sequence to fine-tune the decoder-only
model looks as follows:
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Summarize the following text.
### Text:
{reference text}
### Summary:
{golden reference summary}

During testing and inference, the golden reference summary was not appended, forcing the model to generate
a summary based on the reference text. Because the entire input sequence needs to fit into the context length,
balancing the lengths of the reference text and the summary is crucial. By subtracting 1500 from the context
length of the abstractive model, enough space was left for a summary of 1500 tokens. The maximum amount of
generated tokens for one text had been set to 1500, as can be seen in Table 10. For Llama3, this implied that the
effective context length is 6692 as 1500 is subtracted from its context length of 8192 tokens.
Instead of just truncating the intermediary summaries to 6692 tokens, the extractive summarization process

was adjusted such that the reference text is summarized until 6692 tokens. Therefore, the effective token length
for the reference text was reduced to 6692 tokens, ensuring that the model could process the combined input
with minimal truncation. For the decoder-only models, the input sequence was cut off during evaluation on the
test set, to enable a fair comparison between the golden-reference summaries and the predicted summaries.
The abstractive models have been fine-tuned using two or four NVIDIA A40 GPUs. Because of resource

limitations, not all possible combinations of ratio types, extractive summarization models, and abstractive
summarization models can be tried. After the optimal ratio type and extractive summarization model have been
found, this combination will be used to research what abstractive model performs best.

Full parameter fine-tuning . The training set of the EUR-Lex-Sum dataset [4] will be used to fine-tune the
abstractive summarization model of the proposed extractive-abstractive architecture. If the combination of the
abstractive model and the hardware configuration is sufficient, the abstractive model is fully fine-tuned, as prior
work shows that this is most effective [9]. Full parameter fine-tuning implies that every parameter in a model will
be adjusted during the training process. In table 10 the hyperparameters can be seen that are used to fine-tune
the abstractive models.

Table 10. Hyperparameter settings.

Hyperparameter Setting

Learning rate 5𝑒−05
Epochs 40
Effective batch size 16
Warmup ratio 0.1
Weight decay 0.01
Early stopping patience 5
Metric for best model Validation loss
Maximum generation length 1500

Early stopping was used with a patience of five epochs, monitoring the validation loss. If the validation loss
failed to improve for five consecutive epochs, the training process was stopped to save resources and avoid
overfitting. Additionally, the model with the lowest validation loss was retained as the final model. The maximum
generation length of the models was set to 1500 tokens, allowing the model to generate up to 1500 tokens for the
summary.
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QLoRA. Llama3 [2] was fine-tuned using QLoRA [32], as full parameter fine-tuning was not feasible due to its
size. QLoRA uses Low-Rank Adaptation (LoRA)[58] to fine-tune a Quantized pre-trained LLM. LoRA and QLoRA
are a form of parameter efficient fine-tuning (PEFT), a technique used for fine-tuning large neural models by
adjusting only a limited number of parameters while other parameters are left unchanged. LoRA and QLoRAmake
training more efficient and more accessible because the hardware requirements are lower than full parameter
fine-tuning.

Full parameter fine-tuning focuses on retraining all model parameters, which requires significant computational
resources because modern LLMs have a substantial amount of parameters, for example; GPT-4 [98] has around 1.7
trillion parameters, Llama3-70B [2] has 70 billion parameters and Mixtral-8x7B[65] has over 46 billion parameters.
Instead of updating the entire high-dimensional weight matrix, LoRA inserts trainable low-rank matrices

into specific layers of the neural network. During fine-tuning, the matrices track the changes to the original
weights while the original weight matrices remain frozen. By using low-rank matrices, the number of parameters
that need to be updated is significantly reduced, making the fine-tuning process more efficient in terms of both
computation and memory usage. After the fine-tuning process, the low-rank matrices can be merged with the
frozen weights to implement the adjustments made by the fine-tuning process. Figure 9 depicts the process of
LoRA fine-tuning. It shows a pre-trained weight matrix𝑊 of dimensions 𝑑 × 𝑑 . During fine-tuning, the low-rank
matrices, 𝐴 and 𝐵, are introduced. They have rank 𝑟 which is smaller than dimension 𝑑 of the original layer,
reducing the computational requirements. After training, 𝐴 can be multiplied with 𝐵, to create a matrix of similar
size to𝑊 with dimensions 𝑑 . All the weight changes can then be merged into the original frozen weights to
implement the changes learned during fine-tuning.

Fig. 9. LoRA reparametrization, directly taken from Hu et al. [58]

QLoRA is an extension of LoRA and uses a quantized version of the pre-trained model. Quantization reduces
the precision of the model weights, which further decreases memory usage and computational requirements.
Using an fp32 precision is optimal as it is the most precise but also the most memory-intensive. Quantization can
reduce the precision to 8-bit or even 4-bit integers, which significantly lowers memory usage and computational
load.
While LoRA and QLoRA significantly reduce the computational and memory requirements for fine-tuning

large models, it is often less effective than full parameter fine-tuning [9]. However, the difference in effectiveness
differs per domain, dataset, task, and parameter settings as can be seen in works from Biderman et al. [9] and Hu
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et al. [58]. Additionally, quantization techniques can introduce quantization noise and reduce numerical precision,
potentially impacting model accuracy [32].

Fully Sharded Data Parallel (FSDP) [142] was leveraged to fine-tune Llama3, making use of the Hugging Face
implementation. As these implementations are relatively new, some issues arose during training when combining
FSDP and QLoRA, which have been reported to the Hugging Face team. Therefore, the best-performing model
could not be loaded at the end. Consequently, the early stopping patience and the best model metric were not
set. To mitigate overfitting, 10 epochs were used instead of 40. The number of epochs for Llama3 was based on
preliminary results, showcasing that models converge around 4-20 epochs. To accommodate for QLoRA, low-rank
matrices are injected into the query, key, and values matrices, and the linear layers of Llama3. Additional QLoRA
settings are based on prior research [108] [58] and can be found in Table 11.

Table 11. Llama3 settings.

Hyperparameter Setting

Learning rate 5𝑒−05
Epochs 10
Effective batch size 16
Warmup ratio 0.1
Weight decay 0.01
Early stopping patience -
Metric for best model -
LoRA rank (𝑟 ) 8
LoRA alpha 16
LoRA dropout 0.1
Precision for frozen model weights 4-bit NormalFloat
Precision for low-rank matrices bfloat16
Precision for calculations bfloat16
Double Quantization True

3.4 Evaluation
After fine-tuning the abstractive summarization model, the proposed architecture was evaluated using the test set
of EUR-Lex-Sum [4]. The results of the proposed architecture were compared against golden-reference summaries
from the test set. The combination of evaluation metrics included multiple types of approaches to ensure that
the proposed architecture is evaluated from different aspects. Table 12 lists all the different evaluation metrics
that this research has used. Besides automated metrics, this research has also performed a small-scale human
evaluation. The human evaluation provides insights into the quality of the summaries, complementing the
quantitative data from automated metrics with qualitative feedback. However, the primary focus of the evaluation
relies on automated evaluation metrics, as this approach is more commonly used in NLG research than human
evaluation. Additionally, the human evaluation was conducted on a small scale, so it cannot provide definitive
answers. Including more evaluators would be necessary for conclusive results. All automated evaluation metrics
are described in Section 3.4.1, and the human evaluation procedure is described in Section 3.4.2.

3.4.1 Automated evaluation metrics. The HuggingFace evaluate library was used for the implementation of
ROUGE, which implements ROUGE as introduced by Lin et al. [79]. This research uses ROUGE-1, ROUGE-2, and
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Table 12. Evaluation metrics used in this research.

Evaluation Metric Type of approach

ROUGE [79] n-gram-based
BERTScore [139] Embedding-based
BARTScore [136] Generation Probability-based
BLANC [124] Referenceless
Domain expert evaluation Human evaluation

ROUGE-L to compare the predictions against the golden reference summaries. This research uses the F-score of
the ROUGE metric.

BERTScore [139] also leverages the HuggingFace evaluate library. Different encoder-only models can be used
for evaluating the predictions. This thesis made use of the Longformer [8] architecture when using BERTScore
[136]. Longformer has a long context length, which enables it to evaluate the entire summary without having to
the summary. This feature is important as many summaries can be longer than the context length of models such
as RoBERTa [84], see 8b. In this thesis, the F-score, seen in Equation 4, was used for BERTScore.

Stanford’s string2string library was used to implement the BARTScore [136]. The BART version used for the
evaluation was BART[76] fine-tuned on the CNN/Daily Mail [94] dataset. By calculating the log-likelihood of
the probability that the prediction is generated given the golden reference summary, the precision is obtained.
By calculating the log-likelihood of the probability that the golden reference summary is generated given the
prediction, the recall is calculated. By combining these two values in Equation 4, the F-score can be calculated,
which was used in this research. BART [76] has a context length of 1024 tokens. This limited context is a limitation
of BARTScore as summaries longer than 1024 tokens cannot be fully evaluated.
BLANC-help [124] was implemented using the BLANC package, which is available on GitHub. A gap of two

was used in this research, as research has shown that this correlates the most with human evaluation [125]. It
must be noted that the BLANC score suffers from the same limitation as BARTScore; its context length. BLANC
makes use of the BERT base model [33] to calculate the BLANC scores, meaning that it only has a context length
of 512 tokens. The BLANC scores were calculated by concatenating the predicted summaries to each sentence
from the source document. But a sentence plus the entire predicted summary often exceeds the context length of
512 tokens. Valuable information at the end of the summary was truncated, potentially resulting in a skewed
BLANC score.

3.4.2 Human evaluation. Besides the proposed evaluation metrics, this research made use of evaluation by
domain experts of Power2X. The evaluation by domain experts can give insights into the quality of the final
summary but it was not performed at a large scale. The qualitative evaluation by domain experts adds a layer of
depth and domain-specific understanding. Their feedback was used for identifying nuances or domain-specific
intricacies that might be left out by only using automated metrics.
Various summarization models were employed to assess their performance. The baseline model used was

BART without an extractive step. Additionally, BART was evaluated in combination with the optimal performing
extractive summarization model. Another model included the best-performing legal LM combined with BART.
The evaluation also included the best-performing long context length extractive model paired with BART, the
best-performing long context abstractive model, and finally, the best decoder-only variant. These diverse models
were chosen to understand the effectiveness of the different approaches in summarization tasks. The chosen
models also reflect the research questions and provide additional information besides the automated evaluation
metrics.
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Table 13. Criteria for human evaluation.

Criterion Description

Factual Correctness Evaluation of how factually correct the summary is relative to the source document.
Usability Assessment of how practical and user-friendly the summary is.
Accuracy Assessment of the precision and correctness of the information in the summary.
Fluency Assessment of the summary’s smoothness and ease of reading in terms of form, content, and grammar.
Coherence Measure of how logical the summary is to it is linguistic context.

The generated summaries were evaluated based on several key criteria, as outlined in Table 5. This research
has chosen to adjust Correctness to Factual Correctness to check if the summaries contain false statements. The
criteria used in this research for the human evaluation can be found in Table 13. Each summary was rated on a
scale of 1 to 5, where 1 indicates poor performance and 5 indicates excellent performance. Participants were also
allowed to provide additional feedback for each summary.

After selecting the optimal extractive model and training all abstractive models, an out-of-dataset text was used
for evaluation. The Carbon Border Adjust Mechanism document [39] was selected to test the models’ performance
at inference because the evaluators were familiar with regulatory documents in general and the global context
of this specific document. The summaries were assessed using the evaluation form provided in Appendix B.
The evaluation process was conducted independently, without any supervision from the researchers, to ensure
unbiased feedback.

4 RESULTS AND EVALUATION
This section provides an overview of the results obtained in this research. The section has been split up into
Section 4.1, Section 4.2, and Section 4.3. Section 4.1 describes the results of the research questions that are
correlated to the extractive models. It has been divided into Sections 4.1.1, 4.1.2, 4.1.3 and 4.1.4, where each section
gives a precise overview of the results correlated to a specific research question. Section 4.2 reports the results of
the research questions, correlated to the abstractive models. It has been split up into Section 4.2.1 and Section
4.2.2, to provide results for the research questions. Section 4.3 presents the findings of the human evaluation on
an out-of-dataset text. Section 4.3.1 details the scores on the five evaluation criteria. Lastly, Section 4.3.2 discusses
additional comments on the summaries.

4.1 Comparison extractive models
Table 14 contains the results of all extractive models on ROUGE-1, ROUGE-2, ROUGE-L, BERTScore, BARTScore,
and BLANC. It can be seen that RoBERTa with a dependent ratio scores the highest on ROUGE-1, ROUGE-2,
ROUGE-L, and BERTScore. Not using any extractive steps, results in the highest on BARTScore and BLANC.

4.1.1 Effect of number of stages. The results indicate that models using the dependent ratio type generally
achieve higher performance across most metrics. Notably, the RoBERTa model with the dependent ratio type
attains the highest scores in ROUGE-1 (0.4873), ROUGE-2 (0.1974), ROUGE-L (0.2247), and BERTScore (0.8721),
suggesting superior performance in these areas. However, the BART model without any extractive steps achieves
the best scores in BARTScore (-3.4154) and BLANC (0.1700), indicating a stronger performance in these specific
metrics despite not utilizing extraction.
In contrast, models with the fixed and hybrid ratio types show varying results, with generally lower scores

than the dependent type but still competitive. For instance, the LexLM model with the dependent ratio type
also performs well, achieving high scores close to RoBERTa’s best metrics. Overall, the dependent ratio type
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Table 14. Evaluation results of all extractive models with all ratio types, fine-tuned on BART. When no extractive model is
used, this is showcased with ’-’.

Extractive model Ratio type Legal LM Context Length ROUGE-1 ROUGE-2 ROUGE-L BERTScore BARTScore BLANC

- No extraction ✗ - 0.4590 0.1954 0.2174 0.8702 -3.4154 0.1700
RoBERTa Fixed ✗ 512 0.4670 0.1798 0.2171 0.8692 -3.5654 0.1322
RoBERTa Dependent ✗ 512 0.4873 0.1974 0.2247 0.8721 -3.5590 0.1541
RoBERTa Hybrid ✗ 512 0.4809 0.1889 0.2193 0.8700 -3.5781 0.1487
LegalBERT Fixed ✓ 512 0.4390 0.1766 0.2158 0.8700 -3.4893 0.1427
LegalBERT Dependent ✓ 512 0.4619 0.1854 0.2174 0.8713 -3.5143 0.1463
LegalBERT Hybrid ✓ 512 0.4469 0.1774 0.2137 0.8665 -3.5714 0.1423
LexLM Fixed ✓ 512 0.4571 0.1745 0.2123 0.8692 -3.6130 0.1350
LexLM Dependent ✓ 512 0.4859 0.1954 0.2227 0.8713 -3.5441 0.1543
LexLM Hybrid ✓ 512 0.4582 0.1792 0.2135 0.8665 -3.5639 0.1421
Longformer Fixed ✗ 4096 0.4436 0.1686 0.2103 0.8684 -3.5901 0.1270
Longformer Dependent ✗ 4096 0.4613 0.1874 0.2194 0.8712 -3.5835 0.1503
Longformer Hybrid ✗ 4096 0.4778 0.1862 0.2181 0.8703 -3.5697 0.1460
LexLM-Longformer Fixed ✓ 4096 0.4250 0.1584 0.2041 0.8659 -3.6141 0.1258
LexLM-Longformer Dependent ✓ 4096 0.4751 0.1852 0.2164 0.8689 -3.5344 0.1419
LexLM-Longformer Hybrid ✓ 4096 0.4619 0.1819 0.2189 0.8692 -3.5833 0.1417

appears to provide a slight performance advantage across different models, although the differences between the
ratio types are often minimal. The visualisation of these results would further highlight the small variations in
performance metrics across different model configurations.
To further investigate the difference between the ratio types, all model variants were grouped based on their

ratio types: fixed, dependent, and hybrid. The performance metrics for each model variant were then averaged
within each group. This grouping allowed for a comparison of the average performance of models using different
ratio modes. Table 15 presents the mean and standard deviation of every ratio mode for all evaluation metrics. A
visualisation of these results can be found in Appendix D using bar graphs.

Table 15. Average evaluation results for models with the same ratio mode.

Ratio mode ROUGE-1 ROUGE-2 ROUGE-L BERTScore BARTScore BLANC

Fixed 0.4463 (± 0.0163) 0.1716 (± 0.0084) 0.2119 (± 0.0051) 0.8686 (± 0.0016) -3.5744 (± 0.0516) 0.1325 (± 0.0068)
Dependent 0.4743 (± 0.0125) 0.1902 (± 0.0058) 0.2201 (± 0.0035) 0.8709 (± 0.0012) -3.5470 (± 0.0260) 0.1494 (± 0.0053)
Hybrid 0.4651 (± 0.0141) 0.1827 (± 0.0048) 0.2167 (± 0.0029) 0.8685 (± 0.0019) -3.5733 (± 0.0076) 0.1442 (± 0.0031)

The grouping was only performed for the comparison of ratio types because, for every model, three ratio
types were created, allowing for a fair comparison. Such grouping and comparison were not conducted when
comparing general LMs against legal LMs, or models with different context lengths. The reason for this is the
inherent variability and imbalance in the groups, which would lead to an unfair comparison. For example, the
general LMs group includes models like RoBERTa and Longformer, while the legal LMS group includes models
like LegalBERT, LexLM, and LexLM-Longformer. These models have different architectures, training data, and
purposes, which introduces significant variability. Comparing these groups directly would not provide a fair
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assessment of their performance due to the differences in their design and intended use cases. This same argument
can also be made when comparing the models with different context lengths. Furthermore, the findings of this
section can be summarized as follows:

- The results indicate that the dependent ratio mode generally achieves higher scores across all evaluation
metrics compared to the fixed and hybrid modes.

- The differences in scores between the dependent, fixed, and hybrid modes are very small, suggesting that
while the dependent mode performs better, the performance variations across the different modes are
minimal.

4.1.2 Effect of Legal Language Models. The results indicate that general LMs achieve slightly higher scores
across all metrics except BARTScore, compared to legal LMs. Table 14 presents the evaluation results for
legal LMS and general LMs. The top five performing models for each metric can be seen in Table 16. Legal LMs
outperform the general LMs in BARTScore. It is interesting however that not using any extractive steps achieves
the highest BARTScore and BLANC score. Although the general LMs show a marginally better performance
overall, the differences in scores between the two model types are minimal. The rest of this section is dedicated to
an in-depth comparison of LegalBERT and LexLM against RoBERTa, and LexLM-Longformer against Longformer.
This way, the comparison is accommodated for the context length of the models.

Table 16. Top five performing models for each metric. The ratio types are abbreviated where (F) represents the fixed ratio.
(D) the dependent ratio and (H) the hybrid ratio. When no extractive model is used, it is shown using ’-’.

Ranking ROUGE-1 ROUGE-2 ROUGE-L BERTScore BARTScore BLANC

1 RoBERTa (D) RoBERTa (D) RoBERTa (D) RoBERTa (D) - -
2 LexLM (D) LexLM (D) LexLM (D) LexLM (D) LegalBERT (F) LexLM (D)
3 RoBERTa (H) - Longformer (D) LegalBERT(D) LegalBERT (D) RoBERTa (D)
4 Longformer (H) RoBERTa (H) RoBERTa (H) Longformer(D) LexLM-Longformer (D) Longformer (D)
5 LexLM-Longformer (D) Longformer (D) LexLM-Longformer (H) Longformer(H) LexLM (D) RoBERTa (H)

ROUGE-1. For ROUGE-1, it can be seen that RoBERTa scores higher than both LexLM and LegalBERT when
comparing every model with its ratio counterpart. BERT’s highest score is 0.4873 using a dependent ratio. In
comparison, LexLM’s best ROUGE-1 score is 0.4859 with the dependent ratio, while LegalBERT’s best score is
0.4619, achieved with the dependent ratio. When comparing LexLM-Longformer against Longformer, Longformer
scores higher for the hybrid and fixed ratio types. If Longformer and LexLM-Longformer both use the dependent
ratio, LexLM-Longformer however outperforms Longformer. Longformer’s highest ROUGE-1 score is 0.4778 with
the hybrid ratio, whereas LexLM-Longformer’s best score is 0.4751 with the dependent ratio.

ROUGE-2. For ROUGE-2, RoBERTa again leads, with its highest score of 0.1974 in the dependent ratio configu-
ration. LexLM with a dependent ratio follows closely with a top score of 0.1954. LegalBERT has a top score of
0.1854, achieved with the dependent ratio. When comparing Longformer against LexLM-Longformer, Longformer
shows a slight edge with the highest ROUGE-2 score of 0.1874 in the dependent ratio. LexLM-Longformer’s
best ROUGE-2 score is 0.1852, also with the dependent ratio. For the remaining ratio types, Longformer also
outperforms LexLM-Longformer.

ROUGE-L. Regarding ROUGE-L, RoBERTa has a top score of 0.2247 using the dependent ratio. LexLM follows
with a score of 0.2227 in the dependent ratio, and LegalBERT scores highest at 0.2174 with the same ratio type.
For the other ratio types, RoBERTa also seems to outperform its counterparts. Comparing LexLM-Longformer
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and Longformer, Longformer again scores slightly higher, with its best ROUGE-L score being 0.2194 using
the dependent ratio, while LexLM-Longformer’s best score is 0.2189 using the hybrid ratio. When Longformer
uses the fixed and dependent ratio it outperforms LexLM-Longformer, for the hybrid ratio LexLM-Longformer
outperforms Longformer.

BERTScore. For BERTScore, RoBERTa achieves the highest score of 0.8721, LexLM matches closely with a
score of 0.8713 and LegalBERT’s top score is also 0.8713. These scores are all attained using the dependent
ratio. RoBERTa outperforms LegalBERT and LexLM using the hybrid ratio. However, when using the fixed ratio,
LegalBERT has a slightly higher score of 0.8700 than RoBERTa and LexLM, both having a score of 0.8692. When
comparing Longformer against LexLM-Longformer, Longformer obtains its highest BERTScore of 0.8712 with
the dependent ratio. LexLM-Longformer’s highest BERTScore is 0.8692 using both the fixed and hybrid ratios.
But Longformer also outperforms LexLM-Longformer when it uses these two ratios.

BARTScore. For BARTScore, the results are different than previous results. RoBERTa’s best (least negative)
score is -3.5590 with a dependent ratio. LexLM achieves a BARTScore of -3.5441 with the dependent ratio, while
LegalBERT’s highest BARTScore is -3.4893 in the dependent ratio. RoBERTa is outperformed by both legal LMs
in all ratios, except for LexLM with a fixed ratio, showing that the legal LMS might have a better performance on
BARTScore. When comparing LexLM-Longformer to Longformer, LexLM-Longformer performs better with a
best score of -3.5344 in the dependent ratio. Longformer’s top BARTScore is -3.5697, achieved with the hybrid
ratio. Longformer outperforms LexLM-Longformer in the fixed and hybrid ratio types, however.

BLANC. Finally, for the BLANC metric, LexLM leads with its best score of 0.1543 in the dependent ratio. LexLM
scores highest at 0.1541, also in the dependent ratio, and LegalBERT achieves its best score of 0.1463 with the
dependent ratio. Longformer scores slightly higher than LexLM-Longformer with a best BLANC score of 0.1503
in the dependent ratio. LexLM-Longformer’s highest score is 0.1419, also in the dependent ratio.
The findings of this section can be summarized as follows:

- General LMs tend to outperform legal LMs across text-similarity metrics such as ROUGE-1, ROUGE-2,
ROUGE-L, and BERTScore.

- Legal LMs show better performance than general LMs on BARTScore.
- The differences in the results between the General and legal LMs are small.

4.1.3 Effect of context length for the extractive step. The results showcase that shorter context models
achieve higher scores across all metrics. In Table 16 it can be seen that for every metric except ROUGE-L,
the top three exist out of short context length models. Table 14 presents the evaluation results for models with
varying context lengths. The comparison focuses on shorter context models (RoBERTa, LegalBERT, LexLM) with
a context length of 512 tokens versus longer context models (Longformer, LexLM-Longformer) with a context
length of 4096 tokens. In Table 16 it can be seen that for every metric except ROUGE-L, the top-three ranking
exists out of short context length models. The differences in scores between the two context lengths are minimal
but consistent. The rest of this section is dedicated to comparing RoBERTa against Longformer and comparing
LegalBERT and LexLM against LexLM-Longformer. This way, the comparison is accommodated for the model
type by comparing egal LMs against each other and by comparing general LMs against each other.

ROUGE-1. For ROUGE-1, RoBERTa leads with the highest overall score of 0.4873 using the dependent ratio.
Longformer, with a longer context length, achieves a top score of 0.4778 using the hybrid ratio. RoBERTa seems
to outperform Longformer across all ratio types. Out of LegalBERT, LexLM, and LexLM-Longformer, LegalBERT
has a ROUGE-1 score of 0.4619, LexLM achieves the best ROUGE-1 score of 0.4859 with the dependent ratio,
slightly outperforming LexLM-Longformer, whose best score is 0.4751 with the same ratio. Also for the fixed
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ratio, the shorter context length models show higher ROUGE-1 scores than LexLM-Longformer. For the hybrid
ratio, it seems to be the other way around, as LexLM-Longformer outperforms LegalBERT and LexLM.

ROUGE-2. In ROUGE-2, RoBERTa leads with a top score of 0.1974 using the dependent ratio, outperforming
Longformer, whose highest score is 0.1874 with the dependent ratio. RoBERTa consistently outperforms Long-
former for all ratio types. LegalBERT achieves a score of 0.1854 with the dependent ratio, while LexLM reaches a
top score of 0.1954 with the dependent ratio, slightly outperforming LexLM-Longformer, which scores 0.1852
with the same ratio. For ROUGE-2 scores, the same pattern as for ROUGE-1 scores arises; LegalBERT and LexLM
achieve better scores using the fixed and dependent ratios, whereas LexLM-Longformer achieves a higher score
using the hybrid ratio. It must be said that the differences are minimal.

ROUGE-L. For ROUGE-L, RoBERTa maintains the highest overall score of 0.2247 with the dependent ratio,
compared to Longformer’s top score of 0.2194 using the dependent ratio. RoBERTa performs better than Long-
former across all three ratio types. LegalBERT’s highest score is 0.2174 with the dependent ratio, while LexLM
scores 0.2227 with the dependent ratio, outperforming LexLM-Longformer’s best score of 0.2189 with the hybrid
ratio. Interestingly enough, the same pattern arises for ROUGE-1 and ROUGE-2 scores. LegalBERT and LexLM
achieve higher scores than LexLM-Longformer using the fixed and dependent ratio, while LexLM-Longformere
outperforms the two short context length models using the hybrid ratio.

BERTScore. BERTScore results show RoBERTa achieving the highest score of 0.8721 with the dependent
ratio, followed by Longformer’s top score of 0.8712 with the dependent ratio. RoBERTa has a higher score than
Longformer for the fixed ratio as well, but for the hybrid ratio, Longformer outperforms RoBERTa. LegalBERT
and LexLM both achieve a score of 0.8713 with the dependent ratio, surpassing LexLM-Longformer’s highest
score of 0.8692 using both fixed and hybrid ratios. The same pattern emerges, where the short context length
models obtain higher scores for the fixed and dependent ratios, while LexLM-Longformer has a higher score for
the hybrid ratio.

BARTScore. For BARTScore, RoBERTa’s best (least negative) score is -3.5590 with the dependent ratio, while
Longformer’s top score is -3.5697 with the dependent ratio. For the fixed and dependent ratio, RoBERTa seems to
perform better than Longformer. But for the hybrid ratio, Longformer obtains a higher BARTScore than RoBERTa.
LegalBERT achieves its highest BARTScore of -3.4893 with the fixed ratio, outperforming LexLM’s best score of
-3.5441 with the dependent ratio and LexLM-Longformer’s top score of -3.5344 with the same ratio. For all other
ratio types, LegalBERT outperforms LexLM-Longformer. LexLM obtains lower scores than LexLM-Longformer
for all ratio types except the fixed ratio.

BLANC. Finally, for the BLANC metric, RoBERTa achieves its best score of 0.1541 using the dependent ratio,
while Longformer’s highest score is 0.1503 with the dependent ratio. RoBERTa also outperforms Longformer
on the two remaining ratio types. LegalBERT achieves a top score of 0.1463 with the dependent ratio, whereas
LexLM scores highest at 0.1543 with the dependent ratio, outperforming LexLM-Longformer, whose best score is
0.1419 with the same ratio. LegalBERT and LexLM also obtain higher BLANC scores for the fixed and hybrid
ratios.
The results of this section can be summarized as follows:

- Shorter context models generally outperform longer context models on all metrics.
- For every metric except ROUGE-L, the top three performing models are entirely made up of short context
length models.

- The best version of a short context length model will always outperform the best version of a long context
model when comparing General and legal LMs.
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4.1.4 Optimal extractive model. Based on the evaluation results presented in Table 14, RoBERTa with a
dependent ratio will be chosen as the optimal extractive model. This model consistently performs the
highest across various metrics, including ROUGE-1, ROUGE-2, ROUGE-L, and BERTScore.

It is important to note that the differences in performancemetrics among the different models and configurations
are very small. This minimal variation suggests that the extractive summarization step might not play a significant
role in the overall performance. Additionally, the baseline mode without any extraction step performs remarkably
well, outperforming all models in BARTScore and BLANC. This result could indicate that critical information
might often be located at the beginning of the source documents, making extraction less impactful. Therefore,
for every abstractive model, two versions will be created; one leveraging RoBERTa with a dependent ratio, and
one without using any extractive step at all. This will also answer the RQ and showcase what the effect of an
extractive step is.

4.2 Comparison abstractive models
The results for all abstractive models and their variants can be seen in Table 17. In general, BART and Llama3 score
higher on ROUGE compared to the other abstractive models. All models score high on BERTScore, considering
that it ranges from 0 to 1. T5, LongT5 Pegasus, and PegasusX obtain more competitive BARTScores than BART
and Llama3. For BLANC, the scores differ per model.
Llama3, T5, LongT5, Pegasus, and PegasusX are prone to generate repeating 𝑛-grams in their summaries.

This phenomenon is particularly pronounced in T5, LongT5, Pegasus, and PegasusX, where entire sentences
are often repeated throughout the generated summary. This repetitive characteristic has implications for their
performance across some metrics. The repetitive summaries likely contribute to lower performance on ROUGE
scores, especially ROUGE-2 and ROUGE-L. This can be attributed to a decrease in the recall component of the
ROUGE F-score (see Equation 4). When sentences are repeated, less unique content from the golden reference
summary is likely to be included, leading to lower recall scores. Interestingly, the repetitive nature of these
summaries may contribute to their relatively high BARTScores. This can be explained by the precision component
(Equation 2) of the F-score. Summaries with many repetitions are likely to score higher on precision, as the
repeated content is more likely to match parts of the reference summary. This increased precision can lead to a
higher overall F-score, resulting in better BARTScores.

4.2.1 Effect of extractive step. The impact of the extractive step varies across different models, but for
most models, the inclusion of an extractive step harms their performance. This is evident in the results for
T5, LongT5, Pegasus, and PegasusX, where the versions without extraction tend to outperform their counterparts
with an extractive step. BART presents a more varied picture as it differs per metric in which variant scores
higher. Llama3 seems to benefit from an extractive step because the version with an extractive step outperforms
the version without an extractive step on all metrics.

For every abstractive model, there are two fine-tuned versions available; one using an extractive step and one
not using an extractive step. The results of these models can be found in Table 17.
The rest of this section compares the results of both versions of each model in-depth per evaluation metric.

For clarity, models that incorporate an extractive step will be referred to by the name of the abstractive model.
Models that do not use an extractive step will be denoted by appending “-NE” to the name of the abstractive
model, where “NE” signifies “No Extraction.”

BART. BART outperforms BART-NE on the ROUGE scores and BERTScore. However, BART-NE has a higher
BARTScore and BLANC score than BART. The differences in performance between both models are subtle,
however.
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Table 17. Evaluation results of all abstractive models with and without an extractive step.

Abstractive model Ratio type Context length ROUGE-1 ROUGE-2 ROUGE-L BERTScore BARTScore BLANC

BART No extraction 1024 0.4590 0.1954 0.2174 0.8702 -3.4154 0.1700
BART Dependent 1024 0.4873 0.1974 0.2247 0.8721 -3.5590 0.1541
T5 No extraction 512 0.3033 0.1241 0.1994 0.8443 -2.1585 0.1426
T5 Dependent 512 0.2934 0.0926 0.1857 0.8404 -2.2234 0.1112
LongT5 No extraction 16384 0.3261 0.1309 0.2192 0.8497 -2.2195 0.1745
LongT5 Dependent 16384 0.2854 0.0969 0.0969 0.8444 -2.0423 0.1493
Pegasus No extraction 1024 0.3305 0.1293 0.2260 0.8499 -1.8067 0.1592
Pegasus Dependent 1024 0.3067 0.0911 0.2021 0.8435 -1.8940 0.1250
PegasusX No extraction 16384 0.3673 0.1622 0.2304 0.8523 -2.4528 0.1666
PegasusX Dependent 16384 0.3052 0.1162 0.1960 0.8413 -2.4305 0.1326
Llama3 No extraction 8192 0.4088 0.1816 0.2107 0.7854 -3.3424 0.1545
Llama3 Dependent 8192 0.4474 0.1885 0.2284 0.8687 -3.1268 0.1563

T5. T5-NE consistently outperforms T5 on all metrics. For ROUGE-1 and BERTScore, the differences are small.
But when comparing ROUGE-2, ROUGE-L, BARTScore, and BLANC, it can be seen that T5-NE achieves higher
scores. For ROUGE-2 and BLANC, the differences are by a larger margin.

LongT5. LongT5-NE outperforms LongT5 on all metrics except for BARTScore. Both LongT5 and LongT5-NE
score fairly low on ROUGE-2 with respective scores of 0.0969 and 0.1309. LongT5 also underperforms heavily on
ROUGE-L compared to other models, at its score is 0.0969, causing LongT5-NE to have a significantly higher
score on ROUGE-L.

Pegasus. Pegasus-NE performs better than Pegasus on all metrics. Both versions of Pegasus score low on
ROUGE-2; Pegasus-NE has a score of 0.1293 and Pegasus a score of 0.0911. Both versions perform well on
BARTScore, with Pegasus versions achieving the overall highest BARTScores of all models. Pegasus-NE achieves
a BARTScore of -1.8067 and Pegasus achieves a BARTScore of -1.8940.

PegasusX. PegasusX-NE surpasses PegasusX on all metrics except BARTScore. On the ROUGE metrics and
BLANC, PegasusX-NE scores notably higher. PegasusX-NE attains a ROUGE-1 score of 0.3673, while PegasusX
scores 0.3052. For ROUGE-2, PegasusX-NE has a score of 0.1622, in contrast to PegasusX’s 0.1162. The ROUGE-L
score for PegasusX-NE is 0.2304, exceeding PegasusX’s 0.1960. PegasusX only outperforms PegasusX-NE on
BARTScore, obtaining a score of -2.4305 compared to PegasusX-NE’s BARTScore of -2.4528.

LLama3. Llama3 consistently outperforms Llama3-NE across all metrics. For ROUGE-1 and BERTScore, the
differences are more substantial. Llama3 obtains a ROUGE-1 score of 0.4474 against Llama3-NE’s ROUGE-1
score of 0.4088. The impact of extraction is especially notable on BERTScore, as Llama3 has a BERTScore of
0.8687 compared to Llama3-NE’s BERTScore of 0.7854, which is the lowest BERTScore across all models. In some
instances, Llama3-NE failed to generate any output, resulting in a BERTScore of 0 for those particular samples.
This behaviour is likely due to the decoder-only architecture’s reliance on autoregressive generation, which can
sometimes struggle to initiate text generation because it has to generate the entire input sequence first. The
extractive step appears to mitigate this issue by providing a starting point for the model, hence the improved
performance of Llama3 with extraction across all metrics.
The findings of this section can be summarized as follows:
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- The extractive step’s effectiveness may depend on the model’s specific architecture and pre-training
approach.

- T5, LongT5, Pegasus, PegasusX perform better without an extractive step.
- BART shows mixed results from using an extractive step, with improvements in some metrics and decreases
in others when using extraction.

- Decoder-only models like Llama3 seem to benefit from an initial extractive step.

4.2.2 Effect of context length for the abstractive step. Results show that long context models generally
outperform their short context counterparts, with some exceptions in specific metrics. In this section
T5 and Pegasus will be compared against their long context counterpart; LongT5 and PegasusX. This will be
done by first comparing the short and long context variants with an extractive step against each other, and then
by comparing the variants without an extractive step against each other. Finally, this section will also compare
the results of using T5 and Pegasus with an extractive step against their long context counterpart without an
extractive step.

T5 vs. LongT5. When comparing T5-NE against LongT5-NE, LongT5-NE outperforms T5-NE on all metrics
except BARTScore. T5-NE obtains a BARTScore of -2.1585, whereas LongT5-NE obtains a BARTScore of -2.2195.
In the comparison between T5 and LongT5, the results are varied. T5 performs better in ROUGE-1 and ROUGE-L,
while LongT5 shows superior performance in other metrics. Both models score relatively low on ROUGE-2,
indicating difficulties in capturing bi-gram overlaps. LongT5 shows a mentionable better performance in BLANC
with a score of 0.1493 against a score of 0.1112. LongT5-NE consistently outperforms T5 with an extractive step
across most metrics, showing substantial improvements in ROUGE scores and BLANC. Differences between the
BERTScore and BARTScore are minimal.

Pegasus vs. PegasusX. PegasusX-NE surpasses Pegasus-NE across all metrics, except BARTScore where Pegasus-
NE maintains a significant advantage. Pegasus-NE has a BARTScore of -1.8067 whereas PegasusX-NE obtains
a BARTScore of -2.4528. When comparing Pegasus and PegasusX with an extractive step against each other,
Pegasus shows slight improvements in ROUGE-1, ROUGE-L, BERTScore, and BARTScore. PegasusX, however,
demonstrates a notable in ROUGE-2. The difference in BLANC scores is minimal, with PegasusX having a
slight edge. PegasusX-NE outperforms Pegasus in most metrics, except for BARTScore. Pegasus outperforms
PegasusX-NE with a BARTScore of -2.4528 compared to a BARTScore of -1.8940.
The findings of this section can be summarized as follows:

- Long context models without an extractive step outperform short context models without an extractive
step on all metrics, except BARTScore.

- When an extractive step is used, results vary as short context models show advantages in specific metrics,
implying that shot context models benefit more from an extractive step long context models do.

- Long context models without an extractive step generally outperform short context models with an
extractive step across all metrics.

4.3 Human evaluation
The averaged human evaluation scores of six different summarization architectures can be found in Table 18. All
individual scores and comments can be found in Appendix E. The human evaluation was performed after selecting
the optimal extractive model and fine-tuning all abstractive models. The selected summarization architectures
were:

(1) RoBERTa combined with BART with a dependent ratio, as RoBERTa with a dependent step is the optimal
performing extractive model.

(2) RoBERTa combined with BART without an extractive step to function as a baseline.

44



Summarization of Long Regulatory Documents Master’s Thesis, 2023-2024, UU

(3) LexLM combined with BART as it is the highest performing extractive legal lm.
(4) Longformer combined with BART as it is the highest performing long context extractive model.
(5) PegasusX without an extractive step, as it is the highest performing long context abstractive model.
(6) RoBERTa combined with Llama3 as Llama3 is the single decoder-only model.

4.3.1 Scores on criteria. Architecture 3, which uses LexLM for the extractive step and BART for the
abstractive step, scores the highest across all criteria. Overall, the scores on the criteria were somewhat
different when compared to the results of the automated evaluation metrics. Table 18 shows the averaged results
of the human evaluation for the chosen summarization architectures. The generated summary was rated on a
scale of 1 to 5, where 1 indicates poor performance and 5 indicates excellent performance. Additional information
about individual model characteristics such as context length can be found in Table 8 and Table 9. The definitions
of the criteria used can be found in Table 13.

Table 18. Average human evaluation results.

Architecture # Extractive model Ratio type Abstractive model Factual correctness Usability Accuracy Fluency Coherence

1 RoBERTa Dependent BART 2.0 2.0 1.5 1.5 2.0
2 - No extraction BART 3.5 1.0 2.0 3.0 1.5
3 LexLM Dependent BART 4.0 3.5 3.0 3.0 3.0
4 Longformer Dependent BART 2.0 2.0 2.5 1.5 2.0
5 - No extraction PegasusX 3.5 1.0 2.5 3.0 1.0
6 RoBERTa Dependent Llama3 3.0 2.5 2.5 2.5 2.0

Factual correctness. Architecture 3 scores the highest on factual correctness. This suggests that LexLM improves
how factually correct the final summary is relative to the source document. In contrast, Architectures 1 and 4,
which incorporate an extractive step using RoBERTa and Longformer, score the lowest on this criterion.

Usability. Architecture 3 scores the highest on usability, with a rating of 3.5. This indicates that the combination
of LexLM for the extractive step and BART for the abstractive step yields the most practical and user-friendly
summaries according to human evaluators. In contrast, Architectures 2 and 5, which do not use any extractive
model, score the lowest on usability with a rating of 1.0.

Accuracy. Regarding accuracy, which assesses the precision and correctness of the information presented in
the summaries, LexLM achieves the highest score of 3.0. This is followed by Architecture 4, 5 and 6 which all have
an accuracy score of 2.5. The architecture leveraging BART with an extractive step has the lowest accuracy score
of 1.5. There is no definitive trend for model architecture on the precision and correctness of the information in
the summary.

Fluency. The impact of model architecture on the summary’s smoothness and ease of reading, in terms of
form, content, and grammar, appears inconsistent. When evaluating fluency, Architectures 2, 3, and 5 score the
highest, each with a rating of 3.0. In contrast, Architectures 1 and 4, which use RoBERTa and Longformer for the
extractive step with a dependent ratio, score the lowest on fluency with ratings of 1.5.

Coherence. Finally, for coherence, which measures how logical the summary is to its linguistic context, LexLM
again leads with a score of 3.0. Architecture 2 and 5, which both do not use an extractive step, but differ in their
abstractive model, score the lowest on coherence with scores of 1.5 and 1.0 respectively.
The results of this section can be summarized as follows:
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- Architecture 3, which uses LexLM as the extractive model, outperforms the other architectures across all
criteria.

- Architecture 4, which uses Longformer as the extractive model, performs better than Architecture 1, which
uses RoBERTa as the extractive model.

- The performance difference between Architecture 1, which uses an extractive step, and Architecture 2,
which does not use an extractive step, is minimal.

- Architecture 6, using Llama3 as the abstractive model, scores better or similarly compared to both Archi-
tecture 1 and Architecture 2.

- The performance difference between Architecture 5 and Architecture 6 is small and inconsistent.

4.3.2 Additional comments. The evaluators note that Architecture 3 performs well despite its short-
comings, furthermore they provide critical comments on several architectures and they point out
the excessive repetitions of some architectures, which severely decrease the quality of the produced
summary. The additional comments can be found in Appendix E. This section gives short summaries of additional
comments that were given besides the criteria scores.

Architecture 1. The evaluators indicated that the summary is not usable for readers without prior knowledge
of the topic due to its incompleteness, factual mistakes, and inaccuracies. While it does touch upon the main
principle of CBAM, some of the procedures and rules are described incorrectly.

Architecture 2. The evaluators indicated that the summary is not usable for readers as it places information in
the wrong place, describing background details in the ‘key points’ section instead of the main content of the
regulation. Additionally, one evaluator mentions that the summary completely misses the main point of what
CBAM is, despite the state information being mostly correct with only a few mistakes.

Architecture 3. One evaluator indicates that the summary correctly grasps the key points of the regulation,
making it quite useful. However, the evaluator noted that it is not fully complete and that the fluency and
coherence of the sentences could be improved. Despite these shortcomings, the summary is considered a good
starting point.

Architecture 4. One evaluator noted that this summary is less flawed than Summary 1 but is still unusable due
to containing a significant amount of false information and incorrect words.

Architecture 5. Both mentioned that the summary contains excessive repetitions. Although the summary starts
well, its usability degrades as more repetitions are encountered.

Architecture 6. One evaluator states that the summary contains quite some useful information. However
because the summary contains a lot of repetition, it becomes unusable.
This section can be summarized as follows:

- Architecture 3, which incorporates LexLM, receives the most favourable comments. While it shows some
shortcomings in coherence and fluency, the generated summary is of notable quality.

- The summaries of Architecture 5 and 6 contain useful information, especially in the beginning, but the
amount of repetitions causes the quality to degrade severely.

- Some summaries may appear well-structured and readable but fail to capture the essential points of the
regulation or contain factual errors.
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5 DISCUSSION
Section 5.1 will answer the research questions that were composed at the beginning of this research. Hereafter,
Section 5.2 will discuss the ethical implications of this research, and Section 5.3 describes the limitations found in
this research. In Section 5.4, suggestions for future work are provided.

5.1 Research questions
This section provides answers to the research questions. The conclusions are based on the automated evaluation
metrics as they were the main focus of the entire evaluation, as stated in Section 3.4. The research questions are
as follows:
RQ Does a two- or multi-step extractive-abstractive architecture summarize long, regulatory documents better

than not using any extractive steps?
RSQ1 Does a two-step or multi-step architecture perform better?
RSQ2 Does the use of a domain-specific legal language model for the extractive summarization step produce

better results compared to when no domain-specific language model is used?
RSQ3 Does a long context length in the extractive summarization step provide better results?
RSQ4 Does a long context length in the abstractive summarization step provide better results?

5.1.1 Main Research question. Overall, there is no definitive answer to the main research question as the results of
using a two-step architecture compared to not using any extractive steps differ per model and model architecture.
RoBERTa with a two-step architecture was identified as the optimal model for extractive summarization. Subse-
quently, numerous abstractive summarization models were fine-tuned and tested using the two-step architecture.
These fine-tuned models were then compared against models that did not use any extractive steps. The following
conclusions can however be drawn:

- The performance of encoder-decoder abstractive summarization models generally worsens when using
one extractive step, but this differs per model.

- Decoder-only models seem to benefit from an additional extractive step.
Encoder-decoder models generate a condensed representation of the text. Introducing an intermediary summary

created by an encoder-only model can confuse, as this intermediary summary consists of disjointed sentences.
This could explain the observed performance decline in encoder-decoder models. In contrast, the additional
extractive step seems to benefit decoder-only models, likely because it effectively guides them toward producing
coherent and relevant summaries.

5.1.2 Research sub-question 1. Based on the results, it can be concluded that utilizing a dependent ratio type
achieves higher performance across most evaluation metrics compared to using fixed and hybrid ratios. Therefore,
it can be inferred that a two-step architecture performs better than a multi-step architecture.
By using a multi-step architecture, sentences are combined from different chunks during the summarization

process. Because K-means clustering is used for the selection of sentences in the concatenated chunk, the
clustering may not accurately reflect the overall significance of the information within the context of the whole
document. Consequently, the multi-step architecture could introduce noise and fail to capture the most relevant
and coherent information, resulting in lower performance. It seems that using one extractive step is more efficient
at capturing the most important sentences out of a chunk, relative to the context of the global document.

5.1.3 Research sub-question 2. The use of domain-specific legal language models for the extractive summarization
step does not produce better results compared to when no domain-specific language model is used. General LMs
outperform legal LMs across most metrics. The differences in performance between legal LMs and general LMs
are minimal overall.
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A possible explanation for this is that general LMs perform better because they are less focused on too specific
legal text and thus provide a broader perspective. Legal LMs, on the other hand, tend to select very specific articles
within the chunks, which results in missing out on the global context required for an effective summary. This
focus on highly specific information can lead to a lack of coherence and comprehensiveness in the summaries.
This finding is insightful because it suggests that using a general LM is effective across a domain-specific task.

5.1.4 Research sub-question 3. It can be concluded that a shorter context length in the extractive summariza-
tion step provides better results. Based on the evaluation results, it is evident that shorter context extractive
summarization models, with a context length of 512 tokens, consistently achieve higher scores across almost all
metrics compared to longer context models, with a context length of 4096 tokens. The top-performing models
predominantly feature models with a short context length. The differences in performance between short and
long context models are minimal but consistently favour the short context models.

This finding is particularly interesting because one would assume that longer context models would perform
better by capturing more global context. However, it appears that the sequences may be too long for the models
to properly encode them into representative embeddings. When sequences are excessively long, the models might
struggle to maintain and encode all relevant information, leading to a loss of global context and coherence. This
could explain why shorter context models, which deal with more manageable chunks of information, consistently
perform better.

5.1.5 Research sub-question 4. Employing a long context length in the abstractive summarization step leads to
improved results. The results indicate that the performance of long context abstractive summarization models
worsens when using an extractive step, whereas short context abstractive models show varied results on using an
extractive step. It seems that using a long context abstractive summarization model without a two- or multi-step
architecture is preferred over using a short context abstractive summarization model with an extractive step.
Long context models, especially those with encoder-decoder architectures, can process more global informa-

tion from the entire document. These models can capture broader context and nuances that are essential for
generating coherent and comprehensive summaries. However, introducing an extractive step might degrade
their performance. This could be because the extractive step breaks the text into concatenated summaries, which
might lack the necessary context and continuity that is required for summarization.

5.1.6 Results of human evaluation. Some conclusions from human evaluation contrast with conclusions from
human evaluation. Specifically, automated metrics scored summaries produced by general LMs higher, while
human evaluators found a legal LM-based architecture to be superior. This is in contrast to the findings of RSQ2.
In the human evaluation, the summarization architecture leveraging LexLM consistently outperformed the other
architectures across all criteria. Additionally, an architecture employing Longformer as its extractive model
performed better than an architecture using RoBERTa, which contrasts with the findings of RSQ3. However,
some findings were consistent between both evaluation types, such as the minor performance difference between
an architecture using no extraction combined with PegasusX and an architecture using Llama3 with a dependent
extractive step. Human evaluation noted that some summaries may have good readability but contain inaccuracies,
false information, or misplaced content. Additionally, evaluators highlighted the issue of heavy repetitions, which
significantly decreased the overall quality of the summaries.

5.2 Ethical implications
5.2.1 Usage of a summarization model. The usage of summarization models for long regulatory documents
generally does not pose significant ethical implications. These tools are designed to assist people by efficiently
condensing large volumes of text. However, it is crucial to acknowledge that these models can occasionally
produce errors or inaccuracies. Consequently, users should be aware that utilizing such tools carries a certain
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level of risk. Although these models can provide valuable assistance, the responsibility for the final content
remains with the user, and this consideration should be taken into account in professional settings.

5.2.2 Energy usage. The training and deployment of neural models require significant computational resources,
leading to substantial energy consumption. The computational requirements raise concerns about the environ-
mental impact of such models. To address this, researchers and practitioners should strive to optimize model
efficiency, reducing the computational load and energy usage. Furthermore, exploring renewable energy sources
for powering data centres can mitigate the environmental footprint. Awareness and proactive measures in
managing energy consumption are important for the sustainable development and deployment of summarization
models.

5.3 Limitations
5.3.1 Dataset. The dataset used in this research consists of 1442 instances, which, although sizable, is relatively
small for training robust neural models. Additionally, the dataset is quite unbalanced, with some references and
summaries being disproportionately long or short. This variability reflects the nature of regulatory documents.
Another challenge with the dataset is the high level of repetition within the documents. There are many occasions
of repetitive 𝑛-grams due to bullet point lists, referrals to other documents, and dates. Repetitive text in the
reference texts and golden reference summaries can be challenging for models to handle, as it may cause the
models to become focused on these repetitions. This can lead to repetitions being reproduced in the generated
summaries. Besides this, summarizing long regulatory texts is an inherently difficult task that requires a deep
understanding of the subject matter, background context of the text, and legal expertise. These factors underscore
the complexity of the task.

5.3.2 Extractive summarization sentence selection. K-means clustering was used to select sentences during the
extractive summarization process. This means that the quality of the extractive summaries in this research is
heavily dependent on the K-means selection process. Based on prior research, K-means seems to perform well.
But still, no alternative selection methods were employed for comparison. It is also important to note that an
evaluation of the intermediary extractive summaries was not conducted. This lack of evaluation means that the
quality of the extracted content, which serves as the basis for the subsequent abstractive summarization, remains
unverified.
Moreover, there is an inherent overhead in the extractive step due to the way sentences are counted and

selected. For very large texts, maintaining a specific ratio, such as 0.17, becomes increasingly difficult because
the process involves selecting entire sentences rather than individual tokens. This chunking of text can lead to
inconsistencies, especially when the desired ratio is small. As a result, the cumulative error can become significant,
affecting the overall length of the intermediary summary.
Given these challenges, there is a clear need for methods that can also fine-tune the added extractive step.

Such methods would help to ensure that the extracted content is optimally suited for the subsequent abstractive
summarization.

5.3.3 Token discrepancy. In this study, extractive tokens were used to calculate the amount of extractive steps
that needed to be taken. This also means that the tokenizers of the extractive models were used to count the
amount of tokens. However, abstractive models use different tokenizers, so there could be a discrepancy between
the amount of tokens that the extractive summarization model summarizes, and the actual amount of tokens
the abstractive model creates. For example, RoBERTa can tokenize a text up to 1024 tokens while for BART, the
number of tokens would be lower. This means that the context length of BART is not fully used. The discrepancy
could also work the other way around, where the abstractive model will have to truncate the intermediary
summary to ensure it fits in the context length. Calculating the number of extractive steps by counting tokens
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with the abstractive model is not ideal, as there will again be a discrepancy between the number of tokens an
extractive model creates and the abstractive model creates.

5.3.4 Repetition prevention. More could have been done to prevent repetition errors in the generated summaries.
Techniques such as penalty mechanisms [67] for repeated phrases could have been used to prevent this issue.
The penalty mechanisms punish a model for repeating the same tokens. However, these penalties come at
the cost of more hallucinations. Due to the importance of creating factually consistent summaries, repetition
mechanisms were not added. Also, prior work showed no usage of any repetition prevention mechanisms. Instead,
the focus of this research was on evaluating the overall performance of various models without additional
interventions. This approach allowed for a more clear comparison of the models’ natural capabilities and
limitations in handling regulatory documents. The trade-off between hallucination and repetition is a topic which
is intensively researched.

5.3.5 Decoder-only configurations. The training process for decoder-only models, such as Llama3, encountered
specific limitations. The feature to load the best model at the end of the training was not functioning correctly,
which meant that the final model used was not necessarily the one with the lowest validation loss. Fortunately,
the validation loss did not show significant fluctuations, suggesting that the impact of selecting the final model
was minimal.

To strengthen the findings, it would be beneficial to include more decoder-only models in the evaluation. This
would help determine if the observed results are consistent across different decoder-only models and provide a
broader understanding of their performance in summarizing regulatory documents. By expanding the range of
models tested, the research could offer more robust conclusions on decoder-only models in this context.

5.3.6 Evaluation metrics.

Automated evaluation metrics. In this research, a diverse set of evaluation metrics is used to create a comprehen-
sive view of model performance. While this approach provides a broad perspective, it also showcases limitations
in NLG evaluation techniques. The use of multiple metrics can sometimes lead to seemingly contradictory results,
as illustrated by the performance of Llama3 without an extractive step across different metrics (see Section 4.2.1).
Llama3 without an extractive step could sometimes create empty summaries. This caused a significant drop in
BERTScore compared to its extraction-based counterpart, while other metrics like ROUGE, BARTScore, and
BLANC showed less pronounced differences. This discrepancy initially appears puzzling, as one might expect
poor-quality or empty summaries to have a consistent impact across all metrics. However, a closer examination
of the practical score ranges and calculation methods of each metric explains these inconsistencies. BERTScore,
which relies on cosine similarity between contextual embeddings, typically produces high scores, often above 0.8.
Consequently, zero scores can significantly lower the overall score. In contrast, ROUGE scores, while theoretically
ranging from 0 to 1, often fall between 0 and 0.5 for this research. The compressed range means that occasional
zero scores have a less dramatic impact on the average ROUGE score. BARTScore, ranging from -5.5 to -1.0 in
this research, is also less affected by poor outputs as they result in very negative scores rather than zeros, thus
not pulling down the F-score as severely. BLANC scores, which theoretically range from -1 to 1, typically fall
between 0 and 0.3 in practice, as noted in the original BLANC paper. This narrow range makes BLANC less
sensitive to occasional poor outputs.

Additionally, BARTScore is dependent on the context length of BART, which is 1024 tokens. This means that
in some cases, the summaries cannot be evaluated properly, providing skewed scores. BLANC is also limited to
the context of BERT, which is only 512 tokens. These limited context lengths hamper BARTScore and BLANC
from providing a proper evaluation as they cannot read the entire summary.

Understanding the shortcomings of different metrics is important for accurately interpretingmodel performance
in summarization tasks. The shortcomings explain the seemingly inconsistent impact of poor-quality summaries
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across various evaluation metrics. This analysis highlights a limitation in the current evaluation metrics for NLG
tasks. The limitations of automated evaluation metrics underscore the importance of using multiple, diverse
evaluation metrics and carefully interpreting their results. It also emphasises the need for research into robust
evaluation methods for NLG tasks, as the current metrics may not always provide an accurate picture of model
performance. Each evaluation method offers a different perspective, suggesting that while content overlap might
be good, it does not necessarily guarantee optimal accuracy and adequacy from a human perspective.

Human evaluation. Due to resource limitations, the human evaluation was conducted on a small scale. While
the results provide valuable insights, the limited scope prevents them from being significant. In addition, human
evaluation was only performed on a select group of architectures after obtaining all the results. Ideally, a more
extensive human evaluation would have been conducted, particularly in the early stages of the research the
optimal extractive summarization model was selected, as it was used in subsequent research.

Human evaluation is also inherently subjective because it involves people. In this evaluation, two participants
were involved: onewith a deep understanding of the document and anotherwith a less detailed understanding. This
dual perspective offers diverse insights but also introduces biases. The participant with a deeper understanding
was more critical across all criteria, while the other participant tended to give higher scores to summaries that
elaborated on certain parts of the text. Additionally, evaluators faced challenges in interpreting the criteria
definitions. This phenomenon is widely recognized in the field of NLG, as highlighted by previous research [110]
[57].

5.4 Future work
Given the limitations encountered in this research, several areas for future work have been identified to enhance
the performance and reliability of summarizing long regulatory documents. Also, several future work recom-
mendations are given based on ideas and theories that came up during this research. By addressing these areas,
future work can build upon the findings of this research.

5.4.1 Adjustments to the extractive summarization step. Future work should focus on refining the extractive
step to ensure higher quality and more representative extracted content. This could involve experimenting with
different techniques to better capture the most relevant sentences. Additionally, incorporating an evaluation
of the intermediary extractive summarizations themselves could provide valuable insights and improve the
overall summarization process. It would be even more interesting to incorporate the extractive step into the
fine-tuning process. Fine-tuning the extractive step together with the abstractive step could also enhance the
quality of the final summaries. Future research could adjust the extractive summarization step by using the
ratio between extractive and abstractive token lengths. For the extractive and abstractive models, a ratio can
be calculated between the number of tokens that are created by the extractive and abstractive models. Then
during summarization, the number of tokens of an input is counted by the abstractive model. The number of
tokens is converted to the number of tokens that the extractive model makes out of this. Using these tokens, a
more accurate extractive compression ratio can be used for the extractive summarization step. Subsequently, the
intermediary summary will fit better into the context length of the abstractive summarization model.

5.4.2 Two- or multi-step abstractive-only summarization. In this research, a two- or multi-step abstractive-only
summarization approach was not attempted. This could be an interesting research topic for future work, as it
addresses some of the limitations observed with the extractive-abstractive method. Specifically, the extractive
summaries could contain incoherent sentences, which can confuse some abstractive models during the abstractive
summarization step. By adopting a two- or multi-step architecture that solely uses abstractive summarization,
it may be possible to generate more coherent and contextually accurate summaries because the intermediary
summaries will most likely not consist of incoherent sentences.
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5.4.3 Decoder-only model training enhancement. The limitations encountered with decoder-only models, such as
Llama3, suggest several avenues for improvement. Future work could experiment with optimal epoch lengths
and ensure that features like loading the best model at the end of training are functional. This would ensure that
the model with the best performance is used for evaluation. Moreover, using multiple decoder-only models could
provide a more comprehensive understanding of their capabilities and limitations.

5.4.4 Exploration of new encoder-decoder architectures. It is interesting to note that decoder-only models experi-
ence a performance boost from the extractive step because the extractive step uses encoder-only models. There
might be potential for an in-depth comparison of our make-shift ’encoder-decoder’ to pure encoder-decoder
models.

The findings suggest that an encoder-decoder architecture is beneficial for complex tasks such as the summa-
rization of long, legal texts. In this research, the performance of BART is very competitive as it only has 406 million
parameters. Its performance is up to par with Llama3, which boasts over 8 billion parameters. Exploring newer and
more modern encoder-decoder models could provide valuable insights. However, this exploration is dependent
on the release of such models, as current research trends have been focusing on decoder-only architectures.
Relatively new encoder-decoder models such as T5 and Pegasus were outperformed by BART, indicating that
BART was created with a strong combination of data, pre-training objectives, and model architecture.

5.4.5 Automated evaluation metrics. Improving the evaluation methodology is another critical area for future
research. Developing more nuanced and domain-specific evaluation metrics could provide a better assessment
of the model’s performance in summarizing regulatory documents. These metrics should capture not only the
accuracy and coherence of the summaries but also their relevance and utility.

5.4.6 Human evaluation. In this research, it can be seen that the results of the human evaluation greatly differ from
the automated evaluation metrics. The human evaluation is very useful however and highlights the importance
of assessing summaries beyond surface-level quality. This was apparent in summarization architectures which
scored well on the automated evaluation metrics but failed to capture the essence of a regulation or produced
factual inaccuracies. The usage of human evaluation should be included in future work but on a larger scale to
provide more robust and statistically significant results. A large-scale human evaluation captures a wider range
of perspectives, and better identifies patterns or trends in summary quality.
Currently, human evaluation is only conducted at the end. Future work could experiment with using human

evaluation as a guide throughout the development process to determine which models perform best. By using
human feedback, future research can more easily identify which model architectures perform best to more
accurately identify which extractive summarization models show the best performance. Additionally, methods
such as Instruction Tuning [99] and Reinforcement Learning from Human Feedback [67] could also be used to
adjust the models after the initial fine-tuning process.

5.4.7 Applicability to other domains. Future research could explore whether different types of texts benefit
from the same summarization architecture. The current study focuses on regulatory documents, but it would be
valuable to investigate how well the two- and multi-step architectures perform across various domains such as
scientific literature, news articles, and technical manuals.

5.4.8 Comparison of computational requirements. In addition to evaluating performance, it is crucial to compare
the computational requirements of different models and architectures. For different model combinations, it is
interesting to assess the computational expense of training and deploying various summarization models, as
some may require significantly more computational resources due to their complexity and the length of texts
they process.
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When incorporating an extractive step, the computational overhead introduced by this additional layer of
processing should be evaluated, as it can improve performance for certain models but also increase the overall
computational load.
Furthermore, the size and computational requirements of abstractive and extractive models due to attention

mechanisms should be analyzed, as large models with extensive attention mechanisms may require more memory
and processing power, which can be a limiting factor for their practical application. By comparing these aspects,
future work can provide a clear picture of the trade-offs betweenmodel performance and computational efficiency.
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6 CONCLUSION
This research explored the field of Automatic Text Summarization (ATS), particularly focusing on summarizing
lengthy and complex regulatory documents. The study began with an examination of supervised and unsupervised
learning approaches for ATS, deciding on supervised learning due to the availability of a dataset containing
golden-reference summaries. A review of related work was conducted, covering early extractive and abstractive
techniques, the implementation of neural models for summarization techniques, methods for summarizing long
documents, two- or multi-step summarization approaches, research on regulatory and legal text summarization,
relevant datasets, and evaluation metrics.

The methods of this research revolved around a two- andmulti-step extractive-abstractive architecture designed
to improve the summarization of long regulatory texts. This architecture involved chunking documents into
manageable sections, applying extractive summarization to generate intermediary summaries, and then using
abstractive summarization to produce the final summaries. Various models and approaches were tested and
compared, including different types of language models (general and domain-specific legal models), and models
with varying context lengths for extractive and abstractive summarization. The study employed both automated
metrics and human evaluation to assess the quality of the generated summaries.

The research aimed to answer whether a two- or multi-step extractive-abstractive approach yields better sum-
marization results than a direct summarization approach, with specific attention to the performance differences
between different summarization models in both steps. Conclusions were primarily drawn based on automated
evaluation metrics. The findings indicated that decoder-only models benefited from the additional extractive
step, while encoder-decoder models generally did not. However, this effect for the encoder-decoder architecture
differed per model. Some encoder-decoder models performed worse when an intermediary extractive step was
introduced, while others showed varied results. Further investigation revealed that a two-step summarization
architecture generally outperformed a multi-step architecture. The multi-step approach possibly introduced noise
due to the less effective clustering of sentences from different chunks, failing to maintain coherence and relevance.
Additionally, the study found that general language models outperformed domain-specific legal language models,
suggesting that a broader context provided by general language models is more effective than the specificity of
legal language models for summarizing regulatory documents.

In terms of context length, shorter context lengths were found to be more effective for extractive summarization,
while longer context lengths benefited abstractive summarization. Long context models were better at capturing
global information necessary for generating coherent and comprehensive summaries. However, the introduction
of an extractive step to the long context abstractive models appeared to degrade their performance by disrupting
the continuity and context required for effective summarization.

Finally, human evaluations provided a different perspective from automated metrics, favouring legal language
models over general language models and highlighting the limitations of automated evaluations, such as the
tendency to overlook issues of readability, inaccuracies, and repetitions. This discrepancy underscores the
importance of including human judgment in the evaluation of summarization models.
By offering insights into the effectiveness of different summarization strategies and model architectures,

this study contributes to the broader field of Natural Language Processing and its application in regulatory
compliance. The findings provide valuable insights into the design of summarization architectures and the
selection of appropriate models based on document characteristics. These findings have implications for improving
accessibility and understanding of regulatory texts, which is crucial in dynamic industries such as the green
molecule sector. The research also highlights the ongoing challenges in evaluating generated summaries. It
showcases the need for improved automated metrics and large-scale human assessments.
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A THE ETHICS AND PRIVACY QUICK SCAN
The Ethics and Privacy Quick Scan of the Utrecht University Research Institute of Information and Computing
Sciences was conducted (see Annex A). It classified this research as low-risk with no fuller ethics review or
privacy assessment required.
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Market surveillance and compliance of products 
Market surveillance and compliance of products 
SUMMARY OF: 
Regulation (EU) 2019/1020 — market surveillance and compliance of products 
WHAT IS THE AIM OF THE REGULATION? 
It aims to improve how the free movement of goods principle works by strengthening market surveillance*
of products covered by EU hamonisation legislation. This must ensure a high level of protection of health 
and safety, in general and in the workplace, and protect consumers, the environment, public security and 
other public interest. 
It lays down rules and procedures for economic operators* and establishes a system for their cooperation 
with supervisory authorities. 
It establishes controls on products imported into the EU. 
It deletes and replaces Articles 15 to 29 of Regulation (EC) No 765/2008 (see summary on Accreditation 
and market surveillance) and amends Directive 2004/42/EC and Regulation (EU) No 305/2011 (see 
summary on Construction products). 
KEY POINTS 
               
The regulation applies to products: 
covered by EU harmonisation legislation (and set out in Annex I); 
imported into the EU which are not subject to specific legislation. 
Certain products may not be offered for sale to EU consumers without an economic operator established 
in the EU: 
who keeps EU conformity and performance declarations and makes these and the technical 
documentation available to authorities when asked; 
who informs the authorities when they consider a product poses a risk; 
who cooperates with the authorities, when asked, by taking immediate corrective action — from 
remedying the fault to recall or destroying the item — if a product is considered non-compliant, and helps 
to eliminate or mitigate risks; 
whose name and contact details are on the product, packaging or accompanying document. 
Market surveillance authorities: 
carry out effective surveillance of products sold online and offline; 
perform appropriate documentary, physical and laboratory checks on products, taking into account 
possible hazards; 
act when a product, properly installed, maintained and used for its intended purpose: could damage 
users’ health and safety,does not conform to EU legislation; 
ensure economic operators take corrective action when instructed and act when they fail to do so; 
establish procedures to follow up complaints and reports and to verify economic operators have taken 
corrective action; 
apply a high level of transparency and make available to the public any information they consider relevant
to protect end users’ interests; 
provide economic operators with grounds for their decisions to give them an opportunity to respond; 
notify the European Commission and the other EU countries immediately of any measures they take if 
these could have an impact in other EU countries; 
may ask colleagues elsewhere in the EU to help with investigations and enforcement and participate in 
peer reviews to improve the system’s overall efficiency; 
have powers to: start investigations on their own initiative,require economic operators to provide relevant 
documents, data and information on supply chains, distribution networks, product models and ownership 
of websites,carry out unannounced onsite inspections and physical checks,enter any premises, land or 
means of transport an economic operator uses,acquire product samples without revealing their 
identity,instruct economic operators to take measures to end non-compliance or eliminate risk,prohibit or 
restrict availability of a product and order it be withdrawn or recalled,insist in case of serious risk that 
product content is removed from a website or require it be accompanied by a warning,adopt measures, 
including penalties, against economic operators that fail to act. 
EU countries: 
designate one or more authorities with the powers of market surveillance, investigation and enforcement; 



appoint a single liaison office to represent the surveillance authorities and communicate the country’s 
national strategy; 
ensure the authorities and office have sufficient budgetary and other resources; 
may authorise surveillance authorities to reclaim from an economic operator all the costs they incur when 
pursuing non-compliance cases; 
draw up an overarching national market surveillance strategy every 4 years from 16 July 2022 to promote 
a consistent, comprehensive and integrated approach to market surveillance — this must include: data on
non-compliant products,priority areas for enforcing the EU legislation,enforcement activities to reduce 
non-compliance,assessment of cooperation between authorities in other EU countries; 
provide economic operators, at their request and free of charge, information on national implementation of
EU product harmonisation legislation; 
introduce effective, proportionate and dissuasive penalties and notify these to the Commission by 16 
October 2021. 
The Commission: 
ensures the Your Europe portal provides users with easy online access to information about the EU’s 
product requirements, rights, obligations and rules; 
adopts implementing acts; 
assists the EU Product Compliance Network (see below) in all its activities; 
maintains a computer system to store and process all the data collected; 
reports to the European Parliament, the Council and the European Economic and Social Committee by 31
December 2026, and every 5 years thereafter, on the regulation’s implementation. 
Specific rules apply to imported products: 
EU countries designate authorities with the necessary powers to check imports; 
market surveillance authorities provide them with information on products and economic operators where 
a high risk of non-compliance has been identified; 
authorities may impound a product if the necessary documentation is absent or there are concerns it 
presents a serious health, safety, environmental or public interest risk, and only release it when certain 
conditions are met. 
The regulation: 
establishes an EU Product Compliance Network — it: develops cooperation between the surveillance 
authorities and the Commission;contains national and Commission representatives and experts;organises
a range of activities to improve market surveillance across the EU. 
FROM WHEN DOES THE REGULATION APPLY? 
               
It applies from 16 July 2021. However, Articles 29, 30, 31, 32, 33 (on the EU Product Compliance 
Network) and 36 (on financing activities) apply from 1 January 2021. 
BACKGROUND 
               
For more information, see: 
Market surveillance for products (European Commission). 
KEY TERMS 
               
Market surveillance: measures to ensure products comply with EU legislation and protect the public 
interest. 
Economic operator: manufacturer, authorised representative, importer, distributor or fulfilment service 
provider. 
MAIN DOCUMENT 
             
Regulation (EU) 2019/1020 of the European Parliament and of the Council of 20 June 2019 on market 
surveillance and compliance of products and amending Directive 2004/42/EC and Regulations (EC) No 
765/2008 and (EU) No 305/2011 (OJ L 169, 25.6.2019, pp. 1-44) 
RELATED DOCUMENTS 
             
Regulation (EU) No 305/2011 of the European Parliament and of the Council of 9 March 2011 laying 
down harmonised conditions for the marketing of construction products and repealing Council Directive 



89/106/EEC (OJ L 88, 4.4.2011, pp. 5-43) 
Successive amendments to Regulation (EU) No 305/2011 have been incorporated into the original text. 
This consolidated version is of documentary value only. 
Regulation (EC) No 765/2008 of the European Parliament and of the Council of 9 July 2008 setting out 
the requirements for accreditation and market surveillance relating to the marketing of products and 
repealing Regulation (EEC) No 339/93 (OJ L 218, 13.8.2008, pp. 30-47) 
Directive 2004/42/EC of the European Parliament and of the Council of 21 April 2004 on the limitation of 
emissions of volatile organic compounds due to the use of organic solvents in certain paints and 
varnishes and vehicle refinishing products and amending Directive 1999/13/EC (OJ L 143, 30.4.2004, pp. 
87-96) 
See consolidated version. 
last update 30.08.2019
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Consent Form for Participation in Research 
 
Title of Study: 
Step Up Your Game: Summarizing Long Regulatory Documents Using 
a Two- or Multi-Step Method 
 
Researcher: 
Mika Sie 
University Utrecht, Graduate School of Natural Sciences 
AI MSc Thesis 
m.s.y.sie@students.uu.nl 
 
Introduction: 
You are invited to participate in a research study from the Graduate School of Natural 
Sciences at University Utrecht. This form provides information about the study to help 
you decide if you would like to participate. 
 
Purpose of the Study: 
The purpose of this study is to research a two-or multi-step summarization technique for 
long, regulatory documents. This research compares diKerent types of extractive 
summarization and abstractive summarization models. 
 
Procedures: 
If you agree to participate in this study, you will be asked to rate several summaries 
created by diKerent architectures along four metrics and provide additional feedback on 
the quality of the summary. Your participation will take approximately one hour. 
 
Voluntary Participation: 
Your participation in this study is entirely voluntary. You may choose not to participate or 
withdraw from the study at any time without any penalty or loss of benefits to which you 
are otherwise entitled. 
 
Anonymity and Confidentiality: 
Your identity will remain anonymous. We will not collect any personal information that 
can be used to identify you. All data collected will be kept confidential and will be used 
for research purposes only. Results will be reported in aggregate form, and no individual 
responses will be identifiable. 
 
Potential Risks: 
The risks associated with participating in this study are minimal. However, if you feel 
uncomfortable at any point, you have the right to withdraw from the study. 
 
Potential Benefits: 



While there are no direct benefits to you for participating in this study, your participation 
will contribute to the understanding of automatic text summarization using Artificial 
Intelligence models. 
 
Data Protection: 
Your data will be stored securely and only accessible to the research team. We will 
comply with all applicable data protection laws and regulations. Data will be 
anonymized/pseudonymized and stored on password-protected servers. 
 
Contact Information: 
If you have any questions about this study, you may contact the principal researcher at: 
Mika Sie 
Graduate School of Natural Sciences 
m.s.y.sie@students.uu.nl 
 
For questions about your rights as a research participant, you may contact ics-
ethics@uu.nl 
 
Consent: 
By signing below, you are indicating that you have read and understood the information 
provided above, and you agree to participate in this study. You understand that your 
participation is voluntary and that you can withdraw at any time without penalty. 
 
Participant’s Signature: 
 
____________________________________ 
 
Date: _______________________________ 
 
Researcher’s Signature: 
 
____________________________________ 
 
Date: _______________________________ 
 
 
 
 
 
 
 
 
 
 
 
 
 



Evaluation of summaries 
 
Evaluation Instructions 
 
Thank you for agreeing to participate in this evaluation. In this section, you will be 
presented with several summaries generated by diKerent architectures. Your task is to 
rate each summary based on the following metrics, using a scale of 1 to 5, where 1 
indicates poor performance and 5 indicates excellent performance: 
 

1. Factual Correctness:  
a. Evaluation of how factually correct the summary is relative to the source 

document. 
2. Usability:  

a. Assessment of how practical and user-friendly the summary is. 
3. Accuracy:  

a. Assessment of the precision and correctness of the information in the 
summary. 

4. Fluency:  
a. Assessment of the summary’s smoothness and ease of reading in terms 

of from, content and grammar. 
5. Coherence:  

a. Measure of how logical the summary is to its linguistic context. 
 

In addition to rating each summary, please provide any additional feedback or 
comments you have regarding the summaries. Your insights are valuable and will help 
improve the evaluation of the summarization architectures. 
 
 
 
 
 

 

 

 

 

 

 

 

 



Summary 1 
Carbon capture and accounting system (CBAM) for imports of greenhouse gases 

Carbon capturing and accounting systems for imports into the EU 

SUMMARY OF: 

Regulation (EU) 2019/331 — the Carbon Capture and Accounting System 

WHAT IS THE AIM OF THE REGULATION? 

It sets out the rules for the establishment of a Carbon Capture & Accounting System (CBRAM) to 

prevent the risk of greenhouse gas (GHG) emissions being exported from the EU to non-EU 

countries. 

KEY POINTS 

Scope 

The regulation applies to imports of GHG emission-intensive goods from the European Union 

(EU). It does not apply to: 

goods produced in the EU for export to third countries which do not apply the EU’s Emissions 

Trading System (ETS) or a similar carbon pricing mechanism; 

other goods which are imported from outside the EU and which are subject to a carbon price 

that is equivalent to that applied to EU products. 

Implementing acts 

Each implementing act must be adopted in accordance with the examination procedure 

referred to in Article 29(2) of Directive 2003/87/EC (see summary). 

The implementing acts must make the information in the CBAM registry available automatically 

and in real time to customs authorities and competent authorities. 

The Commission must communicate the information to the competent authority of the EU 

country where the authorised CBAM declarant is established and cross-check that information 

with the data in the registry pursuant to Article 14 of the regulation. 

Review of CBAM declarations 

The competent authority must ensure that the declared number of certificates is correct and 

that the declarations are accurate. 

If a CBAM declaration is incorrect, the Commission must assess the obligations under this 

regulation of that authorised declarant on the basis of the information it has at its disposal. 

Where an authorised declrant fails to submit a declaration, or where the Commission considers 

that the number of declared certificates is incorrect or that the declaration of the number 

declared number is incorrect in relation to the quantity of emissions embedded in the goods, it 

must review the declaration and take any appropriate action. 

FROM WHEN DOES THE RECOMMENDATION APPLY? 

    

It has applied since 19 December 2019. 

BACKGROUND 



The EU has adopted a strategy to tackle climate change. The strategy aims to transform the EU 

into a fair and prosperous society, with a modern, resource-eeicient and competitive economy, 

where there are no net emissions (emissions after deduction of removals) of greenhouse 

greenhouse gases (‘greenhouse gas emissions’) at the latest by 2050 and where economic 

growth is decoupled from the use of resources. 

For more information, see: 

‘Climate action and climate action’ on the European Commission's website. 

MAIN DOCUMENT 

  

  Еграканска барка   глаксанта  бълка 

Commission Delegated Regulation (EU, 2019/332 of 19 December 2018 determining transitional 

Union-wide rules for harmonised carbon capture & accounting systems and implementing 

implementing acts relating to the carbon capture and storage system for imports from the 

Member States of the Union for the period 2019-2023 (OJ L 130, 20.5.2019, pp. 1-2) 

Successive amendments to Regulation (EEC, 2018/2067 have been incorporated in the original 

text. This consolidated version is of documentary value only. 

RELATED DOCUMENTS 

Communication from the Commission to the European Parliament, the Council, the European 

Economic and Social Committee and the Committee of the Regions on the implementation of 

Implementing Regulation (EC) No 596/2013 of the European Central Bank on the inclusion of the 

greenhouse gas capture and analysis system in the framework of the Green Deal (COM(2018) 

2018/841) (COM) 2018-2067) 

Communications from the Council and the European Committee of European Parliament and 

the Council of 30 May 2018 on the addition of greenhouse Gases to the EU Green Deal and on 

the harmonisation of the rules on greenhouse gas emission capture & analysis systems for the 

European Regional Development Fund (REFERENCES 

Act 

Entry into force - Date of expiry 

Deadline for transposition into force 

Oeicial Journal L 130 of 21.6.2019 

- 

OJ C 130 of 20.6-20.2023 

Amending act(s) No 2109/2014 of the Commission and of the Representatives of the 

Governments, meeting within the meaning of Article 29 of the Treaty on European Union, 

amending Implementing Regulations (EC, Euratom) No 652/2013, (EC), (ECB) No 1082/2013 and 

(EC)(EU) No 472/2013 

Regulations (Euratom) 2020/852 and (EUR) No 852/2014 and (O 

 



Metric Ratings 
 1. Factual Correctness: [1-5] 

 2. Usability: [1-5] 

 3. Accuracy: [1-5] 

 4. Fluency: [1-5] 

 5. Coherence: [1-5] 

 

Additional Feedback: 
[Your comments] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Summary 2 
Carbon border adjustment mechanism — EU countries’ contributions to the EU’s greenhouse 

gas (GHG) emissions reduction targets 

Carbonborder adjustment mechanism— EU countries' contributions towards the EU's GHG 

reductions targets 

SUMMARY OF: 

Regulation (EU) 2023/956 — establishing a carbon border adjustment system 

WHAT IS THE AIM OF THE REGULATION? 

It establishes a system for EU countries to contribute to reducing their greenhouse gas 

emissions (GHGs) by reducing their national GHG (greenhouse gas) emissions by at least 55 % 

below 1990 levels by the end of the year 2030. 

It sets out the rules for the European Union (EU), the European Economic Area (EEA) and the 

European Free Trade Association (EFTA) countries. 

KEY POINTS 

The regulation sets out: 

EU countries must reduce their GHG emissions by a minimum of 55 % by 2030 compared to 

1990 levels compared to their national levels and by 2050 compared to the level of the 1990 

level; 

the EU countries must also reduce their emissions by an equivalent amount by 2020 compared 

with their 1990 levels. 

The EU countries are required to submit a report to the European Commission every 5 years on 

the progress they have made towards this target. The Commission publishes the results of the 

report on its website. 

Each year, the Commission publishes a report on the implementation of the regulation. The 

report is published in the Oeicial Journal of the EEA and the Commission forwards it to the 

Council of the EU. 

which adopts the conclusions of the European Parliament and the Council. 

FROM WHEN DOES THE LEGULATION APPLACE ENTER INTO FORCE? 

The legislation entered into force on 10 May 2023. 

    

BACKGROUND 

The European Commission adopted the European Green Deal on 11 December 2019. It aims to 

transform the EU into a fair and prosperous society, with a modern, resource-eeicient and 

competitive economy where there are no net emissions (emissions after deduction of removals) 

of greenhouse gases (‘greenhouse gases’) at the latest by 2050 and where economic growth is 

decoupled from the use of resources. 

For more information, see: 

European Green Deal (European Commission). 



KEY TERMS 

* COVID-19 pandemic: a global warming pandemic caused by the COVID 19 pandemic in the 

early 1990s that had a major impact on the health and economic well-being of EU citizens. 

* GHG: a greenhouse gas emitted by burning fossil fuels, such as coal, oil and natural gas, 

which has the potential to increase the temperature of the planet by up to 2.5 °C above pre-

industrial levels. It is also known as the ‘carbon dioxide’ (CO2) pandemic. 

REFERENCES 

Act 

Entry into force - Date of expiry 

Deadline for transposition in the Member States 

Oeicial Journal 

Decision (EU, Euratom) 2018/852 of the Council on the conclusion of the Framework 

Convention on Climate Change (UNFCCC) (the ‘Glasgow Climate Pact’ and of the Agreement on 

the Paris Agreement (the Paris Agreement) (Oeicial Journal L 130 of 16.5.2018) 

Decisions (EU/EU) 2020/853 of the Parliament and (Euratom) 2021/854 of the Commission on 

the signing, on behalf of the Union, of the Kyoto Protocol (the Kyoto Protocol) on climate change 

and on the signature of the Protocol on the European Neighbourhood Policy on the Green Deal 

for the Implementation of the Treaty on the Functioning of the Single European Union by the 

European Atomic Energy Community (see summary). 

Council Decision (EU-EU) 2019/856 of 20 May 2019 on the adoption of the Copenhagen 

Agreement on climate action by the EU and the conclusion by the Union of the United Nations 

Framework Convention for the Prohibition of Chemical Weapons (the UNFCCC). 

last update 25.01.2022 

 

Metric Ratings 
 

 1. Factual Correctness: [1-5] 

 2. Usability: [1-5] 

 3. Accuracy: [1-5] 

 4. Fluency: [1-5] 

 5. Coherence: [1-5] 

 

Additional Feedback: 
[Your comments] 

 

 



Summary 3 
Carbon border adjustment mechanism (CBAM) for greenhouse gas emissions embedded in 

imported goods 

Carbon base adjustment mechanism for greenhouse gases embedded in imported goods 

SUMMARY OF: 

Regulation (EU) 2018/2067 — carbon border adjustment scheme 

WHAT IS THE AIM OF THE REGULATION? 

It establishes a system for calculating greenhouse gas (GHG) emissions embedded into 

imported goods. 

It aims to prevent GHG emissions from leakage into the EU’s internal market. 

KEY POINTS 

Scope 

The regulation applies to goods listed in Annex I on their importation into the customs territory of 

the EU. 

Annex II only direct emissions are calculated and taken into account. 

Importers must submit a certificate to the competent authority of the Member State where the 

authorised CBAM declarant is established. 

The certificate must be verified by a person accredited by a national accreditation body 

appointed in accordance with Regulation (EC) No 765/2008 of the European Parliament and of 

the Council (12) or (13) or pursuant to Directive 2003/87/EC (see summary). 

The declaration of emissions must be accompanied by a carbon price that is equivalent to that 

applied to EU products, and the declaration of the actual emissions. 

Authorised CBAM Declarant 

The authorised declarant must submit the repurchase request by 30 June of each year during 

which the CBAM certificates were surrendered. 

If the Commission finds that the number of CBAM certificate in the account of an authorised 

declarant does not comply with the obligations pursuant to paragraph 2, it must inform the 

authority of that Member State. 

Penalties 

The penalty amount for the failure to surrender CBAM Certificates is identical to the amount for 

failing to surrender certificates pursuant to Article 16(3) and (4) of Directives 2003/86/EC and 

2003/93/EC. 

Exemptions 

The Regulation does not apply to: 

goods covered by the EU Emissions Trading System (ETS) or to goods covered by Regulation (EU, 

Euratom) No 652/2013 (see overview); 

good-goods that are not covered by Directive 2009/43/EC or Regulation (Euratom) no 552/2012 

(see description); 



products covered by Article 7(2) of Directive 2003(87) of the EC and which are not subject to the 

EU ETS. 

In addition, the Commission may present a report to the European parliament and to the 

Council that identifies products further down the value chain of the goods it considers to be 

considered for inclusion within the scope of this regulation. 

DATE OF ENTRY INTO FORCE 

It has applied since 30 June 2018. 

BACKGROUND 

    

  

For more information, see: 

‘Embedded emissions’ on the European Commission's website. 

REFERENCES 

Act 

Entry into force - Date of expiry 

Deadline for transposition in the Member States 

Oeicial Journal 

Commission Implementing Regulation (U.S.A. 2019 

30.6.2018 

- 

OJ L 130 of 16.5.2019 

RELATED ACTS 

Regulations (E.U. 2015/856 and (E) 2015/966 of the Commission and Council Directives 

2009/44/EC, 2009/45/EC of the Parliament and the Council and Directives 2004/34/EC on the 

harmonisation of the laws, regulations, administrative provisions and administrative provisions 

of Member States relating to the emission trading system, the European System of Central 

Banks and the European Customs Union (ECCBAM), the European Convention on the Law of the 

Sea and the Protocol on the Harmonization of the Laws, Regulations on the Approximation of 

the Emissions Trade System, the Rules of the Customs Union, the Regulations of the Court of 

Justice and the High Representative of the Union for Foreign Aeairs and Security Policy, the 

Treaty on the Functioning of the United Kingdom and the Treaty of Lisbon (OJ C 202, 17.6.). 

Directive 2009/42/EC establishes a carbon border adjust mechanism (the ‘CBAM’) to address 

greenhouse gas emission embedded in the goods imported into the Union in order to prevent 

the risk of carbon leakage, thereby reducing global carbon emissions and supporting the goals 

of the Paris Agreement, also creating incentives for the reduction of emissions by operators in 

non-EU countries. 

See also: 

EU Emissions trading system (European Commission). 



last update 04.02.2021 

Metric Ratings 
 

 1. Factual Correctness: [1-5] 

 2. Usability: [1-5] 

 3. Accuracy: [1-5] 

 4. Fluency: [1-5] 

 5. Coherence: [1-5] 

 

Additional Feedback: 
[Your comments] 

 

 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Summary 4 
EU carbon capture and storage system (CBAM) for imports and exports of goods from non-EU 

countries (until 2023) 

EU carbon capturing and storage systems (BCAM) 

SUMMARY OF: 

Regulation (EU) 2018/2067 on the establishment of the European Carbon Capture and Storage 

System 

WHAT IS THE AIM OF THE REGULATION? 

It establishes a system for importing and exporting carbon-capturing and storing products from 

third countries (LDCs) to the EU. 

It aims to prevent carbon leakage and reduce greenhouse gas emissions in LDCs. 

KEY POINTS 

The regulation sets out the rules for the establishment and operation of the EU’s carbon 

capture, storage and management system, known as the CBAM. 

The system is designed to: 

ensure that imported products are subject to a regulatory system that applies carbon costs 

equivalent to those borne under the EU ETS, resulting in a carbon price that is equivalent for 

imports* and domestic products; 

encourage LDC countries to reduce their emissions of greenhouse gases (GHG) by reducing 

their GHG emissions by up to 40% by 2050; 

ensures that imports of energy-intensive products from non EU countries are subject, at the 

latest, to a carbon tax that is equal to those applicable to imports of domestic products. 

To achieve these objectives, the regulation sets up a system to register the number of CBAM 

certificates issued by authorised CBAM declarants (certificates issued by the EU countries to 

the European Commission. 

Each CBAM certificate holder is authorised by the competent authorities in each EU country. 

each CBAM holder must keep an account in the registry. 

the CBAM registry contains information on: 

the number of certificates issued, 

the certificates issued and 

the total number of installations in the EU that have been certified 

the estimated number of installed installations in each installation 

the actual emissions of complex goods produced in a given installation. 

In addition, the registry contains a list of the countries and territories which have been removed 

from the list in point 2 of Annex III of the regulation. 

Annex IV sets out methods for calculating embedded emissions for the purpose of calculating 

the embedded emissions. 

FROM WHEN DOES THE RECOMMENDATION APPLYEAR OF ENTRY INTO FORCE? 



    

It entered into force on 1 January 2019. 

BACKGROUND 

The EU has adopted a strategy to transform the EU into a fair and prosperous society, with a 

modern, resource-eeicient and competitive economy, where there are no net emissions 

(emissions after deduction of removals) of GHG greenhouse gases by 2050 and where 

economic growth is decoupled from the use of resources. 

For more information, see: 

‘Greenhouse Gas Emissions from Non-EU Countries’ (European Commission). 

KEY TERMS 

* Carbon capture & storage system: a system designed to capture, store and store carbon 

emissions from imported and exported goods. 

* Embedded emissions: the emissions of the input materials (precursors) consumed in the 

production process, which are then used in the final product. 

REFERENCES 

Act 

Entry into force - Date of expiry 

Deadline for transposition in the Member States 

Oeicial Journal 

Commission Implementing Regulation(EU) 2019/2065 

1.1.2023 

- 

OJ L 130 of 21.5.2019 

RELATED ACTS 

  

Regulations (EU, Euratom) 2019-2023 of the Parliament and of the Council of 27 April 2019 on 

the harmonisation of the laws, regulations and administrative provisions of Member States 

relating to the import and export of carbon-absorbing and storing systems (Oeicial Journal L 

130, 31.4.2019, pp. 1-8) 

Regulating (EU), Euratom, Euratomic, Euronews and Euratom of 27 March 2019 on a 

harmonised system for the import of carbon dioxide emissions from certain industrial sectors 

and repealing Directive 95/46/EC (General Data Protection Regulation) and repealing Regulation 

(EC) No 552/2004 (Protection Regulation) ( Oeicial Journal L 119, 4.3.2019). 

See consolidated version. 

last update 14.02.2021 

 

 

 



Metric Ra/ngs 
 1. Factual Correctness: [1-5] 

 2. Usability: [1-5] 

 3. Accuracy: [1-5] 

 4. Fluency: [1-5] 

 5. Coherence: [1-5] 

 

Addi/onal Feedback: 
[Your comments] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Summary 5 
Carbon border adjustment mechanism (CBAM) Carbon border adjustment mechanism (CBAM) 

SUMMARY OF: Regulation (EU) 2023/956 establishing a carbon border adjustment mechanism 

WHAT IS THE AIM OF THE REGULATION? It establishes a carbon border adjustment mechanism 

(CBAM) to address greenhouse gas emissions embedded in the goods imported into the EU in 

order to prevent the risk of carbon leakage, thereby reducing global carbon emissions and 

supporting the goals of the Paris Agreement. The CBAM complements the system for 

greenhouse gas emission allowance trading within the EU established under Directive 

2003/87/EC (the ‘EU ETS’) by applying an equivalent set of rules to imports into the customs 

territory of the EU of the goods referred to in Article 2 of this regulation. The CBAM is set to 

replace the mechanisms established under Directive 2003/87/EC to prevent the risk of carbon 

leakage by reflecting the extent to which EU ETS allowances are allocated free of charge in 

accordance with Article 10a of that directive. The CBAM complements the system for 

greenhouse gas emission allowance trading within the EU established under Directive 

2003/87/EC (the ‘EU ETS’) by applying an equivalent set of rules to imports into the customs 

territory of the EU of the goods referred to in Article 2 of this regulation. The CBAM is set to 

replace the mechanisms established under Directive 2003/87/EC to prevent the risk of carbon 

leakage by reflecting the extent to which EU ETS allowances are allocated free of charge in 

accordance with Article 10a of that directive. The CBAM also complements the system for 

greenhouse gas emission allowance trading within the EU established under Directive 

2003/87/EC (the ‘EU ETS’) by applying an equivalent set of rules to imports into the customs 

territory of the EU of the goods referred to in Article 2 of this regulation. The CBAM is set to 

replace the mechanisms established under Directive 2003/87/EC to prevent the risk of carbon 

leakage by reflecting the extent to which EU ETS allowances are allocated free of charge in 

accordance with Article 10a of that directive. The CBAM also complements the system for 

greenhouse gas emission allowance trading within the EU established under Directive 

2003/87/EC (the ‘EU ETS’) by applying an equivalent set of rules to imports into the customs 

territory of the goods referred to in Article 2 of this regulation. The CBAM is set to replace the 

mechanisms established under Directive 2003/87/EC to prevent the risk of carbon leakage by 

reflecting the extent to which EU ETS allowances are allocated free of charge in accordance with 

Article 10a of that directive. The CBAM also complements the system for greenhouse gas 

emission allowance trading within the EU established under Directive 2003/87/EC (the ‘EU ETS’) 

by applying an equivalent set of rules to imports into the customs territory of the goods referred 

to in Article 2 of this regulation. The CBAM is set to replace the mechanisms established under 

Directive 2003/87/EC to prevent the risk of carbon leakage by reflecting the extent to which EU 

ETS allowances are allocated free of charge in accordance with Article 10a of that directive. The 

CBAM also complements the system for greenhouse gas emission allowance trading within the 

EU established under Directive 2003/87/EC (the ‘EU ETS’) by applying an equivalent set of rules 



to imports into the customs territory of the goods referred to in Article 2 of this regulation. The 

CBAM is set to replace the mechanisms established under Directive 2003/87/EC to prevent the 

risk of carbon leakage by reflecting the extent to which EU ETS allowances are allocated free of 

charge in accordance with Article 10a of that directive. The CBAM also complements the system 

for greenhouse gas emission allowance trading within the EU established under Directive 

2003/87/EC (the ‘EU ETS’) by applying an equivalent set of rules to imports into the customs 

territory of the goods referred to in Article 2 of this regulation. The CBAM is set to replace the 

mechanisms established under Directive 2003/87/EC to prevent the risk of carbon leakage by 

reflecting the extent to which EU ETS allowances are allocated free of charge in accordance with 

Article 10a of that directive. The CBAM also complements the system for greenhouse gas 

emission allowance trading within the EU established under Directive 2003/87/EC (the ‘EU ETS’) 

by applying an equivalent set of rules to imports into the customs territory of the goods referred 

to in Article 2 of this regulation. The CBAM also complements the system for greenhouse gas 

emission allowance trading within the EU established under Directive 2003/87/EC (the ‘EU ETS’) 
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to in Article 2 of this regulation. The CBAM is set to replace the mechanisms established under 
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ETS allowances are allocated free of charge in accordance with Article 10a of that directive. The 
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CBAM is set to replace the mechanisms established under Directive 2003/87/EC to prevent the 
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mechanisms established under Directive 2003/87/EC to prevent the risk of carbon leakage by 

reflecting the extent to which EU ETS allowances are allocated free of charge in accordance with 

Article 10a of that directive. The CBAM also complements the system for greenhouse gas 

emission allowance trading within the EU established under Directive 2003/87/EC (the ‘EU ETS’) 
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CBAM also complements the system for greenhouse gas emission allowance trading within the 

EU established under Directive 2003/87/EC (the ‘EU ETS’) by applying an equivalent set of rules 
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Carbon Border Adjustment Mechanism (CBAM) — rules for the inclusion of goods in its scope 

The European Union (EU) is taking action to tackle climate change. The Carbon Border 

Adjustment Mechanism (CBAM) is one of the measures to be implemented in the EU in order to 

combat climate change. 

WHAT DOES THE REGULATION DO? 

It establishes the Carbon Border Adjustment Mechanism (CBAM), which is an EU-wide scheme 

that aims to prevent carbon leakage, that is, the risk that some industries in the EU continue to 

emit greenhouse gases while their competitors in other countries do not. 

The regulation applies from 2023. 

KEY POINTS 

Scope 

The CBAM applies to the following goods: 

cement, iron and steel, aluminium, fertilisers, nitrogen oxides, and wet distillates (fuels). 

It also applies to electricity imported from third countries (i.e. non-EU countries). 

The regulation provides for the possibility to extend the scope of the CBAM to additional goods 

and services, such as plastic, textiles, glass and ceramics, as well as to the indirect emissions 

embedded in the goods listed in Annex II to the regulation. 

Procedure for imports 

Goods may be imported only by an authorised CBAM declarant who must: 

ensure that the goods are imported into the customs territory of the EU; 

keep records of the information needed to calculate the embedded emissions; 

calculate the embedded emissions; 

verify the embedded emissions; 

pay the carbon price in the third country of origin; 

report the embedded emissions in a CBAM declaration; 

surrender CBAM certificates. 

Goods may be imported only by an authorised CBAM declarant. The authorised CBAM declarant 

must be an importer established in a Member State. The authorised CBAM declarant must apply 

for the status of authorised CBAM declarant before importing the goods into the customs 

territory of the EU. 

Embedded emissions 

Embedded emissions are emissions from the production and use of goods. The regulation 

provides for the following rules for calculating embedded emissions: 

for goods other than electricity, embedded emissions are determined based on actual 

emissions, in accordance with the methods set out in Annex IV to the regulation; 



for electricity, embedded emissions are determined based on default values set by the 

Commission. 

Carbon price 

The regulation provides for the following rules for the carbon price: 

the carbon price is paid in the third country of origin; 

the carbon price is calculated as the average price of CBAM certificates; 

the authorised CBAM declarant pays the carbon price by surrendering CBAM certificates; 

the authorised CBAM declarant pays the carbon price by surrendering CBAM certificates. 

CBAM certificates 

The regulation provides for the following rules for the CBAM certificates: 

the authorised CBAM declarant may sell CBAM certificates; 

the authorised CBAM declarant must surrender CBAM certificates; 

the authorised CBAM declarant may repurchase CBAM certificates; 

the authorised CBAM declarant may cancel CBAM certificates; 

the Commission calculates the average price of CBAM certificates; 

the Commission publishes the average price of CBAM certificates; 

the Commission may adopt implementing acts on the application of the methodology for 

calculating the average price of CBAM certificates and the practical arrangements for the 

publication of that price; 

the Commission may adopt implementing acts on the application of the methodology for 

calculating the average price of CBAM certificates and the practical arrangements for the 

publication of that price; 

the Commission may adopt implementing acts on the application of the methodology for 

calculating the average price of CBAM certificates and the practical arrangements for the 

publication of that price. 

Registration of operators and installations in third countries 

The regulation provides for the following rules for the registration of operators and installations 

in third countries: 

an operator must register in the CBAM registry; 

the Commission may deregister an operator; 

the authorised CBAM declarant may disclose information on the verification of embedded 

emissions to an operator; 

the authorised CBAM declarant may withdraw the registration of an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 



the Commission may deregister information on an operator; 
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the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 
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the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 
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the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 
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the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 



the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 

the Commission may deregister information on an operator; 
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the Commission may deregister information on an operator; 
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the Commission may deregister information on an operator; 

the Commission may deregister 
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Summary 1 
Participant 1: 
Metric Ratings 
 1. Factual Correctness: 1 

 2. Usability: 1 

 3. Accuracy: 1 

 4. Fluency: 1 

 5. Coherence: 1 

 

Additional Feedback: 
This summary would not be usable, because if someone that has no knowledge in the 

topic would read this, they would not understand a thing about the actual regulation, 

due to the incompleteness, occurrence of factual mistakes and inaccuracy. 

 

Participant 2: 
Metric Ratings 
 1. Factual Correctness: [1-5] à 3 

 2. Usability: [1-5] à 3 

 3. Accuracy: [1-5] à 2 

 4. Fluency: [1-5] à 2 

 5. Coherence: [1-5] à 3 

Additional Feedback: 
[Your comments] 

Touches upon main principle of CBAM, but some of the procedures/rules are described 

incorrectly.  

 

 

 

 

 

 

 

 



Summary 2 

Participant 1: 
Metric Ratings 
 

 1. Factual Correctness: 3 

 2. Usability: 1 

 3. Accuracy: 1 

 4. Fluency: 2 

 5. Coherence: 1 

 

Additional Feedback: 
Summary does not per se contain false information, however it misplaces information 

(in a false manner). For example: in the ‘key points’ it describes background information 

of the regulation instead of the main content of the regulation. This summary would not 

be usable for readers. 

 

Participant 2: 
Metric Ratings 
 

 1. Factual Correctness: [1-5] à 4 

 2. Usability: [1-5] à 1 

 3. Accuracy: [1-5] à 3 

 4. Fluency: [1-5] à 4 

 5. Coherence: [1-5] à 2 

 

Additional Feedback: 
[Your comments] 

The summary completely misses out on the main point of what CBAM is. 

State information appears to be correct (few mistakes). 

 

 

 

 



Summary 3 
 

Participant 1: 
Metric Ratings 
 1. Factual Correctness: 4 

 2. Usability: 3 

 3. Accuracy: 3 

 4. Fluency: 2 

 5. Coherence: 2 

Additional Feedback: 
This summary is actually quite useful: it correctly grasps the key points of the regulation. 

It is not fully complete, and the fluency and coherence of the sentences are a bit 

lacking, but this summary is a good starting point. 
 

Participant 2: 
 
Metric Ratings 
 1. Factual Correctness: [1-5] à 4 

 2. Usability: [1-5] à 4 

 3. Accuracy: [1-5] à 3 

 4. Fluency: [1-5] à 4 

 5. Coherence: [1-5] à 4 

 

Additional Feedback: 
[Your comments] 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Summary 4 

Participant 1: 
Metric Ra*ngs 
 1. Factual Correctness: 1 

 2. Usability: 1 

 3. Accuracy: 1 

 4. Fluency: 1 

 5. Coherence: 1 

 

Addi*onal Feedback: 
This summary is less bad than Summary 1, but s?ll unusable as it contains a lot of false 
informa?on/incorrect words. 
 
Participant 2: 
Metric Ra*ngs 
 1. Factual Correctness: [1-5] à 3 

 2. Usability: [1-5] à 3 

 3. Accuracy: [1-5] à 4 

 4. Fluency: [1-5] à 2 

 5. Coherence: [1-5] à 3 

 

Addi*onal Feedback: 
[Your comments] 
 
 
  



Summary 5: 

Participant 1: 
Metric Ra*ngs 
 1. Factual Correctness: 4 

 2. Usability: 1 

 3. Accuracy: 2 

 4. Fluency: 1 

 5. Coherence: 1 

 

Addi*onal Feedback: 
The summary started really well, however it started repea?ng the same sentence over and 
over at some point. Therefore not usable.  
 
 
Participant 2: 
Metric Ra*ngs 
 1. Factual Correctness: [1-5] à 3 

 2. Usability: [1-5] à 1 

 3. Accuracy: [1-5] à 3 

 4. Fluency: [1-5] à 5 

 5. Coherence: [1-5] à 1 

 

Addi*onal Feedback: 
[Your comments] 
A lot of repe??on 
 
 
 
 
 
 
 
 
 
 
 
 
 



Summary 6: 

Participant 1: 
Metric Ra*ngs 
 1. Factual Correctness: 3 

 2. Usability: 1 

 3. Accuracy: 2 

 4. Fluency: 1 

 5. Coherence: 1 

 

Addi*onal Feedback: 
Again unusable due to the sentences that are repeated. However, some of the sentences 
that are not repeated contain quite some useful informa?on. 
 
 
Participant 2: 
Metric Ra*ngs 
 1. Factual Correctness: [1-5] à 3 

 2. Usability: [1-5] à 4 

 3. Accuracy: [1-5] à 3  

 4. Fluency: [1-5] à 4 

 5. Coherence: [1-5] à 3 (malus for repe??on at end, otherwise 4) 

 

Addi*onal Feedback: 
[Your comments] 
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Table 19. Human evaluation results participant 1.

Architecture # Extractive model Ratio type Abstractive model Factual correctness Usability Accuracy Fluency Coherence

1 RoBERTa Dependent BART 1 1 1 1 1
2 - No extraction BART 3 1 1 2 1
3 LexLM Dependent BART 4 3 3 2 2
4 Longformer Dependent BART 1 1 1 1 1
5 - No extraction PegasusX 4 1 2 1 1
6 RoBERTa Dependent Llama3 3 1 2 1 1

Table 20. Human evaluation results participant 2.

Architecture # Extractive model Ratio type Abstractive model Factual correctness Usability Accuracy Fluency Coherence

1 RoBERTa Dependent BART 3 3 2 2 3
2 - No extraction BART 4 1 3 4 2
3 LexLM Dependent BART 4 4 3 4 4
4 Longformer Dependent BART 3 3 4 2 3
5 - No extraction PegasusX 3 1 3 5 1
6 RoBERTa Dependent Llama3 3 4 3 4 3
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