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Abstract

This paper explores the automation of communication training scenario writing by

using AI generated statements. Two different research questions were explored, the

first attempts to improve the quality of the training scenarios by replacing so-called

non-functioning “Distractor” options. These options are pitfalls to make a user think

more about the best practice response in a certain scenario. Distractors were first

evaluated where non-functioning distractors were identified and replaced by AI

generated statements. The original and generated distractors were implemented in

communication training scenarios which were used in a bachelor course. The differ-

ences in how often these options were chosen were analyzed using a Mann Whitney

U test. There were no significant differences found, although the outcome was very

close to the 0.05 significance cutoff with a p-value of 0.057. For the second research

question we attempted to generate statements based on the desired parameter set-

tings. The output was evaluated by experts who concluded the results are promising,

but not ready for automation without human evaluation. The expert grades of the AI

generated options were significantly worse than the rating of the human written dis-

tractors meaning more work has to be done before fully automated parameter based

answering option generated is viable.
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1. Introduction

Communication is fundamental to human existence. Without it, the world would not

be able to function in the way it currently functions. Teachers would not be able to

teach, politicians would not be able to express their ideas and views, and relationships

would be nearly impossible to maintain. In history there have been many examples of

the importance of communication. Even in high stakes scenarios such as the aviation

business, Molesworth and Estival [21] showed 20% of pilots still experience miscom-

munication on a weekly basis.

As important as communication is, humans are not always good at communicating.

Words all have a certain meaning, but this meaning can be interpreted in multiple

ways. Non-verbal communication also influences the way a message is received. Fa-

cial expression, as well as body movement, posture and eye-contact can heavily influ-

ence what a person is trying to convey [41, 38]. All of these factors combined can have

a lot of influence on the way a message is perceived and can sometimes completely

change interpretation from person to person.

The impact of bad communication is often not that high and is easily resolved. Simply

asking whether you understood somebody correctly can iron out a lot of miscommu-

nication. However, in some cases the stakes are higher. Especially when there is a high

emotional load on a message, bad communication can cause damage [35, 2, 3, 18].

DialogueTrainer, originating from the platform "Communicate!" [12, 17], is a company

that develops simulations for communication skills training. They provide virtual sce-

narios in which a user can communicate with a virtual agent. Every scenario has one

or more predetermined goal(s) that a user should try to achieve. For example, a sce-

nario in which a user is a doctor talking to a patient, the goal of the doctor might be to

bring bad news in a clear and emphatic way. A user gets a number of dialogue options

to choose from. After they choose an option, the agent shows an emotion, and replies.

An example is shown in Figure 1.1. The dialogue options chosen by a user lead to a

score for each parameter in the scenario. In our example those parameters are clarity

and empathy. Apart from a score, DialogueTrainer also provides textual feedback af-
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Introduction

Figure 1.1: Example of a DialogueTrainer scenario with a prompt and three answering
options

ter choosing certain options as shown in Figure 1.2. Moreover, more in depth feedback

is given after finishing a scenario. This feedback can be constructive, when a user has

improvements to make, or reinforcing when a user is already doing a good job.

DialogueTrainer is a popular application with positive reviews, an honours award

rewarded by CES 1, and thousands of users playing scenarios every year. But what

can we say about the quality of the scenarios? Do scenarios resemble real-life con-

versations? How do they support learning? We will view scenarios as a sequence of

multiple-choice questions (MCQs). Does the answering data satisfy quality criteria

from classical test theory? What would such quality criteria look like?

A high quality scenario is a scenario in which a user who mastered the skills practiced

in the scenario chooses the best options, but a learner regularly chooses a sub optimal

option. First we need to establish how to determine the quality of a scenario. Different

approaches to determining the quality of a scenario are: asking experts to analyse the

scenarios [13], do user tests with questionnaires on user experience [16] or take a more

data-driven approach by looking at the data of user behavior when playing a scenario

[10].

1https://www.ces.tech/innovation-awards/honorees.aspx
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Figure 1.2: Example of feedback in a DialogueTrainer scenario

The goal of this paper is to develop an approach to improving the quality of Dia-

logueTrainer scenarios. We will develop a data-driven approach to identify where to

improve these scenarios. On top of that expert feedback will be used to asses and en-

sure high quality communication training scenarios. Within data-driven approaches

there are still many options: sentiment analysis, regression analysis and factor analysis

just to name a few. The quality of the multiple-choice questions used in educational

measurement depends on their difficulty, discrimination, and distractor efficiency [7].

As the answering style in DialogueTrainer communication training scenarios is similar

to multiple choice questions, literature on multiple choice questions will be used for

this research. Research has already been done on difficulty and discrimination within

DialogueTrainer scenarios [10]. This thesis will attempt to further improve the quality

of DialogueTrainer scenarios, by focusing on distractor efficiency.

In a good quality scenario, we expect that the optimal answer is chosen most often,

and the sub-optimal answers less frequently, but approximately equally often when

compared to the other sub-optimal answers. Each MCQ in a DialogueTrainer scenario

has a best practise answer, and multiple sub-optimal answers. The sub-optimal an-

swer options will be referred to as "distractor options" from this point forward as this

is a commonly used term in related work [30, 37, 20, 7, 9]. We will use the term “choice

frequency” [9, 34] to refer to the distribution of users choosing answering options. A

distractor with a low choice frequency is a distractor that is not often chosen com-
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pared to other distractors from a given multiple choice question. Multiple choice tests

are often used to differentiate between different levels of knowledge. In order for mul-

tiple choice tests to achieve this, distractor options need to be good enough to deceive

those who do not understand the material well enough to answer the question [34,

29]. Distractors with a choice frequency of 5% or less are considered non-functional,

meaning these do not fulfill this role of properly testing knowledge [34, 40, 9, 30]. This

research will develop an approach to improving the quality of a DialogueTrainer com-

munication training scenario by trying to replace distractor options with a low choice

frequency, by distractor options with a higher choice frequency.

Lastly, DialogueTrainer is experimenting with automation of scenario creation. Cur-

rently, the process of creating a scenario takes about 20 hours on average. One of the

challenges when creating these scenarios is to create quality distractor options. Au-

tomation of (part of) this process could save a lot of resources in the long run. This

research will attempt to contribute to the automation process by using machine learn-

ing models to generate distractor options. To achieve this we will utilize information

about the scenario, the question and the existing distractors for generation.

We also want to experiment with generation based on the desired parameter scores.

This would mean that instead of only using information from the question, the de-

sired impact of the answer is also taken into account. For example when the generated

output would contain three empathetic and clear replies, adding an option with a very

low score on empathy and clarity could result in more variety of generated distractors.

If this method proves to be effective, this would make the process of scenario writing

a lot more efficient as the scenario writer only has to think of the desired outcome of

the distractor option. Moreover, distractor generation based on desired parameter set-

tings would allow the scenario writer more influence on the generation process in the

future as machine learning is used more and more on the work floor.

For every problem we want to address, we will use machine learning to generate dis-

tractors as it is an explicit goal of this research to investigate the application of auto-

matic generation methods. To achieve this automation, large language models (LLMs)

will be used. LLMs have taken the world by storm as they seem to be capable of an-

swering any question. OpenAI has set a new record by achieving 100 million users
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within only 2 months with their launch of ChatGPT2, the most popular LLM currently

available. Large language models are models that have been trained on an immense

amount of data. In the case of ChatGPT, 570 GB of data, or 300 billion words, were

used to train the algorithm3. Most of this data consists of text in the form of online

articles and books. Models like ChatGPT are specifically trained to excel at dialogue

and question answering. This sparked the idea of using LLMs to help DialogueTrainer

achieve its goals. At its core LLMs are very simple. They predict the next word based

on the words typed so far. The model retrieves context from the input, after which

the model will output an answer accordingly. One might expect the results from next

word prediction to be quite bad as it is a very simple model that does not have a grasp

of context. However, as the size of the training data increases, next word prediction

has proven to be a very powerful tool. ChatGPT is remarkably good at answering

questions, writing emails, and pretty much any other task that uses natural language

[5, 24]. This lead us to believe large language model could help us when automating

communication training scenario creation.

This research will explore the use of LLMs to improve one-to-one communication

training scenarios provided by DialogueTrainer. To do so, we investigate two main

research questions:

RQ1: "Can large language models be used to generate alternative distractor options to

achieve higher choice frequency of those distractor options in DialogueTrainer com-

munication training scenarios?"

RQ2: "Can large language models be used to generate dialogue options based on the

desired parameter scores in DialogueTrainer communication training scenarios"

2https://www.thehindubusinessline.com/info-tech/social-media/chatgpts-popularity-tops-
globally-100mn-users-in-2-months/article66470565.ece

3https://www.sciencefocus.com/future-technology/gpt-3
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2. Literature Review

In this section related work will be explored. First we will explore related work on

communication, followed by ways of training communication. Next we analyse re-

lated work on distractor options to find out what makes a distractor option good ac-

cording to the literature. Lastly, we explore similar research from the past in which

distractor option generation was attempted.

2.1 Communication & Communication Training
Communication has shown to be important in many different scenarios. Especially

in conversations where stakes are high, for example in the medical field, effective com-

munication has had a positive impact on not only patient satisfaction, but also symp-

tom relief and physiological outcomes of care [2, 3]. On top of that studies show a

reduction in conflict between doctor and patient as well as positive effects on mental

health for the patient. [31, 26] As effective communication has shown such a positive

impact, it is important to find out what makes communication effective.

Effective communication consists of three parts: non-verbal, paraverbal and verbal

communication [26]. However, training a user in non-verbal and paraverbal commu-

nication through a computer simulation is near impossible as it is hard to analyse these

attributes of communication without human assistance. Therefore, we will mainly fo-

cus on verbal communication.

When performing verbal communication in high stakes scenarios there are a number

of things to focus on. Lets assume a scenario in which a boss has to bring bad news

to an employee. Firstly, the person initiating the conversation, in this case the boss,

should make sure the receiver of bad news knows they are in a safe environment to

talk about the high stake matter. One can achieve this by ensuring you know the name

of the person you communicate with, greeting the person first. This is done to avoid

starting with the loaded topic right away. When a safe environment is established

research shows it is important to be as clear and straight to the point as possible. To

achieve this goal it is important to show you are empathetic and understanding of the

circumstances. The receiver of bad news should feel as though their feelings are val-

ued and understood [14, 26, 11].
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2.2 Distractor Options

Next, let us look at training communication skills. Meta analysis by Reith-Hall et al.

shows communication skill acquisition is possible through training [27]. Furthermore,

meta analysis on communication training by Berkhof et al. shows role-play, feedback,

and small group discussions to be the most effective ways of training communication

skills. More passive approaches such as oral presentations about communication or

written information on communication have relatively little effect on communication

skills [4]. This goes hand in hand with the finding that making mistakes helps to learn

effectively [1, 33].

When checking whether the methods used by DialogueTrainer are in line with the

methods recommended by literature, we noticed DialogueTrainer applies all parts of

effective communication. DialogueTrainer provides a virtual agent with movement

and facial expressions to simulate non-verbal communication. On top of that, Dia-

logueTrainer provides audio to simulate paraverbal communication attributes such as

tone, pitch and volume. Text is used to allow a user to interact and converse with

the agent mimicking verbal communication. Furthermore, the approach used by Di-

alogueTrainer, a role-play simulation, has shown to be relatively effective in training

communication skills. In this research we will attempt to make the scenarios more

difficult by using automation to improve distractor options, this should help users to

learn more effectively.

2.2 Distractor Options
As the main research question of our research is focused on improving the quality

of distractor options, we need to investigate what makes a distractor option good or

bad. The main consensus from literature is that distractor options should be topical

[9, 7]. If the distractor options are related to the same topic as the question, people

are more likely to choose these distractor options. Furthermore, the distractor op-

tions should be plausible. Lack of plausibility has shown to be the main cause of

non-functional distractor options, as an implausible answer option is almost always

discarded by an examinee [30, 37, 9, 7].

Next, Gierl et al. [9] state distractor options should have an equal choice frequency as

this shows an equal quality of distractor options. Combined with the non-functional

distractor threshold this ensures quality distractors, as long as the distractor with the

lowest choice frequency is replaced when resolving unbalance in choice frequency be-

tween distractors. Lastly, good quality distractor options should be equal to the correct

option in structural features such as complexity, length, formatting and grammar [19,
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20].

When it comes to the amount of options given, most researchers claim two distractor

options is optimal as this increases efficiency for both multiple choice developers and

users [28, 39, 8]. However, this claim is mainly based on teachers who have to think of

the options themselves. Designing more options requires more time, and hence more

resources. On top of that, Rahma et al. show a reduction in the amount of distractor

options can reduce the difficulty. However, it should be noted that the reliability of

this study was low and more research would be necessary to reach this conclusion

[25].

In our research time spent thinking of distractors will not be relevant as the distractor

options are generated by a large language model, meaning this limitation will not be

relevant in our research.

2.3 Generating Distractor Options
Multiple researchers have tried to generate distractor options with varying success

[42, 32, 23, 22]. Qui et al. [23] propose a sequence-to-sequence based model "EDGE"

to generate distractors. Their model consists of three key components: the encoding

module, the enriching module, and the question reforming module. They first employ

an encoding module to extract the contextual semantic representations. This module

converts words and sentences into vectors. Next, the enriching module use attention

mechanisms to further improve the semantic representations of the question and its

answer. More specifically they merged the reading passage information into the ques-

tion and answer by multiplying the reading passage vector, and question/answer vec-

tors using a scaled dot product and a fusion kernel based on the work by Chen et al.

[6]. Finally, the question was reformed in the question reforming module such that any

information related to the answer that is included in the question was removed before

feeding the information into the decoder. This is done to ensure the generated content

are distractor, and therefore incorrect, options. Furthermore, the distance between the

generated distractors and the correct answer was measured to verify a significant dif-

ference.

Apart from incorrectness, the plausibility of distractors is very important. To ensure

a plausible answer, the distractor generator uses the semantic representation of the

reformulated question to initialize the generation process. This way EDGE should

produce distractors with similar semantic representation. In the results EDGE showed

a better performance than the state of the art competition, especially the fluency and
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2.3 Generating Distractor Options

coherence was convincing. However, the ability to distract from the correct answer

was still quite weak with an average grade of 5.5 out of 10 given by human experts.

Susanti et al. [32] attempted to generate distractors using a corpus based approach.

First they select target word from a reading passage. The answering options are all

synonyms to this target word, with one best practise answer and a few distractors.

Next, their method consists of three steps: they select a collection of candidate dis-

tractors from the corpus. This is done by searching for words that share the same

hypernym. For example: dog, is a hypernym for Chihuahua, and poodle. The siblings

of the target word should share a similar meaning, but also have a certain difference

in meaning. Next these candidates are filtered based on differences in the complexity

and length of the distractors compared to the correct answer. Furthermore, synonyms

(words with a similar meaning) and antonyms (words with an opposite meaning) of

the correct answer are filtered out. Lastly, the distractor options are ranked from best

to worst. This ranking is done by aggregating word-embedding based semantic simi-

larity and word collocation information of the distractor candidates with respect to the

target word, the reading passage, and the correct answer. Susanti et al., showed that it

is possible to generate distractors using their model, however the quality of these dis-

tractors seemed low as according to human experts 39 distractors were problematic in

a 45 question test, meaning there was at least one low quality distractor in 86% of the

questions.

Lastly, Offerijns et al. used GPT2 to generate distractor options [22]. This is per-

haps the most interesting related work as the approach of generation is very similar

to the approach we will use. Firstly, the GPT2 model was finetuned using the RACE

dataset [15]. The training data included context to help replicate stylistic features, the

question to make sure the generated distractor options would be relevant to the ques-

tion and the answer to the question to ensure the generated output would not include

the correct answer. Furthermore, the generated distractor options were penalized for

similarity to create syntactically dissimilar distractor options. Lastly, the generated

distractors were filtered on similarity to avoid duplicated output.

Based on the tests run by the authors this model outperformed all state of the art

competition. This is mainly based on automatic semantic evaluation of the distrac-

tor options. The human evaluation was also positive, but lacked statistical power as it

was very limited in scale. Interestingly, the training was performed using a small scale

(117 million parameters) and a medium scale model (355 million parameters) where
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the medium sized model only performed marginally better than the small model. This

could indicate that the amount of parameters does not significantly improve the per-

formance of the model. However, it is also possible that the scale size difference simply

is not large enough.
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3. Method

In this section the methods will be explained. To answer the first research question

we will compare choice frequencies of human written and AI generated distractors.

Participants will be sampled from two courses at Utrecht University that already use

DialogueTrainer scenarios. The second research question is answered by generating

answer options based on desired parameter settings. Communication experts from

DialogueTrainer will analyse the quality of these answer options. The information

on participants and sampling can be found in section 3.1. The generation process is

explained in section 3.2 and the procedure can be found in section 3.3.

3.1 Participants
The research includes 521 participants, all of which are students from the faculty

of social sciences at Utrecht University. These students are sampled by asking them

to participate in our study at the start of the course "Professionele Gespreksvoering"

which is given in the third (365 students) and fourth quarter(156 students) of the 2023-

2024 academic year. Participants are informed about the research and asked for con-

sent using the consent form and information form found in appendix 6.

The "Ethics and Privacy Quick Scan of the Utrecht University Research Institute of

Information and Computing Sciences" classified this research as low-risk with no fur-

ther ethics review or privacy assessment required. This ethics check can be found in

appendix 6.

3.2 Model training & distractor generation
We first select a large language model that we will use to generate distractor op-

tions for our research. Since DialogueTrainer does not want to share its intellectual

property with LLM providers, we chose for an open source model to allow for local

training. This means state of the art closed models such as GPT4 and PaLM 2 L could

not be used. We opted for a version of the Mistral 2 model that was pre-trained to bet-

ter facilitate chat interactions. This training data consists of publicly available datasets

provided by huggingface. Mistral 2 (trained with 7 billion parameters) outperforms

other state of the art open source models such as Llama 2 (13 billion parameters) [36].

13



Method

This is remarkable as the performance remains better on all benchmarks used, while

the number of parameters used is almost half when compared to Llama 2(13B). Ac-

cording to their benchmarks Mistral 2 even outperforms the 34 billion parameter ver-

sion of Llama 2 in most cases. Mistral 2 seems like a good option for this research

as it requires relatively little computing power while performing well on text based

interactions.

3.2.1 Finetuning distractor generation

To further fine-tune the model we create a dataset using 73 communication training

scenarios provided by DialogueTrainer. This dataset is consists of scenarios containing

a number of attributes to give the model as much context as possible. When creating

the prompts used to finetune the model, the general description of the scenario was

included to give a setting. The question or sentence that should be replied to was

included to ensure the generated response is topical. The best practise option was

included to make sure the generated distractors are not too similar to the correct an-

swer. Two ancestor statements prior to the moment of generation are included in an

attempt to give the model more context. The complete scenario was not included as

we were limited by a maximum number of characters for each prompt. On top of that

having too much information could make the prompts too convoluted. This means

the model has a disadvantage compared to human scenario writers as the model does

not know the entire conversation prior to the point of generation. Using all this in-

formation the model should output a distractor option with associated feedback. In

the training data the desired output is also given with the hope that the model will be

able to replicate similar output after the finetuning process. Lastly, the learning rate

and number of epochs are determined based on results of experimentation with large

language models within DialogueTrainer. The model is trained on a local computer

with the following specs: AMD Ryzen 5 3600 6-Core Processor, 64 GB RAM, GPU:

NVIDIA GeForce RTX 4060 Ti (16GB), the finetuning process took approximately 48

hours. After the model was finetuned using the aforementioned dataset, the model is

given the same input from new scenarios. Using this information the model generates

distractor options. Based on the quality of the output, the finetuning process could be

repeated with slightly different parameters to increase performance.
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3.3 Procedure

3.3 Procedure

3.3.1 RQ 1: Generating alternative distractors

To answer the first research question we compare the choice frequency of non-functioning

distractor options in two DialogueTrainer scenarios. We use the data of the partici-

pants from the first group to determine which distractor options are non-functioning

distractor options [40]. Any option with a choice frequency lower than 5% is labeled

as non-functioning. The participants in the second group play scenarios where these

non-functioning distractors are replaced by generated ones. On top of that distractors

that substantially differ in choice frequency will be replaced by generated distractors

similar to the research by Gierl et al. [9]. For example if a question has 3 answers, with

a distribution of answer A: 70% B: 24% and C: 6%, then option C will be replaced with

a generated distractor even though option C is not a non-functional distractor.

As these scenarios were in Dutch, but the model was trained in English, we first trans-

late the scenario from Dutch to English using DeepL1. After translating the scenario

with the selected distractors, the model was given the general context of the scenario,

the sentence that should be replied to, the ancestor statements and the best practise

answer.

With this information the model gives five different candidate distractor options, each

with the associated feedback as output. These candidate distractor options are then

translated back to Dutch and evaluated by experts to ensure the quality is high enough

to be used in a scenario. From evaluation it became clear the feedback was not up to

DialogueTrainer standards. We decided to ask experts to rewrite the feedback as the

main goal of this research was to generate distractors. The participants in the second

course play the DialogueTrainer scenario in which the selected distractor options are

replaced with the generated distractor options. The total score is the score given to a

player after completing a DialogueTrainer scenario. To test for differences between the

groups, this total score will be compared for scenarios that have not been changed. If

no significant differences between the groups are found we conclude that any differ-

ences in choice frequencies of discriminated distractors are likely caused by changes

made for this research. The choice frequencies of the generated distractor options are

compared to the original human-written distractor options used in the first course.

1https://www.deepl.com/nl/translator
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The results are compared using a Mann Whitney U test.

3.3.2 RQ 2: Parameter based distractor generation

To answer the second research question the model is first fine tuned similar to the fine

tuning for research question one. This means using the general context of the scenario,

the statement that should be replied to and the ancestor statements. On top of that we

include the parameter descriptions and changes for each answer option in the fine

tuning process. The parameter change was reformatted from numerical to a textual

scale. Negative values were changed to "negative", positive values were changed to

"positive" and unchanged parameters or parameter changes of zero were changed to

"unchanged". This was done as the model is trained on a lot of text and tends to

perform better using text when compared to numbers. After fine tuning we attempt

to generate distractor options given the question and the desired parameter settings.

These answering options are then examined by communication experts and scenario

writers from DialogueTrainer to evaluate the quality of the output. To evaluate the

output we asked experts to rate 20 different generated answering options as well as

the original options. These values are then compared using a Wilcoxon Signed-Rank

test to see if there are significant differences. In case there are no significant differences,

this indicates the generated options are good enough not to be distinguishable from

human-written answering options.
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4. Results

This chapter shows the results. The prompt experimentation will be explained in Sec-

tion 4.1. Results related to distractor generation and replacement can be found under

Section 4.2. Results of the parameter based generation can be found under Section 4.3

4.1 Prompt experimentation for distractor replacement
After the initial training, experts evaluated the model’s output. Their findings indi-

cated that the model’s performance was insufficient for an experiment involving stu-

dents, who use the DialogueTrainer scenarios as course material. This meant further

fine-tuning was necessary. The primary issue was the model’s inability to effectively

connect newly generated distractors with the subsequent statements. Additionally,

the feedback generated was often overly general or inaccurate.

To address these issues, a second round of fine-tuning was conducted. This included

incorporating six additional ancestor statements with their associated feedback, bring-

ing the total to eight ancestor statements per prompt. The aim was to provide the

model with more examples of high-quality feedback. Furthermore, two descendant

statements were added to each prompt to give the model more context for the conver-

sation following the generated statement. For an example of the final prompt refer to

Appendix 6

These adjustments resulted in improved output from the model when it comes to the

connection between generated distractors and the rest of the conversation. Although

in some cases the generated options still did not fit well within the conversation’s

context, most cases fit a lot better. This allowed the DialogueTrainer expert and the

course coordinator to select one suitable distractor from the five generated candidate

distractors without needing to adjust the scenario. However, the adjustments were

also aimed at targeting the issues regarding the feedback. We expected the additional

ancestor statements with associated feedback to improve the feedback quality out-

putted by the model, however after revision it became clear that the output was still

below the DialogueTrainer standards. Therefore, a DialogueTrainer expert was asked

to rewrite the feedback as needed.

The parameter based generation was not as strictly revised as DialogueTrainer cus-
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tomers would not use this output, meaning there was more room for experimentation.

Since the increase in ancestor statements showed promising results these were also

used in training for the parameter based generation. An example of the final prompt

can be found under Appendix 6. Examples of the output are provided in Table 4.1 to

give some insight on the output of the model. In these examples we provided a "Good"

and "Bad" example for both research questions. We decided to leave the context of the

prompt out as giving this all of this information would cover multiple pages, for an

example of a prompt refer to Appendix 6. The "good" examples are labeled as such

when the original and generated statements fit well into the context of the scenario.

The "bad" examples are often unrelated to the context of the scenario, as shown in the

second row, or extremely general to the point it is unclear whether the model under-

stood the context, like shown in row four. Whether these examples are actually end

up performing well as distractor options should follow from our statistical data.

Table 4.1: Examples of Good and Bad Responses

Original Generated
Good example
RQ1 (Distractors)

Vind je Utrecht een fijne studen-
tenstad?

Hoe zou je de Utrecht beoorde-
len als studentenstad?

Bad example
RQ1 (Distractors)

Wat is je woonsituatie? Wat vind je van de kanalen?

Good example
RQ2 (Parameters)

No, I think we can get started
right away.

We can work together to find a
solution that works.

Bad example
RQ2 (Parameters)

Unfortunately, a request like
this is not automatically a prior-
ity.

I understand that this is very
important to you.

4.2 RQ1: Distractor generation
This research was performed using 40 cases from two scenarios with 365 partici-

pants in the control group and 156 participants in the test group. We first test for dif-

ferences between the groups. Next, we show the choice frequencies before and after

replacing non-functioning distractors. Lastly, we show whether we found significant

differences between the generated and non-generated statements.

RQ1: Group Differences

The following statistical tests were conducted to test for differences between the con-

trol (students Q3) and test (students Q4) groups. We perform these tests to ensure that

we can explain the differences found in the data using the changes we made between
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4.2 RQ1: Distractor generation

the groups, instead of group differences themselves causing different responses. These

tests compare the total scores given after completing a DialogueTrainer scenario. For

these statistics we used a scenario that was left unchanged in both groups.

Shapiro-Wilk Test

The Shapiro-Wilk test was used to check the normality of the data for both groups.

Table 4.2: Shapiro-Wilk Test Results

Group Statistic p-value

Students Q3 0.9678 1.61 × 10−8

Students Q4 0.9201 3.15 × 10−10

Both p-values are less than 0.05, indicating that the normality is rejected in the data

in both groups. From this we conclude we should use non-parametic tests to test for

differences between the groups.

Skewness and Kurtosis

Table 4.3: Skewness and Kurtosis

Statistic Skewness Kurtosis

Students Q3 -0.3652 1.6251
Students Q4 -1.0638 2.7699

The first group has a skewness of -0.3652, indicating it is slightly left-skewed, while

the second group has a skewness of -1.0638, indicating a more pronounced left skew.

The kurtosis values for both groups (1.6251 for the control and 2.7699 for the test

group) suggest the data does not follow the normal bell-curve. This is further evi-

dence that parametric tests are not applicable for this data, hence non-parametric tests

will be used.

Mann-Whitney U Test

The Mann-Whitney U test was used to compare the medians of the total scores of the

both groups.

The p-value is greater than 0.05, from this information we conclude the null-hypothesis

is not rejected. This means there were no significant differences found between the me-

dians of the total scores of students in Q3 and Q4 when analysing our data. In other

19



Results

Table 4.4: Mann-Whitney U Test

Statistic Value

U 59316.0
p-value 0.3123

words, significant differences identified in our tests are less likely to be attributed to

group differences and are more likely caused by the changes we implemented.

RQ1: Statistical Test Results
Choice frequencies

Firstly, we provide the choice frequencies for each distractor option before and after

replacement in Table 4.5. In this table we see the case number indicating a distractor

is replaced, the original percentage, which is how often the first group chose the dis-

tractor, and the generated percentage, which is how often the generated distractor was

chosen by the second group after replacing the original. Non-functioning distractors,

distractors where the original percentage is under 5%, were always replaced. Options

where the original percentage is higher than 5 and the difference between neighbour-

ing distractors (distractor options distracting from the same best-practise answer) is

20% or bigger were also replaced. Any distractor option in the table where the orig-

inal percentage is bigger than five, is the distractor with the lowest choice frequency

relative to its neighbours and a difference of 20% or bigger when compared to the

neighbouring distractors.

Normality

As we want to compare average choice frequencies, which are denoted in percentages,

between the two groups it is difficult to test for normality. Percentages are bounded

between 0 and 100%. Data in normality tests can theoretically extend infinitely in

both directions, the bounded nature of percentages makes it unlikely to follow a nor-

mal distribution. On top of that our data contains non-functioning distractor options,

meaning these data points cluster between zero and five percent with some additional

outliers caused by the options which were selected due to a big difference in choice

frequency.

We have chosen not to test for normality using the total scores given after playing a Di-

alogueTrainer scenario. This idea of using the total scores for our normality tests was
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Table 4.5: Choice Frequencies for Original and Generated Distractors

Case Number Original % Generated % Case Number Original % Generated %

1 10.78 8.33 21 4.32 3.90
2 16.00 13.33 22 1.87 4.08
3 12.57 13.58 23 5.23 7.54
4 1.34 3.16 24 4.05 5.60
5 5.63 10.30 25 2.49 4.80
6 3.42 10.14 26 4.79 6.45
7 13.50 20.00 27 4.00 16.67
8 11.11 57.14 28 10.12 8.93
9 9.09 25.00 29 17.90 5.42
10 6.25 3.63 30 1.23 3.13
11 10.00 37.50 31 4.67 4.08
12 13.29 4.10 32 5.93 3.13
13 10.29 4.88 33 4.97 7.03
14 6.89 8.33 34 2.56 11.11
15 2.75 14.11 35 3.77 3.13
16 4.20 3.17 36 0.31 3.17
17 4.26 7.81 37 2.90 1.88
18 3.97 17.78 38 4.32 6.25
19 1.09 1.28 39 6.78 14.06
20 4.92 8.64 40 1.04 5.81

disregarded as this would mean all unaffected distractor options would influence the

normality tests. This could create a normal distribution or refute a normal distribution

due to noise in the data. Moreover, these total scores are not the choice frequencies that

we want to compare. In theory the total scores could be normally distributed while

the choice frequencies are not and vice versa.

As we can not guarantee normally distributed data using traditional normality tests

we decided not to report these normality tests and use non-parametric tests for this

research. Based on the nature of our data we do not expect the data to be normally

distributed. Normally distributed data is unbounded while our choice frequency per-

centages are bounded between 0 and 100%. Moreover, our data is likely clustered

between zero and five percent due our criteria when selecting distractors for replace-

ment. This clustering causes the data to be skewed which is another indicator to use

non-parametric tests. Lastly, a normal distribution assumes that most data points are

clustered around the mean, with equal variability on either side. In our case this is not

expected due to the cases where the choice frequency was higher than five, but dif-

fered more than 20 percent from neighbouring distractor options. These options cause

outliers on one side of the mean which further reinforces our idea that our data is not
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normally distributed and non-parametric tests are most appropriate for this research.

Mann-Whitney U Test

Since we compare two independent groups where we do not expect normality, we

use the The Mann-Whitney U test to compare the choice frequencies of original and

generated distractors for significant differences in our data.

Table 4.6: Mann-Whitney U Test Results

Statistic Value

U 602.0
P-value 0.0574

The p-value is slightly above 0.05, suggesting that the difference between the two

groups is not statistically significant. However, since this is such a borderline case we

will provide a few more tests to hopefully help determine whether the differences are

significant.

Wilcoxon Signed-Rank Test

The Wilcoxon Signed-Rank test is used to compare the choice frequencies of two re-

lated groups. In our case we do not consider the groups to be related, however the

argument could be made that this test is meaningful as the demographic of the groups

(bachelor students from Utrecht University) is very similar. That being said the re-

sults from the Mann-Whitney U test should be taken as the most conclusive while the

Wilcoxon Signed-Rank test is added for additional insight.

Table 4.7: Wilcoxon Signed-Rank Test Results

Statistic Value

W-statistic 208.0
P-value 0.0058

The p-value is less than 0.05, indicating a significant difference between the two

groups, where the generated distractors have a significantly higher choice frequency.

T-test

Even though normality is likely rejected in the data we wanted to include these results

as the Mann Whitney-U test is so close to the cutoff of 0.05. Similar to the Wilcoxon
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4.3 RQ2: Parameter based generation

Signed-Rank test these results should be taken with a grain of salt as it is not the most

appropriate test for this research.

Table 4.8: T-test Results

Statistic Value

T-statistic -2.1531
P-value 0.0360

The p-value is less than 0.05, indicating a significant difference between the two

groups.

4.3 RQ2: Parameter based generation
The results regarding the parameter based generation can be found in Tables 4.9 &

4.10. The results from both experts are not combined as expert 2 had prior information

on the scenario, thus leaving room for bias. This can also be seen in the grades given to

the original statements. Therefor I decided to statistically analyse the results of expert

one, while only mentioning the results retrieved from experts two.

4.3.1 Expert Evaluation

In the Tables 4.9 & 4.10 we find the evaluation of the original and generated statements

as graded by two DialogueTrainer experts. These values range from zero to five where

zero is the lowest, and five is the highest possible score. Scores were determined based

on how well the statement fit the scenario and parameter settings, and whether the

wording was up to DialogueTrainer standards.

Table 4.9: Expert one: Grades for the original and generated statements

Original 2 5 3 4 4 4 4 3 5 5 4 4 4 3
Generated 4 2 4 2 4 3 3 5 2 3 3 1 1 4

Table 4.10: Expert two: Grades for the original and generated statements

Original 5 5 5 5 5 5 4 4 4.5 5 5 5 3 5
Generated 2 4 2.5 4 4 5 4 3 4.5 2 5 2.5 2 5
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Table 4.11: Wilcoxon Signed-Rank Test Results

Statistic Value

W-statistic 21.0
P-value 0.0830

Non-Parametric Test Results

Wilcoxon Signed-Rank Test

The p-value is greater than 0.05, suggesting that the difference between the original

and generated statements is not statistically significant.

Mann-Whitney U Test

As the Signed-Rank test showed results on the border of significance a Mann-Whitney

U test was done to get more insights in these results. Keep in mind a Mann-Whitney

U test is not appropriate here as the groups are related since the grades for both gen-

erated and original statements are given by the same person.

Table 4.12: Mann-Whitney U Test Results

Statistic Value

U-statistic 142.0
P-value 0.0370

The p-value is less than 0.05, indicating a significant difference between the two

groups.
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5. Discussion & Future Work

In this paper we attempted to use large language models to automate, parts of, the

communication training scenario writing process. In the results section we found that

our work did not produce significant differences in the tests we ran on distractor re-

placement, finding a p-value which was just barely higher the threshold alpha value

of 0.05. When analyzing the parameter based generation we found significant differ-

ences in favour of human-written statements. In this is section we will discuss these

results. We will first discuss the prompt engineering and model fine-tuning process.

Next, distractor replacement is discussed followed by parameter based generation.

Lastly, we discuss opportunities for future work

5.1 Prompt engineering & fine-tuning
In the process of writing and revising a prompt that shows the most promising

results a few things are to be noted. Firstly, it is very difficult to decide when a prompt

is optimally worded. There are no real ways of testing a prompt other than using that

prompt. This means all results found by these prompts have to be compared to each

other to find out which works better. This in turn leads to possibly using sub-optimal

prompts, for example due to finding a local minimum. While testing and revising

the prompt different amounts of text and parameters were used, each with varying

results. After some testing we found a prompt that seemed to perform the best. This

prompt uses ancestor and descendant statements to help steer the model towards a

more specific output.

Specificity was a big challenge while fine-tuning our model since most of the sce-

narios were specifically tailored towards training some aspect of communication. Large

language models are known to be quite general as the model is trained on such a wide

variety of data. The prompts used in this paper tended to get quite elaborate with all

the information provided. It is possible that due to the sheer length of the prompts,

the model could not accurately asses which information is most important. As men-

tioned, we achieved more specificity using both ancestor, and descendant statements.

However, some of the output still seems very general. Apart from the length of our

prompts, this could also be caused by the nature of large language models. LLMs are
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trained on a huge amount of data which leads to output that is often not very specific,

often averaging many different opinions on a topic.

5.2 Non-Functional distractor replacement
The first question we tried to answer in this research was: "Can large language

models be used to generate alternative distractor options to achieve higher choice fre-

quency of those distractor options in DialogueTrainer communication training sce-

narios?". When analysing the results, the answer to this question is still indecisive.

Firstly, we tested whether there were differences between the different groups of stu-

dents. Luckily our tests showed no significant differences with a p-value of 0.31. This

means that if we find significant differences between the groups in our test cases, these

differences are likely caused by the changes we made.

Next, we addressed normality in our data. We want to analyse choice frequencies

which are made up of percentages between 0 and 100. We decided against using the

total scores provided after playing a DialogueTrainer scenario to test for normality.

This decision was made because there are too many factors which could influence the

outcome of this normality test. The total score includes every chosen option meaning

the majority of this score is influenced by answering options different from the non-

functioning distractors we want to test. Simply using the data points from participants

to compare to other participants is not possible as we compare averages of these choice

frequency. Therefor, we decided to use a textual explanation to indicate whether or not

our data is likely normally distributed without a statistical test to back this up. In our

selection process we included some boundaries to define non-functioning distractors.

This means most of our data will fall between the zero and five percent interval. Apart

from that, there will be a few cases which are above five percent due to a big dis-

crepancy between neighbouring choice frequencies. As explained in the results we

do not expect our data to be normally distributed due to the nature of percentages.

Percentages are bounded which contradicts properties of data that is normally used

in normality tests, such as an even distribution around the mean. Our data is likely

skewed due to the selection process of distractors which gives more reason to believe

normality is rejected in our data. For these reasons we decided to use non-parametric

tests to determine whether there are significant differences in our data.

From the Mann-Whitney U test we get a p-value of 0.057. As this value is very

close to the 0.05 cutoff we did not want to disregard the possibility of an effect right
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5.2 Non-Functional distractor replacement

away. Because of this we also provided a Wilcoxon Signed-Rank test. This test should

normally be used when there is a relation between groups. As we had similar partici-

pants in both groups with both groups containing exclusively bachelor students from

the Utrecht University, as well as having such a borderline significant result it was de-

cided to include this test as well. From the Signed-Rank test we find a p-value of 0.006.

As mentioned this test is not perfect for the job and should therefor be taken with a

grain of salt. However, this does show our method could have potential. Lastly, a

t-test was also performed in the hopes to provide some more clarity about our results.

As mentioned we rejected normality and thus these results are far from definitive,

however it does show significant differences with a p-value of 0.036.

From the tests performed we can conclude the method has potential. However,

more research should be provided to make more decisive conclusions. Looking at the

choice frequencies, the average choice frequency increased. This increase in average

choice frequency by itself is not conclusive as there are a few cases where the choice

frequency increases immensely. For example in case 11 in Table 4.5 we see the choice

frequency rise from 10 to 37.5 percent. These massive increases are caused by branches

in the scenario which a relatively small amount of people reached, for example due

to differences in choices earlier on in the scenario. These cases have a relatively big

influence on the average choice frequency increase overall. However, the results defi-

nitely show potential as,in combination with an increase in average choice frequency,

the choice frequency increased in 28 out of 40 cases. It should be noted that this pa-

per makes the assumption that a scenario has a higher quality when the scenario is

more difficult as this shows from previous research. However, when concluding the

method shows potential, this is based on increases in choice frequency. It is possible

that a higher choice frequency does not necessarily mean a higher quality scenario.

Future research would be necessary to make more conclusive statements on the topic.

Next, the scenarios used for this research were made in collaboration with the

Utrecht University. These scenarios are used by in a bachelor course which is taught

twice a year as mentioned in the methods. This was very convenient for this research

as we could tests our hypotheses in a realistic scenario with real clients from Dia-

logueTrainer instead of setting up a mock scenario with participants for scientific re-

search. However, this also meant that the scenarios are very specific towards the goals

of teaching the students their material. As a result the scenarios are not stereotypical

DialogueTrainer scenarios. Instead these scenarios are specifically designed with the
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goal of helping students learn certain aspects of communication training, from the psy-

chologist point of view. This means that significant results in this experiment might

not translate to DialogueTrainer scenarios which serve a more general purpose and

use clients that do not have prior knowledge of psychology. We expect our model to

have performed worse due to the specificity of the scenarios. In many cases the model

gave an output that was going in the right direction, while remaining too general. It is

possible that this was in part caused by the scenarios used. On the contrary, it is possi-

ble that our model showed more promising results due to the scenarios used. Maybe

the non-functioning distractors were significantly worse than non-functioning distrac-

tors in other DialogueTrainer scenarios. We did not find any evidence that suggests

this, but more analysis would be required to fully rule this out.

Lastly, the scenarios used were all written in Dutch. To use our model we first

had to translate the Dutch prompts. Then use our model to generate English output

with these translated prompts, and lastly translate the output back to Dutch to use the

output in the scenarios. DeepL was used to perform these translations. Even though

this program does a phenomenal job at translating, it is definitely possible that some of

the meaning was lost or changed as everything was translated twice. When deciding

on the model to use for this paper there were no Dutch open source models available

that were up to the standards of state of the art models. However, when these models

undoubtedly will be created in the future, this could further improve the results of

research similar to this. It would be interesting to see whether using a Dutch-trained

model would significantly outperform an English-trained model that uses translation

for Dutch output.

5.3 Parameter based generation
The second research question we tried to answer in this paper was: "Can large

language models be used to generate dialogue options based on the desired param-

eter scores in DialogueTrainer communication training scenarios". This research was

more exploratory as we chose not to perform experiments using participants due to

time constraints. Instead we asked experts from DialogueTrainer to perform an ex-

periment inspired by the Turing test. From these tests we found borderline significant

differences, which in this case meant the experts graded the human written statements

significantly higher than the generated output. During the experiment it became clear

that one of the experts had written the scenario used in the experiment. Therefor it

was decided to exclude these results from the statistical tests as this introduced a huge
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bias. When analysing the results gathered from expert two, it is quite clear the grades

for the human written responses are very high. This makes sense considering this

expert had written these statements. However, the generated output still received a

decent grade with an average grade 3.54 out of 5. Moreover, in 4 out of 14 cases the ex-

pert assessed the generated output as equally good when compared to the statements

she wrote. These are promising results as the model only used parameter settings and

some general context to generate these statements.

When analysing the results from expert one it is clear the model in not up to

the standards set by DialogueTrainer professionals. The model achieved an equal or

higher score in 5 out of 14 cases with an average grade of 2.93 out of 5. Although this

grade seems promising, the individual cases show the model lacks consistency. Some

cases were graded five out of five while others are graded one out of five. If Dialogue-

Trainer wanted to implement this model, it should always produce an output that is

at least sufficient, and ideally up to the standards of a human expert.

Another reason the model output has room to improve was the data used. To

perform this research a dataset was created using DialogueTrainer scenarios. These

scenarios were then transferred into prompts using the parameters, ancestors and the

general context of the scenario. The problem with this dataset was the parameter

settings. There was very little consistency within the parameter settings. In some

cases the scenario was in Dutch while the parameters were in English or vice versa. In

some cases the parameters were denoted in words such as "high" and "low" while in

other cases the parameters were numerical. There were even cases where it seemed the

scenario writers made a mistake while assigning these values. This leads to situations

where an option should add or subtract one or two from the parameter value where

some options influence the parameter score by significantly higher values instead. For

this experiment we did our best to clean the data to a point where it could be used, but

we can not guarantee the data to be 100% clean. We would advice DialogueTrainer to

set more consistent parameters before using this data to train or fine-tune AI models.

5.4 Future Work
Based on the findings in this paper there are a number of things that could be in-

teresting in future work. Firstly, it would be interesting to see this research performed

with different communication training scenarios. Currently the scenarios as well as all

the training data is material provided by DialogueTrainer. It would be interesting to
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see whether the same methods would result in similar performance when used in a

different setting. This would also allow for conclusions to be more robust as in theory

it is possible that all these results are specific to DialogueTrainer scenarios.

Secondly, we found one main issue with our output while performing the genera-

tion process. The output often lacked specificity in the results. There are a number of

possible explanations as to why this has occurred. It is possible that too much data was

used in the fine-tuning process resulting in overfitting. DialogueTrainer scenarios use

a lot of statements such as: "I can imagine this is difficult for you". These statements

are not bad to use in certain situations. However, they should not be used more than a

few times according to DialogueTrainer experts. In section 5.1 we explain how adding

descendants to the prompt increased the specificity of the output. For future work it

would be interesting to further investigate achieving more specific output. For exam-

ple, one could experiment with using more or less information in the prompt. Using

the same information with different wordings of the prompt, or find a way to increase

salience of specific parts of the prompt which contain the most important information.

Thirdly, it would be interesting to perform our research again with a number of

different large language models. We used Mistral in this paper, which is a mainly

English trained model. This lead to the decision to translate the Dutch scenarios to

English to be to used in our prompt, and back to Dutch after the output was generated.

It would be interesting to see how this method holds up against a model that is trained

using Dutch data. Moreover, the world of artificial intelligence and large language

models is rapidly evolving. While writing this paper Llama 3 was released showing

very promising results. There is no doubt there will be many more models which will

perform better and better over time. It would be interesting to choose a number of

those models and compare the outputs. For example, we did not use closed source

models due to restrictions in the use of DialogueTrainer data. How would a state of

the art closed source model compare to a state of the art open source model on this

task?

Next, performing the same tests regarding generated distractor options on a bigger

scale could rule out some of the indecisiveness found in our conclusions. This research

was performed using 40 cases from two scenarios and about 521 participants. Doing

a similar research with a bigger number of participants as well as more scenarios with

a wider range of topics of the scenarios could be interesting as it is possible that the

results found here are possibly noise in the data. Moreover, the demographics of the
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participants used in this research are very similar as they are all students from the same

Bachelor course. Using random sampling for this research was difficult due to limited

resources as well as limited availability with DialogueTrainer being a paid product.

Doing the research using random sampling with a big enough sample size was simply

not feasible. For future research it would be interesting to perform the same research

using random sampling and compare results to those found in our paper.

Lastly, the research question on parameter based design was still quite exploratory

in this paper. Especially since one of the DialogueTrainer experts was biased in evalu-

ation due to prior knowledge about the scenario. For future research it would be inter-

esting to let a neutral third party evaluate the generated results to see how they com-

pare to human-written statements. Although we think the results seem very promis-

ing, it is very hard to evaluate the results provided as the possibilities of introduced

biased are very high. Not only did the human expert have information on the scenario

prior to our version of the Turing test. Both experts also knew the researcher conduct-

ing the research possibly leading to bias where they give answers which they think is

the researchers desired outcome. For future research it is recommended to select third

party experts to review and critique the outcomes of the large language model.
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6. Conclusion

Effective communication training is a critical component in various professional and

educational settings. It creates better understanding, and improves overall perfor-

mance. The ability to communicate effectively is essential for collaboration, problem-

solving, and leadership. Given its importance, continuous improvement in communi-

cation training methods is vital.

This thesis explored the potential of large language models in communication training

scenarios. The first research question was aimed at determining if these AI-generated

distractors could achieve a higher choice frequency of distractors. The second research

question was directed at automation based on parameter settings. This would allow

scenario writers to have influence on generated content, while still allowing for au-

tomation in order to reduce the amount of resources required to write DialogueTrainer

communication training scenarios.

This thesis shows results that are around the border of significant results, indicating

that LLMs could have the potential to increase the effectiveness of communication

training by providing more challenging distractors.

Although the results are promising, they are not yet conclusive. The borderline signif-

icance suggests that there is potential but also highlights the need for further research

as these results could be mere noise in the data. To obtain more decisive results, it is

crucial to expand the study to include a larger and more diverse set of cases. A broader

dataset would allow for a more in depth analysis and provide greater statistical power

to detect significant effects. On top of that testing on a group that is more varied in

demographic would make a stronger case for a significant result.

In summary, while the current findings are encouraging, more extensive research is

necessary to fully realize the potential of large language models in enhancing com-

munication training scenarios. The integration of large language models in commu-

nication training holds promise. However, it requires more investigation to ensure its

efficiency and reliability as currently human evaluation is still required to ensure high

quality output.
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Appendix A

Prompt Examples

Figure 1: Example of distractor generation prompt
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Figure 2: Example of feedback-based generation prompt
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Consentformulier voor deelname aan het 

onderzoeksproject 
“Exploring the use of large language models to improve 

one-to-one communication training scenarios” 

Lees de onderstaande tekst zorgvuldig door. Wanneer de tekst hebt gelezen en het met de content eens 
bent kan je hieronder toestemmen met het onderzoek. 

Ik bevestig dat ik 18 jaar of ouder ben. Ik bevestig dat het onderzoeksproject “Exploring the use of large language 
models to improve. One-to-one communication training scenarios” aan mij schriftelijk is uitgelegd. Verder ga ik 
ermee akkoord dat het materiaal dat ik bijdraag wordt gebruikt om inzichten te genereren voor het 
onderzoeksproject “Exploring the use of large Language models to verbetering one-to-one communication 
training scenarios”. 
Ik begrijp dat persoonlijke gegevens van mij worden verzameld zoals uitgelegd in het informatieblad en dat deze 
gegevens vertrouwelijk worden behandeld, zodat alleen Jens Hartkamp en Johan Jeuring toegang hebben tot 
deze gegevens en deze tot mij persoonlijk kunnen herleiden. De gegevens worden bewaard in een met een 
wachtwoord beveiligd gegevensbestand gedurende maximaal 4 weken. Daarna worden ze volledig 
geanonimiseerd. Conform de Algemene Verordening Gegevensbescherming (AVG) kan ik op elk moment tijdens 
deze periode inzage krijgen in mijn persoonsgegevens en kan ik verzoeken deze te verwijderen. 
Daarnaast begrijp ik dat mijn deelname aan dit onderzoek vrijwillig is en dat ik me tot 4 weken na de start van 
de cursus kan terugtrekken uit het onderzoek zonder opgaaf van reden, en dat als ik me in die periode terugtrek 
alle persoonlijke gegevens die al van mij zijn verzameld, zullen worden gewist. 
Ik begrijp dat mijn deelname geen vereiste is voor deze cursus en dat het wel of niet deelnemen geen gevolgen 
voor mij heeft. Ik geef toestemming om de volledig geanonimiseerde gegevens te gebruiken in toekomstige 
publicaties en andere wetenschappelijke middelen om de bevindingen van het onderzoeksproject te 
verspreiden. 
Ik ga akkoord om deel te nemen aan het bovenstaande onderzoeksproject over “Exploring the use of large 
language models to improve one-to-one communication training scenarios”. 
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Onderzoek participant informatieformulier 

“Exploring the use of large language models to improve one-to-one communication training scenarios” 
22-01-2024  

1. Introductie 

We vragen je toestemming om gebruik te mogen maken van je onderwijsdata voor een wetenschappelijk 
onderzoek voor een Masterthesis bij de opleiding AI. Het onderzoek wordt uitgevoerd met een 
communicatietraining applicatie “DialogueTrainer” die in deze cursus wordt gebruikt. 

2. Wat is de achtergrond en het doel van dit onderzoek? 

In dit onderzoek zullen we proberen de communicatietraining applicatie van DialogueTrainer te verbeteren 
met behulp van kunstmatige intelligentie. Het doel is om een tool te creëren die tekst kan genereren om te 
helpen in het proces van het maken van een één-op-één communicatie trainingsscenario's. 

3. Wie voert dit onderzoek uit? 

Dit onderzoek wordt uitgevoerd door Jens Hartkamp (j.l.l.hartkamp@students.uu.nl) als deel van mijn 
Masterthesis onder begeleiding van Johan Jeuring (j.t.jeuring@uu.nl). Het onderzoek wordt uitgevoerd vanuit 
de Universiteit Utrecht in samenwerking met DialogueTrainer. 

4. Hoe zal het onderzoek worden uitgevoerd? 

In deze cursus oefen je gespreksvaardigheden met virtuele karakters in de DialogueTrainer app. Als je meedoet 
aan dit onderzoek wordt de data, die bestaat uit multiple-choice keuzes, gebruikt voor het trainen van een 
model. De oefengesprekken maken deel uit van deze cursus, waardoor er geen extra tijd nodig is om aan het 
onderzoek deel te nemen. We bieden geen compensatie voor dit onderzoek. 

5. Wat doen wij met je data? 

Als je akkoord gaat met dit onderzoek, bewaren wij de door jou verstrekte gegevens veilig, het gaat om het e-
mailadres dat is gekoppeld aan je ULearning-account, je solis-id en je multiple-choice keuzes in de gesprekken 
met de virtuele karakters. Wij slaan het e-mailadres en solis-id apart van de rest van je gegevens op en 
gebruiken een pseudoniem(id) om de twee bestanden te koppelen. Dit wordt gedaan zodat deelnemers zich 
tot 4 weken na het invullen van dit formulier kunnen afmelden voor het onderzoek, terwijl de gegevens die we 
gebruiken anoniem blijven. Wij verwijderen het e-mailadres na 4 weken, waardoor je gegevens daarna volledig 
anoniem zijn.  

6. Wat zijn je rechten? 

Deelname aan dit onderzoek is vrijwillig. Wij mogen je gegevens voor ons onderzoek alleen verzamelen als je 
daar toestemming voor geeft. Als je besluit niet deel te nemen, hoef je geen verdere actie te ondernemen. Je 
hoeft niets te ondertekenen. Ook hoef je niet uit te leggen waarom je niet wilt meedoen. Als je besluit deel te 
nemen, kun je tot 4 weken na de start van de cursus van gedachten veranderen en je deelname stopzetten 
door een mail te sturen naar Jens Hartkamp: j.l.l.hartkamp@students.uu.nl. Je gegevens zullen dan niet 
gebruikt worden voor het onderzoek.  

7. Goedkeuring van het onderzoek 

Dit onderzoek is goedgekeurd door het Onderzoeksinstituut Informatie- en Informatica op basis van een Ethiek 
en Privacy Quick Scan. Heb je een klacht over de wijze waarop dit onderzoek wordt uitgevoerd, stuur dan een 
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e-mail naar: ics-ethics@uu.nl. Heb je klachten of vragen over de verwerking van persoonsgegevens, dan kan je 
een e-mail sturen naar de Privacy Officer van de Faculteit der Wiskunde en Natuurwetenschappen: privacy-
beta@uu.nl. De Privacy Officer kan je ook helpen bij het uitoefenen van de rechten die je hebt op grond van de 
AVG. Voor alle details over onze wettelijke basis voor het gebruik van persoonsgegevens en de rechten die je 
heeft over je gegevens, kan je de privacyinformatie van de universiteit raadplegen op 
www.uu.nl/organisatie/privacy. 

8. Meer informatie over dit onderzoek? 

Als je vragen of klachten hebt over dit onderzoek, stuur dan een email naar Jens Hartkamp via 
j.l.l.hartkamp@students.uu.nl of mijn begeleider Johan Jeuring via j.t.jeuring@uu.nl 

9. Appendix: 

Consent formulier 
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Response	Summary:

Section	1.	Research	projects	involving	human	participants
	
P1.	Does	your	project	involve	human	participants?	This	includes	for	example	use	of	observation,	(online)
surveys,	interviews,	tests,	focus	groups,	and	workshops	where	human	participants	provide	information	or
data	to	inform	the	research.	If	you	are	only	using	existing	data	sets	or	publicly	available	data	(e.g.	from
Twitter,	Reddit)	without	directly	recruiting	participants,	please	answer	no.	

Yes

	

Recruitment

	
P2.	Does	your	project	involve	participants	younger	than	18	years	of	age?

No

	
P3.	Does	your	project	involve	participants	with	learning	or	communication	difficulties	of	a	severity	that	may
impact	their	ability	to	provide	informed	consent?

No

	
P4.	Is	your	project	likely	to	involve	participants	engaging	in	illegal	activities?

No

	
P5.	Does	your	project	involve	patients?

No

	
P6.	Does	your	project	involve	participants	belonging	to	a	vulnerable	group,	other	than	those	listed	above?

No

	
P8.	Does	your	project	involve	participants	with	whom	you	have,	or	are	likely	to	have,	a	working	or
professional	relationship:	for	instance,	staff	or	students	of	the	university,	professional	colleagues,	or
clients?

No

	

Informed	consent

	
PC1.	Do	you	have	set	procedures	that	you	will	use	for	obtaining	informed	consent	from	all	participants,
including	(where	appropriate)	parental	consent	for	children	or	consent	from	legally	authorized
representatives?	(See	suggestions	for	information	sheets	and	consent	forms	on	the	website.)

Yes

	
PC2.	Will	you	tell	participants	that	their	participation	is	voluntary?

Yes

	
PC3.	Will	you	obtain	explicit	consent	for	participation?

Yes

	
PC4.	Will	you	obtain	explicit	consent	for	any	sensor	readings,	eye	tracking,	photos,	audio,	and/or	video
recordings?	

Not	applicable

	
PC5.	Will	you	tell	participants	that	they	may	withdraw	from	the	research	at	any	time	and	for	any	reason?

Yes



	
PC6.	Will	you	give	potential	participants	time	to	consider	participation?

Yes

	
PC7.	Will	you	provide	participants	with	an	opportunity	to	ask	questions	about	the	research	before
consenting	to	take	part	(e.g.	by	providing	your	contact	details)?

Yes

	
PC8.	Does	your	project	involve	concealment	or	deliberate	misleading	of	participants?

No

	

Section	2.	Data	protection,	handling,	and	storage
The	General	Data	Protection	Regulation	imposes	several	obligations	for	the	use	of	personal	data	(defined	as	any
information	relating	to	an	identified	or	identifiable	living	person)	or	including	the	use	of	personal	data	in	research.

	
D1.	Are	you	gathering	or	using	personal	data	(defined	as	any	information	relating	to	an	identified	or
identifiable	living	person	)?

Yes

	

High-risk	data

	
DR1.	Will	you	process	personal	data	that	would	jeopardize	the	physical	health	or	safety	of	individuals	in	the
event	of	a	personal	data	breach?

No

	
DR2.	Will	you	combine,	compare,	or	match	personal	data	obtained	from	multiple	sources,	in	a	way	that
exceeds	the	reasonable	expectations	of	the	people	whose	data	it	is?

No

	
DR3.	Will	you	use	any	personal	data	of	children	or	vulnerable	individuals	for	marketing,	profiling,	automated
decision-making,	or	to	offer	online	services	to	them?

No

	
DR4.	Will	you	profile	individuals	on	a	large	scale?

No

	
DR5.	Will	you	systematically	monitor	individuals	in	a	publicly	accessible	area	on	a	large	scale	(or	use	the
data	of	such	monitoring)?

No

	
DR6.	Will	you	use	special	category	personal	data,	criminal	offense	personal	data,	or	other	sensitive	personal
data	on	a	large	scale?

No

	
DR7.	Will	you	determine	an	individual’s	access	to	a	product,	service,	opportunity,	or	benefit	based	on	an
automated	decision	or	special	category	personal	data?

No

	
DR8.	Will	you	systematically	and	extensively	monitor	or	profile	individuals,	with	significant	effects	on	them?

No

	
DR9.	Will	you	use	innovative	technology	to	process	sensitive	personal	data?

No

	



Data	minimization

	
DM1.	Will	you	collect	only	personal	data	that	is	strictly	necessary	for	the	research?

Yes

	
DM4.	Will	you	anonymize	the	data	wherever	possible?

Yes

	
DM5.	Will	you	pseudonymize	the	data	if	you	are	not	able	to	anonymize	it,	replacing	personal	details	with	an
identifier,	and	keeping	the	key	separate	from	the	data	set?

Yes

	

Using	collaborators	or	contractors	that	process	personal	data	securely

	
DC1.	Will	any	organization	external	to	Utrecht	University	be	involved	in	processing	personal	data	(e.g.	for
transcription,	data	analysis,	data	storage)?

Yes

	
DC2.	Will	this	involve	data	that	is	not	anonymized?

Yes

	
DC3.	Are	they	capable	of	securely	handling	data?

Yes

	
DC4.	Has	been	drawn	up	in	a	structured	and	generally	agreed	manner	who	is	responsible	for	what
concerning	data	in	the	collaboration?

Yes

	
DC5.	Is	a	written	contract	covering	this	data	processing	in	place	for	any	organization	which	is	not	another
university	in	a	joint	research	project?

Yes

	

International	personal	data	transfers
	
DI1.	Will	any	personal	data	be	transferred	to	another	country	(including	to	research	collaborators	in	a	joint
project)?

No

	

Fair	use	of	personal	data	to	recruit	participants

	
DF1.	Is	personal	data	used	to	recruit	participants?

No

	

Participants'	data	rights	and	privacy	information
	
DP1.	Will	participants	be	provided	with	privacy	information?	(Recommended	is	to	use	as	part	of	the
information	sheet:	For	details	of	our	legal	basis	for	using	personal	data	and	the	rights	you	have	over	your
data	please	see	the	University’s	privacy	information	at	www.uu.nl/en/organisation/privacy.)

Yes

	



DP2.	Will	participants	be	aware	of	what	their	data	is	used	for?
Yes

	
DP3.	Can	participants	request	that	their	personal	data	be	deleted?

Yes

	
DP4.	Can	participants	request	that	their	personal	data	be	rectified	(in	case	it	is	incorrect)?

Yes

	
DP5.	Can	participants	request	access	to	their	personal	data?

Yes

	
DP6.	Can	participants	request	that	personal	data	processing	is	restricted?

Yes

	
DP7.	Will	participants	be	subjected	to	automated	decision-making	based	on	their	personal	data	with	an
impact	on	them	beyond	the	research	study	to	which	they	consented?

No

	
DP8.	Will	participants	be	aware	of	how	long	their	data	is	being	kept	for,	who	it	is	being	shared	with,	and	any
safeguards	that	apply	in	case	of	international	sharing?

Yes

	
DP9.	If	data	is	provided	by	a	third	party,	are	people	whose	data	is	in	the	data	set	provided	with	(1)	the	privacy
information	and	(2)	what	categories	of	data	you	will	use?

Not	applicable

	

Using	data	that	you	have	not	gathered	directly	from	participants
	
DE1.	Will	you	use	any	personal	data	that	you	have	not	gathered	directly	from	participants	(such	as	data	from
an	existing	data	set,	data	gathered	for	you	by	a	third	party,	data	scraped	from	the	internet)?	

No

	

Secure	data	storage

	
DS1.	Will	any	data	be	stored	(temporarily	or	permanently)	anywhere	other	than	on	password-protected
University	authorized	computers	or	servers?

No

	
DS4.	Excluding	(1)	any	international	data	transfers	mentioned	above	and	(2)	any	sharing	of	data	with
collaborators	and	contractors,	will	any	personal	data	be	stored,	collected,	or	accessed	from	outside	the	EU?

No

	
Section	3.	Research	that	may	cause	harm
Research	may	cause	harm	to	participants,	researchers,	the	university,	or	society.	This	includes	when	technology	has
dual-use,	and	you	investigate	an	innocent	use,	but	your	results	could	be	used	by	others	in	a	harmful	way.	If	you	are
unsure	regarding	possible	harm	to	the	university	or	society,	please	discuss	your	concerns	with	the	Research	Support
Office.	

	
H1.	Does	your	project	give	rise	to	a	realistic	risk	to	the	national	security	of	any	country?

No

	



H2.	Does	your	project	give	rise	to	a	realistic	risk	of	aiding	human	rights	abuses	in	any	country?
No

	
H3.	Does	your	project	(and	its	data)	give	rise	to	a	realistic	risk	of	damaging	the	University’s	reputation?	(E.g.,
bad	press	coverage,	public	protest.)

No

	
H4.	Does	your	project	(and	in	particular	its	data)	give	rise	to	an	increased	risk	of	attack	(cyber-	or	otherwise)
against	the	University?	(E.g.,	from	pressure	groups.)

No

	
H5.	Is	the	data	likely	to	contain	material	that	is	indecent,	offensive,	defamatory,	threatening,	discriminatory,
or	extremist?

No

	
H6.	Does	your	project	give	rise	to	a	realistic	risk	of	harm	to	the	researchers?

No

	
H7.	Is	there	a	realistic	risk	of	any	participant	experiencing	physical	or	psychological	harm	or	discomfort?

No

	
H8.	Is	there	a	realistic	risk	of	any	participant	experiencing	a	detriment	to	their	interests	as	a	result	of
participation?

No

	
H9.	Is	there	a	realistic	risk	of	other	types	of	negative	externalities?

No

	

Section	4.	Conflicts	of	interest
	
C1.	Is	there	any	potential	conflict	of	interest	(e.g.	between	research	funder	and	researchers	or	participants
and	researchers)	that	may	potentially	affect	the	research	outcome	or	the	dissemination	of	research
findings?

No

	
C2.	Is	there	a	direct	hierarchical	relationship	between	researchers	and	participants?

No

	
Section	5.	Your	information.
This	last	section	collects	data	about	you	and	your	project	so	that	we	can	register	that	you	completed	the	Ethics	and
Privacy	Quick	Scan,	sent	you	(and	your	supervisor/course	coordinator)	a	summary	of	what	you	filled	out,	and	follow	up
where	a	fuller	ethics	review	and/or	privacy	assessment	is	needed.	For	details	of	our	legal	basis	for	using	personal	data
and	the	rights	you	have	over	your	data	please	see	the	University’s	privacy	information.	Please	see	the	guidance	on	the
ICS	Ethics	and	Privacy	website	on	what	happens	on	submission.	

	
Z0.	Which	is	your	main	department?

Information	and	Computing	Science

	
Z1.	Your	full	name:

Jens	Leonard	Laurens	Hartkamp

	
Z2.	Your	email	address:

j.l.l.hartkamp@students.uu.nl

	



Z3.	In	what	context	will	you	conduct	this	research?
As	a	student	for	my	master	thesis,	supervised	by::

Johan	Jeuring

	
Z5.	Master	programme	for	which	you	are	doing	the	thesis

Artificial	Intelligence

	
Z6.	Email	of	the	course	coordinator	or	supervisor	(so	that	we	can	inform	them	that	you	filled	this	out	and
provide	them	with	a	summary):

j.t.jeuring@uu.nl

	
Z7.	Email	of	the	moderator	(as	provided	by	the	coordinator	of	your	thesis	project):

coordinator-ai-master@uu.nl

	
Z8.	Title	of	the	research	project/study	for	which	you	filled	out	this	Quick	Scan:

Exploring	the	use	of	large	language	models	to	improve	one-to-one	communication	training	scenarios

	
Z9.	Summary	of	what	you	intend	to	investigate	and	how	you	will	investigate	this	(200	words	max):

DialgueTrainer	is	a	company	which	trains	users	in	communication	skills.	Dialoguetrainer	has	a	structure	in	which	the
user	gets	an	assignment,	with	a	few	predetermined	goals.	For	example	the	assignment	to	bring	bad	news	with	the	goal
to	communicate	clearly	whilst	showing	empathy.	The	user	will	then	have	a	conversation	in	which	they	can	choose	from
a	number	of	options	after	every	prompt.	Each	of	these	options	will	have	impact	on	the	parameters	(empathy	and	clarity
in	this	case)	where	there	is	often	one	optimal	option.
This	research	will	attempt	to	improve	Dialoguetrainer	scenarios	using	Large	Language	Models(LLMs).	The	first
improvement	this	research	will	try	to	make	is	rephrasing	infrequently	chosen	distractor	options.	LLMs	will	be	used	to
generate	alternative	distractor	options	to	replace	infrequently	used	distractor	options.
Furthermore	Dialoguetrainer	has	experimented	with	open	ended	answers	and	noticed	a	problem	when	the	answer
given	does	not	match	any	of	the	predetermined	answers.	This	research	will	generate	additional	options	using	LLMs	in
an	attempt	to	reduce	the	amount	of	“no	match”	cases.
Lastly	this	research	will	attempt	to	generate	new	sentences	given	the	desired	parameter	settings	in	an	attempt	to
automate	the	process	of	scenario	writing.

	
Z10.	In	case	you	encountered	warnings	in	the	survey,	does	supervisor	already	have	ethical	approval	for	a
research	line	that	fully	covers	your	project?

Not	applicable

	

Scoring
Privacy:	0
Ethics:	0
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