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Abstract 

This thesis examines the effects of prototyping on requirements elicitation interviews. The primary 

goal hereof is to determine the extent to which the need to develop a prototype affects the qualities 

of requirements elicitation interviews when compared with a given framework. The results were 

intended to be used to improve current requirements engineering practices and provide insights 

into how interviews and prototyping interact so that the interview process may be refined. 

Using content analysis alongside deductive coding, basic interviews were compared with 

interviews conducted alongside the creation of a prototype. Several findings emerged as a result. 

Firstly, the type of interview – namely initial or follow-up interviews – has an impact on interview 

qualities. Secondly, the use of a prototype caused the group creating prototypes to use less 

hypotheticals and examples during their interviews. This is speculated to relate to an existing 

concern about prototype usage causing bias towards existing solutions. 

This research highlights the need for further research into more robust guidelines and frameworks 

for effective interviewing, as well as general research regarding the interactions between elicitation 

techniques in general. Future work should aim to validate the results of this thesis and explore 

other elicitation techniques in this manner, with the goal of reaching a level of understanding of 

requirements elicitation techniques that positively impacts both experts and novices alike.  
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1 Introduction 

It is no secret that information systems, or ISs, have become progressively relevant over the last 

century. The interpretation of what constitutes ISs has evolved significantly, from decision-

making or problem-solving systems in the context of the individuals making use thereof, to a 

variety of definitions depending on who one asks and in which industry (Hirschheim & Klein, 

2012; Wood-Harper et al., 1985). 

As the concept meaning has shifted, it has opened the doors for numerous new streams in which 

ISs may be created, used, and studied. This, in turn, has led to the changing expectations of the 

industries and specialists making use thereof. Indeed, many industries have given information 

systems ever-increasing importance in their various processes, leading to a need for effective 

creation, usage, and updating of these systems (Hirschheim & Klein, 2012; Sulianta et al., 2019). 

Cue: Requirements Engineering. Requirements Engineering, or RE, is defined by Laplante & 

Kassab (2022) as follows: 

… the branch of software engineering concerned with the real-world goals for, 

functions of, and constraints on [software] systems. It is also concerned with the 

relationship of these factors to precise specifications of system [and software] behavior 

and to their evolution over time and across families of related systems (Laplante & 

Kassab, 2022; Zave, 1997). 

From this definition, we can glean that systems in the context of RE have goals, functions, and 

constraints, and that these elements form part of system specifications. Put differently, there are 

requirements of a system in a particular context which should be fulfilled by identifying the 

precise nature of those requirements regarding how they influence the system. Without these 

requirements, developers may lack the appropriate scaffolding upon which to build an information 

system (Bormane et al., 2016; Khan et al., 2014). In this regard, identifying, or eliciting, these 

requirements for the software becomes a significant factor in constructing or modifying a system. 

In fact, today, elicitation is considered one of the most critical parts of IS creation and development 

as it directly affects project success (Kumari & Pillai, 2014). 

Requirements elicitation, therefore, is one of the most important first steps in the development 

of information systems. It involves extensive communication between stakeholders – or parties 
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who hold a stake in the system – and analysts – or requirements engineers. During these 

communications, software requirements are identified, refined, and prepared for the next phase in 

the IS development timeline. Therefore, elicitation should be conducted in the most effective 

manner to structure software requirements which meet the relevant standards imposed on such 

requirements, such as being complete and unambiguous (Bano et al., 2018). However, even RE 

professionals may experience issues when trying to elicit requirements effectively from 

stakeholders, and this can have an impact on the developed software (Martin et al., 2019; Spijkman 

et al., 2022). 

Chief among elicitation techniques is the conducting of interviews with stakeholders (Tiwari & 

Rathore, 2017; Wagner et al., 2019). These interviews serve to facilitate a dialogue between 

stakeholders and analysts in order to identify the most significant requirements for a given system. 

The quality of these interviews can vary depending on a variety of factors (such as interviewer 

experience, interview method, additional methods used, and stakeholder expertise), impacting the 

resulting requirements and the process of eliciting them (Davis et al., 2006; Zowghi & Coulin, 

2005). 

In addition, some evidence suggests that developing a prototype alongside the interview process 

can be effectively used to demonstrate available solutions to stakeholders and encourage their 

active involvement in developing requirements (Zowghi & Coulin, 2005). An investigation is 

required in order to identify how the creation of a prototype affects interviews throughout the 

elicitation process, and therefore what the quality is of the resulting requirements. This has the aim 

of refining existing requirements elicitation techniques. The specific gap to be explored in this 

regard is elaborated on in the sections that follow. 

1.1 Problem Statement 

An appropriate execution of the elicitation process is imperative to creating high-quality 

requirements. Elicitation is also widely known to be a difficult task for professionals and students 

alike (do Prado Leite & Gilvaz, 1996; Falessi et al., 2018; Mohedas et al., 2022). Many factors can 

contribute to the quality of elicitation and of the resulting requirements, including stakeholder 

experience and techniques used (Aranda et al., 2022; Burnay et al., 2020). 

Among these techniques are interviewing and prototyping, as mentioned above. Often used 
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together, these techniques each have their own strengths and weaknesses. As previously stated, 

interviewing is one of the most common, traditional elicitation techniques used today (Tiwari & 

Rathore, 2017; Tuunanen, 2003). Prototyping is also widely used, but is speculated to be situation-

dependent in its results. Specifically, it is posited that prototyping may have a negative impact on 

the requirements elicitation process in certain contexts, such as having low domain knowledge or 

emerging bias towards specific solutions. This can, in turn, negatively affect the resulting 

requirements (Carrizo & Quintanilla, 2018; Mannio & Nikula, 2001). 

Overall, there is currently no scientific evidence supporting the inclusion of a prototype alongside 

interviews in the requirements elicitation process. Since RE is still growing and developing, there 

exists a need to address uncertainties like this in order to refine the RE process and determine the 

impact of certain factors. 

Further investigation into the nature of this impact is needed in order to understand the problem 

domain more thoroughly and prevent inferior elicitation. To evaluate the gap in information, the 

research conducted explores the influence of the presence of a prototype on the qualities of 

requirements elicitation interviews. This research aims to determine whether the influence of a 

prototype on requirements elicitation interviews tends towards specific characteristics in a 

specified context. 

This should contribute to more effective requirements elicitation when using the interview process 

and deciding which techniques to combine it with, as well as to the creation of more robust, high-

quality design specifications (Dar et al., 2018). Furthermore, the research should contribute to a 

better understanding of requirements elicitation interviews, specifically with regard to prototypes. 

It should also have the consequence of contributing further insights on how to analyse these 

interviews in general. 

1.2 Research Questions 

In order to address the problem defined above, there are some factors which must be considered. 

Firstly, it would be subjective to declare that an interview possesses certain characteristics without 

first formulating a means of comparison. There is therefore a need to identify some kind of 

framework to act as the point of comparison for this research and future work. 
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Secondly, the concept of a quality, in this context, implies attributes or characteristics. Identifying 

the qualities of something enables comparison of that item’s characteristics to that of others. In the 

context of the research, identification of the qualities of requirements elicitation interviews should 

aid in understanding precisely how these interviews change in the presence of a prototype. 

Lastly, requirements elicitation interviews are often conducted more than once, leading to an initial 

interview and follow-up interview(s) (Hickey & Davis, 2003; Schneider, 2007). Since the creation 

of a prototype in this context is implied to occur after at least one interview, it is important to use 

both initial and follow-up interviews in order to derive an appropriate comparison. 

In order to address these factors, the following main research question is proposed: 

MRQ: To what extent does the need to develop a prototype affect the qualities of 

requirements elicitation interviews when compared with a given framework? 

This research question can be broken down into several sub-questions concerning each of its 

factors, where H0-X represents the null hypothesis where relevant: 

RQ1: What frameworks exist for analysing the qualities of requirements elicitation 

interviews? 

RQ2: To what extent does the type of interview affect the qualities of requirements 

elicitation interviews, regardless of prototype creation? 

H0-2:  Interview type has no effect on the qualities of requirements elicitation 

interviews. 

RQ2A: To what extent does the need to develop a prototype affect the qualities of 

initial requirements elicitation interviews? 

H0-2A:  The need to develop a prototype has no effect on the qualities of initial 

requirements elicitation interviews. 

RQ2B: To what extent does the need to develop a prototype affect the qualities of 

follow-up requirements elicitation interviews? 

H0-2B:  The need to develop a prototype has no effect on the qualities of follow-

up requirements elicitation interviews. 

To answer these questions, this thesis has been structured as follows: RQ1 shall be answered 

through the conducted literature review described in §2 Literature Review; The remaining research 
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questions shall be addressed according to the research method described in §3 Research Method; 

The refinement of the selected framework from RQ1 is described in §4 Refining the Framework; 

The discovered results of the research are offered in §5 Results; These results are analysed and 

discussed in the context of the research goals and questions in §6 Discussion; Finally, closing 

thoughts are offered in §7 Conclusion. 
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2 Literature Review 

Research into the exact nature of the relationship between elicitation interviews and prototypes is 

scarce. However, many resources cover these subjects individually or side-by-side. In order to 

explore the literature as thoroughly as possible, a systematic literature review was conducted. This 

involved isolating the elements of all research questions and determining what the most important 

factors were for each of these elements. 

By identifying these factors, a scope was formed, allowing for the creation of a suitable method 

for finding, including, or excluding literature. In the sections that follow, the method and scope 

are defined. Thereafter the conceptual foundations of the subject matter are explored, as well as 

the existing frameworks which were considered for the research. The section on existing 

framework also serves to answer RQ1. 

2.1 Method 

Since the section that follows will be used in part to answer RQ1, it is important to determine 

precisely what method has been followed to answer this question. As previously mentioned, a 

systematic literature review was used in order to ensure the subject matter was sufficiently 

explored. This entailed the following steps, according to Khan et al. (2003): 

1. Framing the question(s) 

2. Identifying relevant publications 

3. Assessing study quality 

4. Summarizing the evidence 

5. Interpreting the findings 

Framing the question(s) involves identifying the research questions (§1.3 Research Questions) 

as well as their components. These components approximate to the variables for research. For the 

identified research questions in this research, the variables were determined to be roughly as 

follows: 

• interview quality 

• prototype usage 
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• interview type 

• framework principle 

Identifying relevant publications was then performed using these variables. In order to ensure 

these were covered thoroughly, each variable – or a variant / level thereof – was entered as a search 

term or keyword, either in isolation or in combination with one of the other keywords. These were 

entered into popular academic search engines, such as Google Scholar, ScienceDirect, and 

ResearchGate. Some examples of the keywords used include the following: 

• requirements elicitation 

o methods 

o interviews 

o prototyping 

o interviews quality 

o framework 

o assessment 

• prototyping in requirements engineering 

• assessment of requirements elicitation interview quality 

• how to conduct requirements elicitation interviews 

• factors influencing requirements elicitation interviews 

• and so on. 

Literature which directly concerned any of these topics was added to the Mendeley Reference 

Manager, where they were organised by category to facilitate evaluation.  

Assessing study quality was then performed by ensuring the gathered literature fell within the 

identified scope (see §2.2 Scope) to a satisfactory degree. Studies were also evaluated based on the 

number of citations they have, as well as which journals they were published in and the type of 

publication. 

Summarising the evidence resulted in the completed literature review presented in §2.3 

Conceptual Foundations and §2.4 Existing Frameworks. In these sections, the overall findings of 

the literature are explored and summarised. 
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Finally, interpreting the findings was conducted mainly in the context of RQ1, since this research 

question relies solely on existing literature. For the rest of the literature, the findings were used to 

identify the existing understandings, current expectations, and gaps in research surrounding the 

topic of prototyping in the requirements elicitation interview process. 

2.2 Scope 

For the most part, initial queries to the various academic search engines were filtered within the 

last five years, in order to ensure relevance of the subject matter. However, papers falling outside 

of this range were considered where relevant. In fact, exclusion criteria were quite relaxed, as the 

literature into the MRQ is scarce – approximately 100 results were found when combining 

“requirements elicitation interviews” and “prototypes” / “prototyping” specifically, with around 

60 of these having been published within the last five years. 

To avoid oversaturation of information, texts which contained approximately the same information 

and citations were explored for their connecting citations where relevant. The cited works were 

then given priority if they explored the subject more deeply or were considered “classics” – 

seminal papers which are cited hundreds of times. The general process for deciding whether or not 

to use a piece of literature is outlined in Figure 1. This figure also represents the combination of 

steps 2 and 3 of the systematic literature review. 
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Figure 1. The decision map for deciding whether to include a piece of literature. 

2.3 Conceptual Foundations 

2.3.1 Requirements Elicitation Interviews 

Requirements elicitation interviews (or RE interviews) are interviews aimed at identifying new 

requirements, or otherwise refining existing ones, and are the most common technique used for 

elicitation (Wagner et al., 2019). Usually, this takes the format of stakeholders (interviewees) being 

asked questions by the requirements engineer(s) (interviewers) in order to identify desired and 

undesired requirements (Ferrari et al., 2019; Häußer et al., 2022; Rafiq et al., 2017). Interviews are 

usually tailored to the industry in which they are conducted, such as journalism or research (Bano 

et al., 2019; Martin, 2017). RE interviews may differ from these in a few ways. 
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Firstly, they require thorough preparation and preset goals in order to be used effectively. 

Identifying stakeholders who will be able to answer questions the most suitably in order to achieve 

one’s goals is valuable, as it reduces the chances of acquiring low-quality or low-value 

requirements (Zhao & Zhao, 2018). Creating some kind of guiding document can also make the 

interview process smoother, while also making it easier to recover if the interview gets derailed. 

This can take many forms, including bullet-pointed lists, mind-maps, standard question lists, and 

so on (Baxter et al., 2015; Portigal, 2013). 

Secondly, the characteristics of the interviewer and their questions can make or break the resulting 

requirements. The phrasing of questions is imperative for getting the most suitable answers to 

convert into formalized requirements (Zaremba & Liaskos, 2021). In this regard, interviewers 

should have some knowledge of the problem domain in order to communicate effectively. In turn, 

they should be able to guide the interview in such a way that their interviewees are able to give 

relevant, useful, and complete answers without becoming overwhelmed by jargon, control, or other 

factors (Hadar et al., 2014; Häußer et al., 2022). 

Finally, these interviews may include other elicitation techniques, such as storyboarding, 

simulations, workshops, brainstorming, and prototyping. They are also usually conducted more 

than once over the course of the requirements formalization process (Ferrari et al., 2022; Lending 

et al., 2022; Rueda et al., 2020). Generally, the first interview is considered an initial interview, 

while all interviews thereafter are considered follow-up interviews. 

Initial interviews are the first interviews conducted in a formal setting with the stakeholders and 

the requirements engineer(s). Usually, these are exploratory interviews in a very limited capacity, 

as it is expected that the interviewer already has some knowledge of the problem domain. The 

main purpose of these interviews is to gain a more robust understanding of the problem domain, 

while also gathering data as effectively as possible in order to facilitate adequate requirement 

construction (Ferrari et al., 2022; Hadar, et al., 2014). While these initial interviews should be 

fairly thorough and informative, they are usually complemented by follow-up interviews. 

Follow-up interviews are interviews performed after the initial interview. These are usually used 

to address ambiguities, clarify unclear requirements, correct mistakes, address inconsistencies, 

validate requirements, and uncover remaining requirements. These interviews may tend to take 
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time and energy, and so it is important that they are concise, cover the relevant topics in appropriate 

ways, and respect the constraints of both stakeholders and requirements engineers (Schneider, 

2007). Depending on the nature of previous interviews, these follow-up interviews can take many 

forms, and include many other elicitation methods, such as prototyping (Häußer et al., 2022; 

Spoletini et al., 2018). 

2.3.2 Prototyping in RE 

Prototyping is the act of creating mock-ups or blueprints of the front end of an application or 

system (Pacheco et al., 2018; Rueda et al., 2020). Primarily, prototypes are used to validate and 

elicit requirements. Often used in conjunction with other elicitation techniques, prototyping can 

take many forms – such as paper-based prototyping, where system mock-ups are created on paper, 

“Wizard of Oz” prototyping, where an individual simulates system responses to certain user inputs, 

and automated prototyping, where a rapid development environment is used to create an 

executable prototype (Paetsch et al., 2003). 

Prototyping can be split into various classifications, as seen in Table 1 (Mannio & Nikula, 2001). 

In general, prototypes can be classified into two major categories, namely: low-fidelity and high-

fidelity. 

Low-fidelity prototypes are prototypes which are constructed quickly, with little to no actual 

functionality. Their main purpose is to demonstrate the interface of a system through storyboards, 

wireframes, and so on. They are often used fairly early in the development lifecycle, as they require 

low investment of resources in order to explore conceptual approaches to the system. These kinds 

of prototypes include throw-away, non-executable, visual, horizontal and requirements prototypes 

(Mannio & Nikula, 2001; Rudd et al., 1996). 

Table 1. Prototype classifications, according to Mannio and Nikula (2001). 

System development model 

Evolutionary 

- arise early in development and extend 

to final system 

- incremental 

Throw-away 

- discarded after final system 

development 

- specific case 
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Operation 

Executable 

- constructed using high-level 

programming languages 

- high-risk and complex 

Non-executable 

- paper prototypes and mock-ups 

- low-risk and simple 

Representation 

Textual 

- programming 

- formal languages 

Visual 

- modelling techniques (e.g. entity-

relationship-diagrams, storyboards) 

- mock-ups 

Level of detail 

Vertical 

- high-quality implementation 

- non-functional requirements 

Horizontal 

- functional requirements 

- no real functionality 

- refine unclear requirements 

Objective 

Architectural 

- performance 

- technical feasibility 

Requirements 

- requirements acquisition 

- user interface design 
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High-fidelity prototypes are interactive prototypes which represent core functionality of the 

product’s user interface. They take time to develop, with the trade-off being accurate 

representation of the final product. High-fidelity prototypes include evolutionary, executable, 

textual and architectural prototypes, and can include both horizontal and vertical prototypes 

depending on necessity and scope (Palanque et al., 2009; Rudd et al., 1996). 

The preferred technique for students and non-professionals appears to be low-fidelity paper-based 

(visual non-executable) prototyping, mainly due to its simplicity, ease-of-execution, and low time 

investment. Students may also not have access to the appropriate software for creating more 

sophisticated prototypes (Miller, 2021). On the other hand, the literature seems to suggest that 

professionals demonstrate no preference, instead adjusting the type of prototyping used based on 

the specific needs of the project, its complexity, stakeholders, timeline, and available resources 

(Gordon & Bieman, 1995; Mannio & Nikula, 2001; Palanque et al., 2009; Wagner et al., 2019). 

According to many sources, prototyping is presumed to contribute positively to the elicitation 

process, especially when developing new systems (Lending et al., 2022; Zowghi & Coulin, 2005). 

It can give teams direction and focus, thereby enhancing communication between stakeholders and 

analysts. The active involvement of stakeholders in the development process can also improve 

trust and morale of all involved parties. It can also facilitate earlier feedback on refining 

requirements (Hickey & Dean, 1998; Qurban & Austria, 2009; Yousuf & Asger, 2015). For 

students, certain types of prototyping – such as paper prototyping – may assist with creative 

problem-solving without worrying about technological barriers or complex visualizations (Miller, 

2021; Vijayan & Raju, 2011). 

However, there is also evidence to suggest that prototyping may negatively impact elicitation, 

leading to poorer quality of elicited requirements and the end product. This can be due to many 

factors. Firstly, prototyping may consume unnecessary time and costs, especially when systems 

are more complex (Anwar & Razali, 2014; Mannio & Nikula, 2001). Secondly, once a system is 

“on paper”, stakeholders and analysts alike may become resistant to changes therein, in a 

phenomenon known as requirements fixation. This can, in turn, have an impact on creativity and 

originality (Mohanani et al., 2014). Finally, there is a risk that prototyping may lead to incomplete 

system implementation, especially when conducting evolutionary prototyping (Yousuf & Asger, 
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2015; Zowghi & Coulin, 2005). A recent study has also suggested the possibility that, without 

domain familiarity, prototyping may not lead to the elicitation of sufficient requirements. This 

could be attributed to analysts not knowing what topics are relevant, and therefore which questions 

to ask (Carrizo & Quintanilla, 2018). 

2.3.3 Question Types in (RE) Interviews 

Questions in interviews can be formulated and categorized in a multitude of ways. Depending on 

the need for categorization, the nature of the interviews being conducted, and the granularity 

required, the types of questions being asked become significant for acquiring the appropriate data 

in an interview. 

However, choosing a typology guide can be daunting, especially when it comes to RE interviews, 

since very little literature exists specifically for this purpose. Zaremba and Liaskos (2021), for 

example, provide a thorough way of sorting questions, including categories such as time, content, 

style, objective, and so on, each containing their own sub-categories (see Appendix A). This 

typology comes as the result of an extensive literature review into the various ways of categorizing 

and characterizing RE interview questions. Unfortunately, the paper contains very little 

explanation into the limits of each category and sub-category, making the lines potentially blurry 

during analysis. Additionally, this typology may be too densely packed for the current research, as 

it involves the attachment of several, potentially irrelevant, tags to single questions. 

Other researchers have chosen to categorize questions in a different way. Hartwell, Johnson and 

Posthuma (2019) categorize questions on a matrix, including factors like experience, knowledge, 

and situation-specificity (see Figure 2). This matrix serves as a conceptual model for the 

foundations and foci of question types in structured interviews. The model is largely based on 

works such as that of Klehe and Latham (2006) – who roughly divide questions into those 

pertaining to behavior description interviews and situational interviews – and Taylor and Small 

(2002), who categorize questions as either situational or past behavior. Unfortunately, this 

categorization is slightly too simplistic, as it is constructed for interviews in general, rather than 

specifically for requirements engineering. 
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Figure 2. The foundations and foci of structured interview question types, according to Hartwell, 

Johnson and Posthuma (2019). 

Kvale (1994) provides perhaps the most elegant typology, categorizing questions into 10 types, 

namely: introducing questions, follow-up questions, probing questions, specifying questions, 

direct questions, indirect questions, structuring questions, silence, interpreting questions, and 

throw-away questions. These question types are used or considered in existing studies (Sadeghi, 

2019; Zaremba & Liaskos, 2021), and seem to demonstrate a manageable level of granularity when 

it comes to processing the data. While this typology is also catered towards interviews in general, 

the details of each question type are broad enough to apply them to RE interviews. There is also 

significant overlap between these question types and the typology presented by Zaremba and 

Liaskos (2021). 

- Introducing questions, or opening questions, are questions which begin the interview, or 

serve to facilitate exploration on a new subject. 

- Follow-up questions are used to clarify or extend what has already been said. 

- Probing questions, similarly to follow-up questions, extend given answers. They serve to 

further extend the narrative, over-and-above what might be discovered through follow-up 

questions. 

- Specifying questions serve to draw more precise information from broad or general 

statements. 

- Direct questions, like specifying questions, are aimed at gaining more precise information, 

but are more explicitly and unambiguously stated. These questions are usually saved for 

later in interviews, once interviewees have been able to make their own explorations and 
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descriptions. 

- Indirect questions are open-ended, projective questions which allow the interviewees to 

give answers that they consider important or relevant. They usually lead to the asking of 

other question types. 

- Structuring questions serve to close off a part of the interview and move on to another, or 

to move away from rambling or irrelevant answers. 

- Silence is simply a moment to reflect on and give personal meaning to information. It can 

be good to have silence in interviews, whether due to the need for a break or to respect for 

cultural differences. 

- Interpreting questions seek to validate an interviewer’s understanding of a concept or 

answer by rephrasing it. They serve to clarify and more thoroughly interpret information. 

- Throw-away questions are aimed at relaxing the interview or the subject matter, such as in 

the case of a breach of sensitive areas of discussion. 

These categories appear to be clearly defined and relatively simple to identify in practice, while 

also providing enough complexity to allow for some level of analysis. 

2.4 Existing Frameworks 

In order to analyse the acquired data appropriately, it is necessary to have a standard for 

comparison, especially when investigating the quality of the data. Below is explored some of the 

available frameworks and rubrics for analysing the qualities of RE interviews. This section also 

serves to answer RQ1: 

RQ1: What frameworks exist for analysing the qualities of requirements elicitation 

interviews? 

Burnay et al. (2020) claim that statements have different grounds. Put simply, they define grounds 

as the foundation, or the “the underlying rules … that were used by stakeholders to share the 

Statement.” These rules are either speculation (hypothetical statement) or actual experience 

(experiential statement), and they hypothesize that these will cause variation in information 

quality. The two concepts are not entirely separate, as they claim experiential statements may lead 

to extrapolation from related experience, leading to hypothetical statements. 

They briefly define a set of qualities they use to explore these statements. These qualities are: 
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exhaustive, or how much relevant information is provided in a statement made by a shareholder; 

steady, or how subject to change a statement is once made by a stakeholder; objective, or whether 

another person will interpret a statement in the same way as initially intended by a stakeholder; 

creative, or how novel and valuable a statement is relative to common knowledge; and orderable, 

or how a statement can be prioritized or ordered when considering other statements made by a 

stakeholder (Burnay et al., 2020). 

This approach to analysis prioritizes stakeholder responses, and therefore assigns quality to those 

responses. Despite this approach being relatively simple with regard to interview analysis, it is 

valuable to consider, as these qualities may be applied to both stakeholders and analysts. However, 

this approach may be too granular for the nature of the research to be conducted, as it requires the 

analysis of individual statements according to five qualities each. 

Ezell et al. (2019) developed a rubric for assessment of requirements elicitation skills in students. 

The items in this rubric included opening, analyze current (as-is) state, design the to-be system, 

visualization, closing, relationship building, active listening and teamwork. This rubric was later 

revised by the authors to include greeting and elevate relationship building to be made up of active 

listening and teamwork (Lending et al., 2022). This is summarized in Table 2, where (+) indicates 

a new addition and (-) indicates a removal. 

Many of these items are relevant in the context of the research to be conducted. However, while 

the rubric is impressively robust, some aspects cannot be evaluated using the available data in the 

research. For example, body language, affect, and positions of individuals cannot be evaluated 

using an audio file or a transcript (see §3.1 Data Collection & Tools). Regardless, this rubric is 

under consideration for the research. 
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Table 2. Criteria for Effective Requirements Elicitation Interviews according to Ezell et al. (2019) 

and Lending et al. (2022). 

Criteria Item Description 

Greeting (+) Greeting appropriately and generating rapport through small talk, team 

introduction, icebreakers. 

Opening Providing an organizational frame for the client, as well as a schedule, 

interview goals, and purpose. 

Analyze current 

(as-is) state 

Understanding the as-is system, and asking about good and bad aspects of 

the current situation, system, process, artifacts, etc. 

Design the to-be 

system 

Involving the client in the design of the to-be system. 

Visualization Using appropriate visuals (wireframes, storyboards, etc.) in order to aid parts 

of the meeting, using visuals to determine and evaluate scope, and 

integrating visuals into the interview discussions. 

Closing Debriefing, recapping, future plans, last questions. 

Relationship 

building (-) 

Greeting appropriately (shaking hands, standing up, etc.), attentive affect 

(eye contact, affirming remarks). 

Active listening Paying attention, giving feedback, attempting to interpret and paraphrase 

ideas, referencing past answers, requesting appropriate clarification. 

Teamwork Making roles and responsibilities appear normal and natural, having a clear 

leader, providing different viewpoints from different team members, 

effective teamwork. 

Mohedas et al. (2022) provide, in the opinion of the researcher, the most appropriate method of 

evaluation, by constructing an in-depth set of recommended practices identified by evaluating a 

large swathe of appropriate literature. This set contains 12 practices and their descriptions, set out 

in Table 3. The practices are: encourage deep thinking, develop a rapport with the interviewee, 

avoid misinterpretations, be flexible and opportunistic, verify the conclusions drawn from 

interviews, designer begins and interviewee concludes, use projective questioning techniques, use 

a co-creative interview strategy, introduce domain knowledge, have the interviewee teach you, 

explore contradictions, and break down expert tasks. 
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This is certainly a much larger set of items for analysis, but it is also thorough and concise. Most, 

if not all, viable strategies employable by novices are included, making for much easier application 

to the research. Where they are not, it can be assumed these may be errors by the novices. Should 

this framework be used, adherence to the recommended practices would be evaluated against 

deviation therefrom in the analysis (see §3 Research Methodology). 

Bano et al. (2019) explores an approach for analysing interviews from the opposite end of the 

spectrum. Whereas the previous papers have explored conducting interviews correctly, Bano et al. 

explore the incidence of mistakes during interviews. These are categorized as question 

formulation, question omission, order of interview questions, communication skills, analyst 

behavior, customer interaction and teamwork and planning. These categories are further divided 

into 34 sub-categories that provide insight into the exact nature of potential mistakes (see 

Appendix B). 

The incidence of mistakes in the interview process can lead to issues further on in the process of 

requirements analysis. In this study, mistakes were first discovered through observation of student 

analysts, and then used as a means for further study of how these mistakes can be improved upon. 

The end goal was to determine whether students could improve their skills over the course of three 

interviews, with mistakes being made known to them. 

As these mistakes were gathered from a study of novice analysts, this paper is under consideration 

for its relevance, but has been excluded for now due to the previous framework appealing more to 

the research needs. However, it is possible that this direction could be explored if time constraints 

do not become a concern. 
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Table 3. Recommended practices in requirements elicitation (Mohedas et al., 2022). 

Recommended Practice Description 

Encourage deep thinking Interviewers encourage stakeholders to think analytically and 

with logical reasoning. 

Develop a rapport with the 

interviewee 

Interviewers facilitate a comfortable discussion, and open and 

honest responses. 

Avoid misinterpretations Interviewers keep stakeholders’ exact words or verify their 

interpretations. 

Be flexible and opportunistic Interviewers allow deviation from predefined topics and 

questions, especially in favour of exploring different, relevant 

topics that arise from stakeholder responses. 

Verify the conclusions drawn 

from interviews 

The results of interview analysis are verified with stakeholders 

to ensure they align with their perceptions. 

Designer begins and 

interviewee concludes 

Interviewers define goals and purposes of stakeholder 

interviews at the interview start, and stakeholders are given time 

at the end of the interview to discuss topics they were not asked 

about. 

Use projective questioning 

techniques 

Interviewer uses stories, metaphors, analogies, etc. to enhance 

elicited information. 

Use a co-creative strategy Interviewers attempt to shift ownership of the interview goals 

to stakeholders, so that they feel more of a stake in the outcome 

of the interview. 

Introduce domain knowledge Interviewers introduce domain knowledge, which can aid 

eliciting information about topics for which stakeholders may 

hold expertise. 

Have the interviewee teach 

you 

Interviewers feign ignorance in order to encourage stakeholders 

to elaborate on specific topics or break subjects down. 

Explore contradictions Interviewers explore contradictions between stakeholder 

statements, both of an individual and of different stakeholders. 

Break down expert tasks Interviewers follow up and probe experts in order to obtain all 

information, including information regarding physical and 

cognitive processes towards a task or goal. 
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3 Research Method 

In preparation for this study, several options were considered on how to conduct it effectively. 

Grounded theory was originally considered an appropriate method for conducting this research. 

This methodology involves inductive reasoning by generating a hypothesis during the exploration 

of raw data (Oktay, 2012; Walker & Myrick, 2006). Initially, this was considered due to the 

exploratory nature of the study as well as comparability with an existing study on a similar topic. 

This similar study explored the contents of interviews conducted using the fit-gap analysis 

technique, which – given an existing software product – identifies supported needs as fits and 

unsupported needs as gaps (Spijkman et al., 2021). 

However, it emerged that this was not the most suitable for the research as more methodologies 

were considered and the area of research became more apparent. This was, in part, due to the use 

of a pre-existing framework for coding and analysis, which is not congruent with the principles of 

grounded theory. Additionally, while the research is aimed at indicating a correlation between 

prototype usage and interview qualities, the ultimate focus of this research is on determining 

whether prototype creation may lead to positive or negative qualities, and not necessarily on any 

defined or discovered correlation as of writing. 

Other study types – specifically ethnographic, phenomenological, and action research – were 

deemed irrelevant, once again due to the nature of the study to be conducted. The study does not 

concern any ethnographic information, nor does it pertain to the personal experiences of 

participants. It also does not involve exposing participants to a particular action or artifact. As 

such, these methodologies would not fully support the research questions. 

Ultimately, it was determined that the best way to explore the research questions effectively was 

to allocate a method to each one insofar as was possible. In this regard, two major research methods 

were used in order to explore the subject matter. These are outlined in more detail below. 

3.1 Research Design 

3.1.1 Research Question 1: Systematic Literature Review 

In order to begin the research with as clear of an image of the subject landscape as possible, a 



 

 

Exploring the Effects of Prototyping on Requirements Elicitation Interviews

 
 

 

22 

systematic literature review was conducted as per the method outlined in §2.1 Method. Briefly, 

this was conducted (1) to gather as much information about the research domain and related studies 

as possible, and (2) to answer the first research question, namely: 

RQ1: What frameworks exist for analysing the qualities of requirements elicitation 

interviews? 

To achieve both of these purposes, the systematic literature review method outlined in Khan et al. 

(2003) was used. The findings for this research question have therefore been assumed to be 

answered in §2 Literature Review, where several frameworks were identified in order to analyse 

the quality of requirements elicitation interviews.  

3.1.2 Research Question 2 and Main Research Question: Content Analysis 

In order to answer the remaining research questions, including the main research question, it was 

necessary to determine the precise type of research that would be conducted and what steps would 

be the most appropriate in the research context. For reference, the remaining research questions 

are as follows: 

MRQ: To what extent does the need to develop a prototype affect the qualities of 

requirements elicitation interviews when compared with a given framework? 

RQ2: To what extent does the type of interview affect the qualities of requirements 

elicitation interviews, regardless of prototype creation? 

RQ2A: To what extent does the need to develop a prototype affect the qualities of 

initial requirements elicitation interviews? 

RQ2B: To what extent does the need to develop a prototype affect the qualities of 

follow-up requirements elicitation interviews? 

A variety of methods were considered for the main body of the research. In addition to those 

previously mentioned, for this particular subsection of research questions, case study research was 

considered. Case study research involves the examination of individuals or groups of people as 

they conduct tasks or experience certain factors (Starman, 2013). Since the research includes the 

exploration of student groups as they perform requirements elicitation interviews, this 

methodology was initially considered appropriate. 

However, there is some debate regarding whether or not certain factors disqualify research from 
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being considered a “case study.” Wohlin (2021) defines a case study as follows: 

… an empirical investigation of a case, using multiple data collection methods, to 

study a contemporary phenomenon in its real-life context, and with the investigator(s) 

not taking an active role in the case investigated. 

When one considers these requirements, the current research is disqualified on the grounds that it 

is within a simulated context instead of a real-life one. It is worth noting that the author himself 

mentions some differences in the requirements of a case study, with a point of relevance being that 

the real-world context is not always mentioned as necessary. Despite this, it was the decision of 

the researcher that this method would not be used in order to be consistent with the literature. 

In this regard, since a large number of recorded interviews in a simulated setting were collected, 

content analysis was finally selected as the suitable method for the research. Briefly, content 

analysis has been defined as: 

“a research method that provides a systematic and objective means to make valid 

inferences from verbal, visual, or written data in order to describe and quantify 

specific phenomena” (Downe-Wamboldt, 1992). 

In the case of the present research, we can identify a few things: Firstly, it is intended to make 

inferences about the data regarding its quality; Secondly, we are using verbal data (albeit 

transcribed); and Thirdly, we are attempting to describe and quantify recommended practices. 

Even when considering other definitions of content analysis, it is found that this method suits the 

research well.  

According to White & Marsh (2006), a researcher uses analytical constructs, also called “rules of 

inference”, to organise the data in such a way that it contributes to the answering of the research 

question. These analytical constructs are based on either existing theories, expert knowledge and 

experience, or existing research. In the case of the present research, existing research is used in the 

form of a variety of frameworks. 

Additionally, White & Marsh (2006) choose to use the following definition of content analysis: 

“a research technique for making replicable and valid inferences from texts (or other 

meaningful matter) to the contexts of their use” (Krippendorff, 2004). 

They also define a procedure for content analysis. The basic steps thereof are as follows: (1) 
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Establish hypotheses; (2) Identify appropriate data;  (3) Determine sampling method and sampling 

unit; (4) Draw sample; (5) Establish data collection unit and unit of analysis; (6) Establish coding 

scheme that allows for testing hypothesis; (7) Code data; (8) Check for reliability of coding and 

adjust coding process if necessary; (9) Analyse coded data, applying appropriate statistical test(s); 

and (10) Write up results (White & Marsh, 2006). 

For the purposes of this research, the method used for synthesizing and coding data (steps 6 – 9) 

will be deductive coding. Deductive coding is coding performed using a predefined list of codes. 

This helps to focus research and avoid unnecessary complications – such as perpetually defining 

new codes as they are discovered – which aids in answering specific research questions (Skjott 

Linneberg & Korsgaard, 2019). In the case of this research, deductive coding will include the use 

of a refined version of Mohedas et al. (2022)’s framework, described in detail in §4 Refining the 

Framework. 

In this regard, the proposed steps for research are as follows: 

1. Generate hypotheses. This involved the definition and refinement of the research 

questions, as well as the hypothesis for each, resulting in the questions defined in §1.2 

Research Questions. 

2. Determine appropriate data. For this step, the research questions were used to guide 

decision-making on what data would be the most suitable and reasonable to use for the 

research. This data included problem description documents, audio recordings of 

interviews, and completed requirements specifications. 

3. Determine sampling method & unit. For this research, university students enrolled in a 

Requirements Engineering course were chosen as the overall sample group. 

4. Draw sample. The sample group was analysed and refined in order to best represent real-

world requirements engineers. This step, as well as step 3 above, are detailed in §3.2 

Sample Group & Setting. It is prudent to mention here that this step was performed 

retroactively, just before data were actually processed, which is also explained in the 

mentioned section. 

5. Establish data collection unit and unit of analysis. This step involved creating a 

repository for data collection, as well as establishing the groups for analysis. The creation 
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of groups was actually performed prior to the execution of the major research process, since 

the results of a university course project were used and these groups had already been 

formed. 

6. Establish coding schema that allows for testing hypothesis. The framework 

demonstrated in §4 Refining the Guidelines was used to generate a suitable coding schema 

in NVivo. 

7. Code data. This was performed in NVivo, a program commonly used in research to codify 

data. 

8. Check for reliability of coding and adjust coding process if necessary. This process 

was conducted over approximately four months, during which the used schema was 

adjusted alongside the guidelines for applying the schema. In short, steps 6 – 8 have been 

used iteratively, until the level of agreement was approximately 95% across taggers. This 

is discussed in more detail in §4 Refining the Guidelines. 

9. Analyse coded data, applying appropriate statistical test(s). For the purposes of the 

research, a Wilcoxon Signed-Rank test was used to evaluate differences between initial 

and follow-up interviews regardless of prototype usage. A Mann-Whitney U test was 

performed when looking at differences between the control group and the group making 

use of a prototype per interview type.  

10. Write up results. Finally, this step involved the analysis of the data and the creation of the 

thesis document (White & Marsh, 2006). 

3.2 Sample Group & Setting 

The sample group for the purposes of the research included two sets of university students at 

Utrecht University, participating in the Requirements Engineering master’s course in the years 

2022 and 2023. Certain demographic factors – such as age, gender, ethnicity, nationality, first 

language and enrolled degree were not considered relevant or disclosed in the study, and therefore 

did not form part of the identifying factors for the sample group. It can therefore be assumed that 

members of the sample group were diverse in these factors. 

It was expected of the 2022 group to create a prototype from their interviews. The university 

students from each year were divided into subgroups of approximately four, in which two students 
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represented the analysts and two students represented the stakeholders. In terms of groups 

consenting to be part of the research, this amounted to 30 subgroups of students in the 2022 group 

(the prototype group), and 23 subgroups of students in the 2023 group (the control group). Each 

subgroup chose a fictional company for which to begin the process of creating or updating an 

information system. Students then had to conduct two interviews in order to develop a design 

specification for their chosen company. 

The resulting interviews and design specifications were subject to grading according to the 

Requirements Engineering course grading criteria and then – for the purposes of this research, 

grouped by the course instructor into four performance categories, namely: satisfactory, good, very 

good, or excellent. Subgroups achieving a very good or excellent result were chosen as suitable for 

the study (since this research aims to align as closely as possible with professional-level 

requirements elicitation) and were entered into a random sample generator in order to select 8 

subgroups from each year. This resulted in the 16 subgroups used for the research. 

3.3 Data Collection & Tools 

Data were collected from each of the participating groups. This data includes problem description 

documents, audio recordings of interviews, and completed requirements specifications. Group B 

consisted of the 2022 students, who were required to create prototypes during the interview 

process. These prototypes were created primarily using the Mendix low-code platform, where 

students had to create high-fidelity, evolutionary prototypes. Group A had no such requirement, 

hence their use as the control group. 

The type of prototype created was not controlled, meaning that participants may have created 

prototypes with very different characteristics, and not necessarily all conformed to one type of 

prototyping (for example, one group may have made a simple mock-up, while another may have 

created a fully-functional MVP). Participant experience in requirements elicitation prior to 

participation was excluded from the scope, as it is assumed that students participating in the 

Requirements Engineering course of Utrecht University have participated in the activities thereof, 

including: 

…the RE process and its activities; standards and tools; agile RE, user stories; 

requirements elicitation; […] from requirements to architectures; requirements 
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prioritization;  […] (verification of) formal specifications… (Utrecht University, 

n.d.). 

The audio files for all groups were transcribed using the Microsoft Office transcription service. 

This tool allows for the differentiation of speakers, as well as for the inclusion of timestamps and 

the selection of appropriate dialects (such as American, British, or South African English). It is 

also a tool which creates no inflated costs to the researcher, and so for these reasons was considered 

to be appropriate. With regard to analysing these transcripts, NVivo was chosen for tagging, due 

to its use in research involving coding and the researcher’s existing familiarity with the software. 

NVivo is also a tool that was made available to the researcher by the research institution. 

Initially, speaker affect, tone, and body language were not evaluated, since this information was 

either unavailable or considered irrelevant for the nature of the study. However, the transcriptions 

obtained from the Microsoft Office transcription service were found to be marginally inaccurate. 

To remedy this, the audio recordings were used alongside the transcriptions to ensure their 

accuracy. In this regard, speaker affect, tone, and cadence were considered insofar as they affected 

the intent or meaning behind particular parts of the interviews. 

3.4 Data Analysis 

As previously mentioned, the main statistical tests used for the research were the Mann-Whitney 

U test and the Wilcoxon Signed-Rank test. Briefly, the Wilcoxon Signed-Rank test is a non-

parametric statistical test used to compare two sets of scores or data that come from the same 

participant. In this case, the participant is each subgroup of students, and the two sets of scores are 

that of the initial and follow-up interviews (Lund & Lund, 2018a). This was used to answer RQ2. 

The Mann-Whitney U test, used to answer RQ2A and RQ2B is also a non-parametric test that is 

instead used to compare differences between two independent groups where the data gathered are 

either ordinal or continuous. For this research, the independent groups are the control group and 

the prototype group, and the data are each category of the coding schema. This same test is 

performed for both initial (RQ2A) and follow-up interviews (RQ2B). Neither the Mann-Whitney U 

test nor the Wilcoxon Signed-Rank test assume data normality (Lund & Lund, 2018b).  

Something of note is that interviews may differ substantially in terms of their length, the rate of 

questioning (which can be affected by something as simple as language proficiency), the 
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proportions of tags, and so on. Therefore, in order to make the data as accurate as possible, the 

data were normalised. There were two types of normalisation used: Normalisation by time, and 

normalisation by total tags. It was assumed that normalisation by time was relevant and necessary 

for all data. However, normalisation by total tags was used to determine whether qualities could 

potentially be attributed to the rate of questioning, or whether they persisted regardless. 

Normalisation by time was performed using this formula: 

𝑁𝑡𝑖 = 𝑇𝑖 ∗
𝑎𝑡
𝑡𝑖

 

where Nti = normalised total for an individual tag i based on average time, Ti = total for tag i, ti 

= interview time, and at = average time across all interviews. 

Normalisation by total tags was performed similarly, using the formula: 

𝑁𝑇𝑖 = 𝑁𝑡𝑖 ∗
𝑎𝑇
𝑇𝑖

 

where NTi = normalised total for an individual tag i based on average total tags, Nti = normalised 

total for an individual tag i based on average time, Ti = interview total (positive) tags, and aT = 

average total (positive) tags across all interviews. Negative tags were not used for the totals, since 

we assume that the practices included in the total tags are all desirable. 

3.5 Ethical Considerations 

All documents were anonymised prior to their inclusion in the study. Audio recordings were 

anonymised as much as possible, and transcriptions were entirely anonymised. Additionally, all 

participants were given a choice regarding their participation in the study and were requested to 

complete a consent form. 

Briefly, this consent form informed participants of the nature of the study, the implications of their 

participation, and their right to have their data accessed or erased. They were also given the option 

of withdrawal at any time. This consent was primarily obtained through the educator involved in 

the Requirements Engineering course at Utrecht University, and therefore no personal information 

has been passed on to the researcher. The use of the recorded and transcribed dataset is made 
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possible thanks to the ethical Science-Geosciences Ethics Review Board of Utrecht University 

(case S-20339). All participants will have access to the resulting thesis once the research has 

concluded, through the thesis repository of Utrecht University. 

3.6 Threats to Validity 

As with all studies, there are several threats to validity to consider when conducting an experiment. 

No experiment is entirely free of these threats, and it is vital to determine them as early on in the 

experimental lifecycle as possible. To the extent possible at the time conducted, the threats to 

validity in the conducted experiment have been addressed or otherwise accepted as a limitation of 

the research. 

3.6.1 Internal Validity 

Lack of randomisation was considered as a threat to the study, since the target population was a 

fixed set of students. This is also a threat to case study research in general, since cases are usually 

hand-selected to a certain degree. To remedy this insofar as was possible, the participants that were 

selected from each group were randomised after applying the selection criteria. 

Failure to complete tasks is a factor which became relevant, as some of the students either did 

not provide both recordings or failed to complete the course. However, this particular threat was 

made irrelevant due to the large number of students in the unsorted sample group, leading to the 

full 16 subgroups being fulfilled. 

Selection bias due to the use of two groups in separate academic years was considered as a threat, 

since there is always the possibility of minute differences in curriculum, duration, timelines, and 

so on. However, these differences were not thought of as large enough – at least in the context of 

the given tasks – to warrant concern. In addition, the selection of only high achievers may bias the 

results. This was weighed against the desire to have the sample group closely represent 

professionals. Ultimately, it was decided that representativeness was of a higher priority. 

Finally, Survival bias / mortality was a treat due to the voluntary nature of participation. 

Participants were also able to withdraw from the study. This was addressed by gathering a large 

amount of data from as many participants as possible. In this way, sample mortality was avoided 

as much as possible, and the desired data were retrieved in the desired amounts. 
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3.6.2 External Validity 

Sampling bias is always a risk when performing studies on students as representatives of 

professionals. However, since the participants are all masters students taking part in a course which 

requires a basic knowledge of requirements elicitation and expands on this knowledge, this bias 

has been slightly reduced. However, it is not possible to remove this bias completely without using 

professionals as the sample group. In addition, a certain level of sampling bias is likely to be 

present in the data due to the selection of high-achieving student groups. 

Observer bias was also a potential risk of this study, especially since the sample is made up of 

students in a university course completing tasks for a grade. However, it is assumed that the course 

lecturer only stressed the importance of good performance insofar as it affected their course grades, 

rather than the outcome of the study. In this way, observer bias is thought to be minimised, since 

the data will be analysed using different standards and methods. 

Extraneous variables such as year of study, mean age, level of experience, etc. were considered 

to be trivial for the purposes of the research, since this diversity is considered representative of 

real-world situations. In addition, both groups are assumed to be similarly diverse, since Utrecht 

University is an international university that attracts a wide variety of scholars. 
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4 Refining the Guidelines 

As was previously mentioned, a framework was selected, modified, and refined in order to analyse 

the interviews as effectively as possible. The refinement of the framework and guidelines was a 

process which originally spanned two months. However, this was extended to five months to 

ensure that the modifications were sound. This extension was also in part due to unforeseen 

circumstances which led to a need for the guidelines to be changed dramatically.  

Initially, refinement followed a simple iterative process, as demonstrated in Figure 3. In the first 

two-month period, the researcher collaborated closely with a second researcher. This second 

researcher was writing their bachelor’s thesis based on the application of the framework developed 

in this thesis. They were expected to not only contribute their ideas to the documentation, but also 

tag a random sample of the data themselves. In addition to this, the primary supervisor for both 

parties attended several meetings, monitoring and adding comments where necessary. This was 

done with the goal of reducing bias as much as possible during the tagging process and achieving 

high inter-rater reliability. 

Meetings occurred approximately once every two weeks to allow parties time for tagging sample 

interviews, running the agreement analysis in NVivo, and documenting the discrepancies. During 

these meetings, each party was given the opportunity to explain their thought process regarding a 

particular tag, after which a discussion was held to determine what the best course of action would 

be in order to reduce the differences. At the end of each meeting, a small to-do list with deadlines 

was written and the next meeting was pre-emptively scheduled. The documentation was then 

updated shortly after each meeting in order to reflect any discussed changes. 
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Figure 3. Process followed in order to refine the framework. 

Originally, the documentation was intended to be a set of basic guidelines to be executed alongside 

the practices identified in Mohedas et al. (2022). The practice descriptions, as well as the mistakes 

identified by Bano et al. (2019), were put into a single spreadsheet matching each practice with its 

relevant mistakes. This, in turn, was used to create marginally simplified versions of each practice. 

Finally, the relevant information for each practice was used to create a document of basic 

guidelines, which were to be used in addition to the spreadsheet (hereafter the “coding schema”). 

A very brief general description was also added to the document (hereafter the “tagging guidelines” 

or “coding guidelines”), as seen in Figure 4. The original coding schema explorations, the practice 

descriptions, the mistakes from Bano, the tag definitions, and the original coding guidelines are 

seen in appendices D, E, F, G, and H respectively. 

Over time, the coding schema was modified to include extended descriptions of each practice and 

mistake, discovered by consulting a variety of the creators’ other works. Definitions for each type 

of tag (such as Question, Statement, etc.) were also included so as to avoid misunderstandings and 

narrow the scope as much as possible. Originally, descriptions of what the absence of, negative 

use of, or unused opportunity for a tag should look like were also included, as these were going to 

form a significant part of the analysis of quality for the interviews. Examples for each tag and its 

respective occurrences (positive, negative, and opportunity) were also described. 
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Figure 4. Original general section of the tagging guidelines. 

Eventually, this information was used to modify the tagging guidelines where necessary, filling in 

blanks and extending instructions or descriptions as much as possible.  A  matrix was also 

occasionally used in order to determine overlaps and differences (see Figure 5). 

 

Figure 5. Matrix used to determine differences between certain tags which often overlapped. 

4.1 Refinement per Tag 

Each tag in the framework was considered both individually and as a whole alongside all other 

tags. This was to ensure each tag covered the appropriate content, while not overlapping with any 
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other tag. Most tags were eventually renamed in order to better suit their intended uses. 

4.1.1 Explore As-Is System (formerly Break Down Expert Tasks) 

In its first iteration, this tag was very simple, containing nothing more than a guideline for how to 

tag questions in the text (see Figure 6). However, this was found to be extremely difficult to apply, 

especially considering the significant overlap with the Introduce Domain Knowledge practice. It 

was also found to be too vague in practice, leading to a need for more specific instructions and 

examples. 

 

Figure 6. Original version of the Explore As-Is System guidelines. 

Upon closer inspection, it was discovered that this was the only practice that seemed to handle the 

as-is system explicitly. It was also the only practice pertaining to existing business tasks or 

processes. Therefore, this was used to narrow down the scope for this tag. This also led to the name 

being changed from Break Down Expert Tasks to Explore As-Is System based on two related 

assumptions: firstly, that the descriptions of expert tasks tend towards the system as-is; and 

secondly, that the exploration of the as-is system will automatically include the exploration of 

current business processes and tasks. This change also made the final tag easier to use, since its 

intention became significantly easier to identify based on its name alone. The final version of this 

tag’s guidelines is demonstrated in Figure 7. 
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Figure 7. Final version of the Explore As-Is System guidelines. 

4.1.2 Explore To-Be System (formerly Encourage Deep Thinking) 

In the original framework, Encourage Deep Thinking was defined roughly as making stakeholders 

think about processes, examples, etc. in a way that yields better, more deep conclusions and uses 

analytical thinking. Overall, this tag could initially be applied to both the as-is and the to-be 

situations. However, this caused significant overlap between this tag and the Break Down Expert 

Tasks tag, since both required in-depth answers (i.e. answers not limited to a few words or 

sentences) about system features. It was also found that most of the description of this practice 

pertained to the to-be system, with only a small portion of it pertaining to the as-is system. The 

original guideline description shown in Figure 8 was also severely lacking, since most of the 

information was contained in the coding schema. 

 

Figure 8. Original version of the Explore To-Be System guidelines. 

After careful consideration and many iterations, it was decided that the best course of action would 
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be to overhaul this tag entirely, removing the chance for overlap as much as possible and narrowing 

the scope to include only the to-be system. It was also decided that this should primarily be used 

to cover functional requirements, with non-functional requirements only being included insofar as 

they do not overlap with another tag, Introduce Stakeholder Agency (discussed later in this 

section). To reflect these changes appropriately, and to make the guidelines as consistent and 

readable as possible, this tag was renamed to Explore To-Be System as a counterpart to the Explore 

As-Is System tag above. The final version of these guidelines is demonstrated in Figure 9. 

 

Figure 9. Final version of the Explore To-Be System guidelines. 

4.1.3 Develop Rapport with Stakeholders (formerly Develop a Rapport with the Interviewee) 

In general, Develop a Rapport with the Interviewee was applied fairly consistently, with only 

minor differences in opinion being discovered during the refinement process. This was, in part, 

due to the simplicity of the descriptions in the coding schema. As a result, the initial guidelines 

were extremely sparse (see Figure 10). 
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Figure 10. Original version of the Develop Rapport with Stakeholders guidelines. 

Minimal changes were made to the guidelines for this tag. One of the major changes that was made 

was to ensure that this tag did not overlap with any other tags, since the description heavily implies 

that any occurrences should not involve “work” (i.e. there should be a deliberate choice to explore 

the stakeholders’ personal lives over the system itself). For consistency, this tag was renamed to 

Develop Rapport with Stakeholders and the guidelines were changed as in Figure 11 to more 

precisely reflect its scope. 

 

Figure 11. Final version of the Develop Rapport with Stakeholders guidelines. 

4.1.4 Avoid Misinterpretations 

The practice Avoid Misinterpretations was originally extremely vague and was difficult to separate 

from other original practices (such as Explore Contradictions and Verify the Conclusions Drawn 

from Interviews) when used for tagging interviews. In fact, the tag was one of the most disputed, 
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being one of the last to achieve a desired level of agreement between raters. The original 

description also overlapped significantly with the original description of Verify Conclusions with 

Stakeholders, since it calls for the verification of information with stakeholders. As a result, the 

guidelines (see Figure 12) required major changes, and a huge shift in scope. 

 

Figure 12. Original version of the Avoid Misinterpretations guidelines. 

The resulting guidelines are shown in Figure 13. An explicit difference between Avoid 

Misinterpretations and Verify Conclusions with Stakeholders was defined, to reduce the overlap 

between these as much as was possible (note: since Explore Contradictions was removed in the 

final version of the tagging guidelines, it was not necessary to address any overlap). Many of the 

ambiguous terms in the original practice description were elaborated on, and a line was drawn 

between clarifying questions and information-gathering. The tag was not renamed, as it was 

determined that the issue rested with the practice description. 
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Figure 13. Final version of the Avoid Misinterpretations guidelines. 

4.1.5 Verify Conclusions with Stakeholders (formerly Verify the Conclusions Drawn from 

Interviews) 

As was previously mentioned, there was significant overlap between Verify the Conclusions 

Drawn from Interviews and the original Avoid Misinterpretations practice. As is demonstrated in 

Figure 14, there was already an attempt to distinguish the tags. However, the guidelines were found 

to be too vague, even when consulting the practice descriptions in the coding schema. They were 

also too complicated to apply in their original form, leading to a massive simplification of their 

use. 
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Figure 14. Original version of the Verify Conclusions with Stakeholders guidelines. 

The final version of the guidelines demonstrated in Figure 15 were found to reduce the overlap 

adequately, especially when used in conjunction with the final description of the Avoid 

Misinterpretations guidelines. It was also made to be more specific, and the types of tags were 

simplified so that instances were clearer and easier to analyse. 
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Figure 15. Final version of the Verify Conclusions with Stakeholders guidelines. 

4.1.6 Present Non-Superficial Introduction & Allocate Stakeholder Feedback Time 

(formerly Designer Begins and Interviewee Concludes) 

Originally, the two respective tags Present Non-Superficial Introduction and Allocate Stakeholder 

Feedback Time formed one singular tag: Designer Begins and Interviewee Concludes 

(demonstrated in Figure 16). The practice description was relatively clear, but some disagreement 

on what constituted an appropriate introduction and conclusion did occur. This led to the need to 

define these more explicitly. 

As a result, the guidelines were modified to exclude superficial introductions and non-explicit 

setting aside of feedback time. In addition, it was decided that the introduction and conclusion tags 

should be kept separate, since they demonstrate slightly different intentions from the analysts. For 

example, Present Non-Superficial Introduction demonstrates a focus on interview structure, 



 

 

Exploring the Effects of Prototyping on Requirements Elicitation Interviews

 
 

 

42 

whereas Allocate Stakeholder Feedback Time demonstrates a focus on the stakeholders’ opinions 

and feedback. These changes are demonstrated in Figure 17 and Figure 18 respectively. 

 

Figure 16. Original version of the now-split Present Non-Superficial Introduction and Allocate 

Stakeholder Feedback Time guidelines. 

 

Figure 17. Final version of the Present Non-Superficial Introduction guidelines. 
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Figure 18. Final version of the Allocate Stakeholder Feedback Time guidelines. 

4.1.7 Use Hypotheticals and Examples (formerly Use Projective Questioning Techniques) 

Use Projective Questioning Techniques, demonstrated in Figure 19, was initially very broad, 

including everything from storyboarding and roleplay to hypothetical questions. This caused a lot 

of differences in tagging, since (a) it was not always clear when something like an artifact or a 

paper mock-up was present in the interview room and (b) there was often some confusion as to 

what was a basic process question and what was a question pertaining to a hypothetical situation. 

It was also difficult to provide distinguishing examples for this particular tag usage. Overall, the 

scope for this particular practice needed to be significantly narrowed and made more explicit. 

 

Figure 19. Original version of the Use Hypotheticals and Examples guidelines. 

It was eventually decided that “projective questioning techniques” was simply too broad, and so 
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the name was changed to Use Hypotheticals and Examples, since this more closely described the 

actual practice being used. Additionally, cases not specifically including a hypothetical situation 

or an example were excluded. This was to minimise confusion when applying the tag. Additional 

guidelines were also added to differentiate this tag from basic as-is and to-be questions (see Figure 

20). 

 

Figure 20. Final version of the Use Hypotheticals and Examples guidelines. 

4.1.8 Introduce Stakeholder Agency (formerly Use a Co-Creative Strategy) 

Initially, the Use a Co-Creative Strategy tag was rather vague and led to many disagreements as 

to what constituted co-creativity in the context of the used interviews. With the practice being 

defined as analysts “increas[ing] the stakeholder’s sense of ownership of interview/product 

requirements,” the precise nature of “ownership” becomes an issue. Despite the simplification 

demonstrated in Figure 21, the application of the tag required a major overhaul. 
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Figure 21. Original version of the Introduce Stakeholder Agency guidelines. 

This overhaul resulted in the guidelines shown in Figure 22. As demonstrated, many changes were 

made to the guidelines, and a lot of specific situations were used to identify appropriate tagging 

opportunities. There are also several distinctions between other tags and scenarios, such as Allocate 

Stakeholder Feedback Time. The intention of the practice was kept much the same, with more 

elaborate explanations. Additionally, the name was changed to Introduce Stakeholder Agency, as 

it was determined that the practice essentially aimed at promoting stakeholder agency during the 

interview process. A distinction was also added between positive and negative uses of the tag, 

since it is possible for analysts to give stakeholders agency over something that should probably 

be handled by the analysts themselves. 
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Figure 22. Final version of the Introduce Stakeholder Agency guidelines. 

4.1.1 Be Flexible and Opportunistic – REMOVED 

At the start of the process, the Be Flexible and Opportunistic tag was difficult to apply. In general, 

the distinction between analysts’ prepared questions and the questions arising as a result of 

discussion was hard to identify, especially without additional context from the analysts themselves 
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– their prepared questions were not shared with the researchers. As a result, the guidelines were 

not very specific in their first iteration, as seen in Figure 23 below. 

 

Figure 23. Original version of the Be Flexible and Opportunistic guidelines. 

Eventually, the guidelines demonstrated in Figure 24 were formulated. As can be seen, there are 

minimal guidelines, and there are very few differences between the original and the most recent 

versions. Once again, the lack of context proved to be the major issue when applying the tag, 

leaving a lot of the process up to the individual opinions of the taggers. 
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Figure 24. Most recent version of the Be Flexible and Opportunistic guidelines. 

Ultimately, it was decided that the practice was too ambiguous in nature without a variety of 

contextual information, and these guidelines were removed from the document. 

4.1.2 Introduce Domain Knowledge – REMOVED 

Like the previous tag, Introduce Domain Knowledge was initially found to be quite difficult to use. 

Domain knowledge is relatively difficult to distinguish from business information, as analysts may 

not know precisely where the line is between the two. The first set of guidelines in Figure 25 

attempted to make a minor distinction by identifying jargon and domain concepts as markers of 

this tag. 
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Figure 25. Original version of the Introduce Domain Knowledge guidelines. 

Refining this tag proved difficult, and little to no changes were made between the original 

guidelines and the most recent version thereof. It was also discovered that there was significant 

overlap between Introduce Domain Knowledge and Break Down Expert Tasks, since the 

previously mentioned distinction between the domain and the business was troublesome to 

identify, especially without having expertise in the subject matter of each individual interview. 

Therefore, the guidelines remained much the same, as seen in Figure 26. 
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Figure 26. Most recent version of the Introduce Domain Knowledge guidelines. 

It was eventually decided that this tag be excluded, since removing the overlap between it and 

Explore As-Is System would be an unnecessarily difficult task. Moreover, it was determined that 

the distinction was not entirely necessary for the purposes of the research. 

4.1.1 Explore Contradictions – REMOVED 

One of the more straightforward practices was that of Explore Contradictions, since the premise 

is very simple: if there is a contradiction, it should be addressed. However, as pointed out in the 

guidelines in Figure 27, it would be extremely time-consuming to identify all contradictions across 

interviews, and so the scope of this tag was reduced to include only those contradictions occurring 

in close verbal proximity. 
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Figure 27. Original version of the Explore Contradictions guidelines. 

Due to the limited scope of tagging, the guideline definition was extended to include other types 

of contradictions, as defined in Figure 28. However, no other significant changes were made. 

 

Figure 28. Most recent version of the Explore Contradictions guidelines. 

This guideline was also eventually removed, as it was deemed too rare, time-consuming, and 

irrelevant for the research. 

4.1.2 Have the Interviewee Teach You – REMOVED 

Finally, there was originally a section in the guidelines intended for the practice Have the 

Interviewee Teach You. However, it was very quickly determined that this would be impossible to 

tag, as it required analysts to feign ignorance – something that cannot be determined using only 
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audio. Therefore, this section was removed from the very beginning of the process.  
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5 Findings 

In this chapter shall be presented and discussed the acquired results of the research. Firstly, some 

general statistics are shown. Then the results comparing the initial interviews of the control group 

to the initial interviews of the prototype group are considered. Thereafter are given the results 

comparing the follow-up interviews in the same way. Finally, the differences between overall 

initial interviews and overall follow-up interviews are demonstrated. 

5.1 General Statistics 

On average, interview durations were about the same between initial and follow-up interviews, as 

well as between the control group and prototype group. There was a large difference in total tags 

between the initial and follow-up interviews for the control group (86.25 vs. 128.13), whereas for 

the prototype group there was no change (73.63 for both). This also means that the follow-up 

interviews of the control group demonstrated the most tags per minute, at 2.56 tags per minute. 

As a reminder, each interview’s tags were adjusted according to the average time for conducting 

an interview using the formula: 

𝑁𝑡𝑖 = 𝑇𝑖 ∗
𝑎𝑡
𝑡𝑖

 

where Nti = normalised total for an individual tag i based on average time, Ti = total for tag i, ti 

= interview time, and at = average time across all interviews. 

These results were then further adjusted for a second round of analysis using the following 

formula: 

𝑁𝑇𝑖 = 𝑁𝑡𝑖 ∗
𝑎𝑇
𝑇𝑖

 

where NTi = normalised total for an individual tag i based on average total tags, Nti = normalised 

total for an individual tag i based on average time, Ti = interview total (positive) tags, and aT = 

average total (positive) tags across all interviews. 

After this normalisation, the results regarding the means were as represented in Table 4 for the 

initial interviews, and as represented in Table 5 for the follow-up interviews. 
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Table 4. Mean statistics for all tags in initial interviews normalised by time and total tags. 

Group  AI TB DR AM VC 

VC 

(summary) HE 

SA 

(pos) 

Control 

Mean 24.346 28.099 1.234 7.163 14.433 0.531 6.351 6.819 

N 8 8 8 8 8 8 8 8 

Std. 

Dev. 

15.535 11.641 1.701 3.153 6.551 0.7999 5.002 4.031 

Prototype 

Mean 29.924 20.946 4.055 8.924 12.683 2.003 1.675 8.768 

N 8 8 8 8 8 8 8 8 

Std. 

Dev. 

10.809 11.131 4.241 5.188 8.596 1.893 2.689 5.257 

Total 

Mean 27.135 24.523 2.644 8.043 13.558 1.267 4.013 12.099 

N 16 16 16 16 16 16 16 16 

Std. 

Dev. 

13.246 11.606 3.445 4.246 7.480 1.596 4.570 4.782 

 

Table 5. Mean statistics for all tags in follow-up interviews normalised by time and total tags. 

Group  AI TB DR AM VC 

VC 

(summary) HE 

SA 

(pos) 

Control 

Mean 6.186 41.350 0.758 6.879 15.336 0.631 5.250 12.583 

N 8 8 8 8 8 8 8 8 

Std. 

Dev. 

7.128 3.305 0.889 5.046 4.718 0.779 5.484 5.919 

Prototype 

Mean 9.225 37.170 2.740 8.738 14.260 1.816 3.411 11.615 

N 8 8 8 8 8 8 8 8 

Std. 

Dev. 

8.405 11.501 3.617 5.947 5.252 1.433 2.639 3.666 

Total 

Mean 7.706 39.260 1.749 7.808 14.798 1.224 4.331 12.099 

N 16 16 16 16 16 16 16 16 

Std. 

Dev. 

7.690 8.455 2.743 5.413 4.855 1.271 4.264 4.782 
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5.2 Overall Interview Qualities 

5.2.1 Normalised by Time Only 

When looking at the difference between initial and follow-up interviews across all groups, there 

are several interesting results, as demonstrated in Table 6. The Wilcoxon Signed Ranks test was 

used to analyse the data. When normalising the data using time only, there is a significant 

difference between the explore-as-is value, explore system to-be value, the introduce stakeholder 

agency (positive) tag, and the introduce stakeholder agency (negative) tag when comparing initial 

and follow-up interviews. The AI tag was used significantly more in the initial interviews, with z 

= -3.362, p <0.001. Regarding the TB tag, there was a statistically significant increase in the 

median use thereof, with z = -2.43, p = 0.015. For the SA (pos) tag, follow-up interviews also 

demonstrated a significant increase in the median use thereof, with z = -2.12, p = 0.034. Finally, 

the SA (neg) tag was used significantly more in follow-up interviews, where z = -2.578, p = 0.01. 

Table 6. Results of the Wilcoxon Signed Ranks test on all interviews normalised by time only. 

 AI TB 

TB 

(neg) DR AM VC 

VC 

(summary) HE 

SA 

(pos) 

SA 

(neg) 

Z -3.362b -2.43c -1.604c -.565b -.362c -.879c -1.067c -.341c -2.12c -2.578c 

Asymp. 

Sig. (2-

tailed) 

<.001 .015 .109 .572 .717 .379 .286 .733 .034 .010 

a. Wilcoxon Signed Ranks Test 

b. Based on negative ranks. 

c. Based on positive ranks.  

When we consider what these results might mean, some interesting conclusions emerge. As a 

reminder, these results were aimed at answering the following research question: 

RQ2: To what extent does the type of interview affect the qualities of requirements 

elicitation interviews, regardless of prototype creation? 

where the hypothesis was as follows: 

H0-2:  Interview type has no effect on the qualities of requirements elicitation 

interviews. 

As was previously mentioned, the AI tag was used significantly more in initial interviews than in 

follow-up interviews, with   z = -3.362, p <0.001. This aligns with the hopes of the researcher, as 
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it is a general expectation that the initial interview is mainly exploratory in nature while the 

analysts determine missing information about the system and the stakeholders’ desires. In other 

words, there is more exploration of the as-is system in initial interviews than follow-up interviews 

(Hickey & Davis, 2003; Schneider, 2007).  

Conversely, the TB tag occurred significantly more often in follow-up interviews, with z = -2.43, 

p = 0.015. Again, this is in alignment with researcher expectations, as – at least in a context where 

less than a handful of interviews are conducted – follow-up interviews should be likely to contain 

more questions regarding the to-be system. This is assumed in part due to the previous result 

regarding the AI tag, since time not taken up by the as-is system should, in general, be taken up 

by the to-be system. Another part of the assumption is that, once analysts have begun to gather 

enough information about the old system or situation, they will begin to use that information to 

formulate questions about the new system. 

Regarding the use of the SA (pos) and SA (neg) tags, it is unclear why there was a significant 

increase in the use of these tags in follow-up interviews. One explanation is that follow-up 

interviews might, by nature, include more usage of stakeholder agency in general, since a lot of 

to-be questions are expected to include brainstorming, asking for opinions, determining solutions 

as a team, and so on. Another explanation is that this was simply a fluke, as these tags did not 

occur as often as many of the others, and so it is possible that these tags should be observed in 

more settings and in greater amounts. 

Overall, interview type appears to be correlated with a change in the qualities of requirements 

elicitation interviews, specifically regarding the use of the practices Explore As-Is System, Explore 

To-Be System, and Introduce Stakeholder Agency. Therefore, we are able to reject the null 

hypothesis H0-2 when normalising by time only. 

5.2.2 Normalised by Time and Total Tags 

If we normalise these results using time and total tags, the above results change as seen in Table 

7. 
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Table 7. Results of the Wilcoxon Signed Ranks test on all interviews normalised by time and 

total tags. 

 AI TB DR AM VC 

VC 

(summary) HE 

SA 

(pos) 

Z -3.156b -3.361c -2.103b -.31b -.1.189c -.0d -.426c -2.534c 

Asymp. 

Sig. (2-

tailed) 

<.001 <.001 .0.35 .756 .234 1 .67 .011 

a. Wilcoxon Signed Ranks Test 

b. Based on positive ranks. 

c. Based on negative ranks. 

d. The sum of negative ranks equals the sum of positive ranks. 

We now see a significance emerge in the use of the practice develop rapport with stakeholders. 

The DR tag was used more often in follow-up interviews than in initial interviews, with z = -2.103, 

p = 0.035. This equates to an effect size where η2 = 0.276, d = 1.236. In other words, the effect is 

large enough to be perceived in everyday life. This can be further observed in Figure 29. 
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Figure 29. Box-and-whisker plot representing the difference between initial and follow-up 

interviews regarding the incidence of the HE tag. 

It is unclear why this result occurred. It is possible that the follow-up interview is more comfortable 

for participants, since they are now familiar with each other to a certain extent. It’s also possible 

that, as with the above, it was simply due to something else. For example, it could be possible that 

the change in the analyst running the interview more often than not led to more rapport being 

formed with stakeholders than with the analysts in charge in previous interviews. Another 

possibility is simply that, due to the participants being university students, they are still in the 

process of learning how to conduct interviews properly. Regardless, with this result, we are able 

to reject the null hypothesis H0-2 when normalising by time and total tags. 

5.3 Initial Interview Qualities 

As a reminder, the following section has the goal of answering the following research question, 

with its null hypothesis: 

RQ2A: To what extent does the need to develop a prototype affect the qualities of 
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initial requirements elicitation interviews? 

H0-2A:  The need to develop a prototype has no effect on the qualities of initial 

requirements elicitation interviews. 

A Mann-Whitney U test was performed in order to determine whether differences existed between 

the control group and the prototype group with regard to initial interviews. The results of this test 

are presented in Table 8. According to the data, none of the median scores for recommended 

practices were shown to be statistically different between the two groups, with p > 0.05 for all 

measured practices. The practices that came closest were explore to-be system and introduce 

stakeholder agency, with U = 14, z = -1.89, p = 0.059 and U = 18, z = -1.47 and p = 0.141 (using 

the asymptotic p-value) respectively. This supports the null hypothesis for all tags. 

Table 8. Results of the Mann-Whitney U test on all initial interviews normalised by time only. 

 AI TB 

TB 

(neg) DR AM VC 

VC 

(summary) HE 

SA 

(pos) 

SA 

(neg) 

Mann-Whitney U 29 14 20 30 21 20 22 24 18 23 

Wilcoxon W 65 50 56 66 57 56 58 60 54 59 

Z -.315 -1.89 -1.849 -.219 -1.155 -1.26 -1.078 -.841 -1.47 -.97 

Asymp. Sig. (2-

tailed) 
.753 .059 .064 .826 .248 .208 .281 .4 .141 .332 

Exact Sig. [2*(1-

tailed Sig.)] 
.798b .065b .234b .878b .279b .234b .328b .442b .161b .382b 

a. Grouping Variable: Year 

b. Not corrected for ties. 

If we assume that all groups performed the same number of recommended practices and normalise 

the data in this way, the results change subtly, as per Table 9. Adjusting the data in this manner 

yields one significant result for the median of HE, where U = 11, z = -2.239 and p = 0.025 using 

the asymptotic p-value. In other words, there is a significant difference between the amount of use 

hypotheticals and examples tags in initial interviews when comparing the control group and the 

prototype group, where the control group uses this tag more often. This therefore means the null 

hypothesis can be rejected concerning the HE tag. 

If one calculates the effect size for this tag in this context, the results are η2 = 0.304, d = 1.322. We 

can therefore discern that there is a very large or significant effect size concerning the HE tag, 

meaning the difference between the control and prototype groups is easily observable. This 
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difference is further illustrated in Figure 30 in the form of a box-and-whisker plot. 

Table 9. Results of the Mann-Whitney U test on all initial interviews normalised by time and total 

tags. 

 AI TB DR AM VC 

VC 

(summary) HE 

SA 

(pos) 

Mann-Whitney 

U 
27 20 19 28 27 17.5 11 25 

Wilcoxon W 63 56 55 64 63 53.5 47 61 

Z -.525 -1.26 -1.386 -.42 -.525 -1.627 -2.239 -.736 

Asymp. Sig. (2-

tailed) 
.6 .208 .166 .674 .6 .104 .025 .462 

Exact Sig. 

[2*(1-tailed 

Sig.)] 

.645b .234b .195b .721b .645b .13b .028b .505b 

a. Grouping Variable: Year 

b. Not corrected for ties. 

 

Figure 30. Box-and-whisker plot representing the difference between the control group and the 

prototype group regarding the incidence of the HE tag. 

In terms of what these results mean, HE tag was used proportionally more often in the control 

group than in the prototype group. This result is in line with researcher expectations, since it is 



 

 

Exploring the Effects of Prototyping on Requirements Elicitation Interviews

 
 

 

61 

expected that the control group will engage more in abstractions and hypotheticals. In initial 

interviews in particular, it is possible that this is due to more specific questions being asked in the 

prototype group to facilitate better prototype creation. Put differently, analysts may have avoided 

hypotheticals, and simply ensured they had all the pertinent information for a particular 

functionality in order to build a mock system rather than ensure they covered all bases. Beyond 

this, it is unclear why there is such a significant difference here. 

5.4 Follow-Up Interview Qualities 

Similarly to the previous section, this section is aimed at answering the following research 

question, with its null hypothesis: 

RQ2B: To what extent does the need to develop a prototype affect the qualities of 

follow-up requirements elicitation interviews? 

H0-2B:  The need to develop a prototype has no effect on the qualities of follow-

up requirements elicitation interviews. 

When performing the Mann-Whitney U test on follow-up interviews using time-only normalised 

values (see Table 10), it was determined that all but one practice showed no significant difference 

between median scores between the control and prototype groups with regard to follow-up 

interviews. The practice use of hypotheticals and examples was found to be the only practice that 

demonstrated a statistically significant difference between the median of the control group and the 

prototype group, with U = 13, z = -0.315, p = 0.043 (using the asymptotic p-value). We can 

therefore reject the null hypothesis regarding the HE tag. However, when calculating the effect 

size for this, it is discovered that η2 = 0.008, d = 0.185. Therefore, there is a small or insignificant 

effect size resulting from the scores of the HE tag, making this difference difficult to observe. 

Table 10. Results of the Mann-Whitney U test on all follow-up interviews normalised by time 

only. 

 AI TB 

TB 

(neg) DR AM VC 

VC 

(summary) HE 

SA 

(pos) 

SA 

(neg) 

Mann-

Whitney U 
31 20 32 20 27 24 18.5 13 29 20 

Wilcoxon W 67 56 68 56 63 60 54.5 49 65 56 

Z -.105 -1.26 0 -1.279 -.525 -.84 -1.514 -2.025 -.315 -1.849 

Asymp. Sig. 

(2-tailed) 
.916 .208 1 .201 .6 .401 .13 .043 .753 .064 
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Exact Sig. 

[2*(1-tailed 

Sig.)] 

.959b .234b 1b .234b .645b .442b .161b .050b .798b .234b 

Performing the Mann-Whitney U test on data that has been normalised by time and tag total, we 

obtain the results as demonstrated in Table 11. It was found that there were no significant 

differences between the control group and the prototype group for the follow-up interviews, with 

the closest tag being explore to-be system (negative), where U = 20, z = -1.849, and p = 0.064. We 

can therefore not reject the null hypothesis for any tags using this method. 

Table 11. Results of the Mann-Whitney U test on all follow-up interviews normalised by time and 

total tags. 

 AI TB DR AM VC 

VC 

(summary) HE 

SA 

(pos) 

Mann-

Whitney U 
25 29 28 25 28 17 28 26 

Wilcoxon W 61 65 64 61 64 53 64 62 

Z -.735 -.315 -.439 -.735 -.42 -1.617 -.42 -.63 

Asymp. Sig. 

(2-tailed) 
.462 .753 .661 .462 .674 .106 .674 .529 

Exact Sig. 

[2*(1-tailed 

Sig.)] 

.505b .798b .721b .505b .721b .13b .721b .574b 

When trying to interpret these results, the HE tag was found to be used significantly more often in 

the control group than in the prototype group. However, the effect size was small, meaning it 

would be difficult to observe this difference in real life. As with the above, it is expected that the 

lack of a reference point (i.e. the prototype) means there is a need for more abstractions and 

examples in certain scenarios. For example, when determining system functions relating to 

navigation, appearance, etc. it is less likely that those using prototypes would need to use 

abstractions as opposed to simply demonstrating the area of interest. 

In summary, initial interviews compared between the control group and prototype group showed 

no significant differences when controlling for time only, and showed only a significant difference 

for HE tag use when controlling for time and total tags. Follow-up interviews showed a significant 

difference for HE tag use when controlling for time only, and no significant differences when 

controlling for time and total tags. 
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6 Conclusion 

This thesis has explored the relationship between requirements elicitation interviews and the use 

of prototypes. As a reminder, this research was necessitated by the lack of scientific evidence 

regarding the use of a prototype alongside requirements elicitation interviews. Specifically, a need 

to reduce uncertainty surrounding the RE process for (new) analysts was apparent, especially as 

this pertains to the refinement of the process. After careful examination of the existing literature, 

frameworks, and guidelines, and applying the gathered information in the experiment, insights 

were discovered as to the nature of the relationship between prototyping and requirements 

elicitation interviews. 

To this end, the following research questions were posed, with their null hypotheses where 

relevant: 

RQ1: What frameworks exist for analysing the qualities of requirements elicitation 

interviews? 

RQ2: To what extent does the type of interview affect the qualities of requirements 

elicitation interviews, regardless of prototype creation? 

H0-2:  Interview type has no effect on the qualities of requirements elicitation 

interviews. 

RQ2A: To what extent does the need to develop a prototype affect the qualities of 

initial requirements elicitation interviews? 

H0-2A:  The need to develop a prototype has no effect on the qualities of initial 

requirements elicitation interviews. 

RQ2B: To what extent does the need to develop a prototype affect the qualities of 

follow-up requirements elicitation interviews? 

H0-2B:  The need to develop a prototype has no effect on the qualities of follow-

up requirements elicitation interviews. 

When seeking the answers to these research questions, several observations came to light. Firstly, 

it was determined that the type of interview – either initial or follow-up – has an impact on the 

qualities of requirements elicitation interviews, thereby allowing the rejection of H0-2. Specifically, 

initial interviews tend to have more usage of the Explore As-Is System practice, whereas follow-
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up interviews tend to demonstrate increased usage of the Explore To-Be System, Develop Rapport 

with Stakeholders, and Introduce Stakeholder Agency practices, meaning the rejection of the null 

hypotheses H0-2A and H0-2B respectively. In other words, analysts are more likely to ask questions 

relating to the as-is system during initial interviews, and questions relating to the to-be system 

during follow-up interviews. It is highly suspected that this is due to the nature of these respective 

interviews, since one would expect analysts to explore the scope of the existing system prior to 

speculating about the system to be created. 

Moreover, it is speculated that the increased drive towards stakeholder agency is due to the nature 

of follow-up interviews as a way to come up with solutions or brainstorm ideas. The focus on 

rapport with stakeholders is also speculated to be due to increasing familiarity over the interview 

timeline, as stakeholders and analysts became more comfortable with each other. 

Secondly, when we consider the major aim of the research, the central question addressed in this 

research was as follows: 

MRQ: To what extent does the need to develop a prototype affect the qualities of 

requirements elicitation interviews when compared with a given framework? 

After conducting the research, it was determined that the major impact of prototyping lies in the 

use of hypotheticals and examples. Specifically, it was found that – when controlling for either 

time only or for time and total tags – the control group engaged in the Use Hypotheticals and 

Examples practice more often than the prototype group. All other qualities were not changed 

enough to be considered statistically significant. 

What this means in practice is unclear at this juncture. However, it is possible that this reduction 

in the use of hypotheticals may be contributing to an existing concern regarding prototype usage, 

namely bias towards existing solutions (Carrizo & Quintanilla, 2018; Mannio & Nikula, 2001). 

There are many unanswered questions like this regarding the nature of the results, leading to the 

need for additional research in this regard. 

6.1 Future Work 

In light of the contributions made throughout this thesis, there are several possibilities when it 

comes to future iterations of this work. Overall, when conducting the research, many decisions 
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were made that could have changed the outcome of the research if a different path had been 

followed. For example, it was decided that only one researcher would perform tagging, which had 

the potential to cause bias despite the inclusion of a secondary review. In future, it may be a good 

idea to perform tagging with several different researchers in order to minimise potential bias as 

much as possible. 

Regarding additional research which could be performed, there are several options for expanding 

on the results or exploring new facets of the experiment. Firstly, future research could expand upon 

the coding guidelines and the recommended practices in order to create an even more robust 

framework. This could ensure that many of the missed opportunities of the present research could 

be addressed. 

Secondly, it would greatly improve the quality of research to conduct the same experiment with 

young professionals instead of university students. This would not only improve the real-world 

applicability of the work, but also give insights as to what kind of quality is currently to be expected 

from new analysts. It could also provide insight as to the role of analyst expertise in this particular 

scenario. Another potential track for future work could be the conducting of a large-scale 

longitudinal field study regarding the successful and failed practices of RE interviews, especially 

regarding on-paper vs. in-practice interviews. 

Thirdly, it may be worthwhile to modify the research method to be more empirical, so as to allow 

different statistical analysis methods to be used and explored. It might also be interesting to explore 

different elicitation methods, like focus groups or observation, to see how these are impacted by 

or impact the other elicitation techniques. 

6.2 Final Thoughts 

In conclusion, this thesis has explored the effects of prototyping on the qualities of requirements 

elicitation interviews. The findings herein underscore a need for more robust guidelines and 

practice frameworks regarding how to conduct interviews effectively, as well as a need for more 

research regarding the interplay between various elicitation techniques – in this case, prototyping 

and interviews. 

Future work should focus on expanding on the research by further validating the results, exploring 
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new facets of the presented relationship, considering other elicitation techniques, and so on. By 

performing additional research in this way, it should theoretically be possible to achieve a level of 

understanding of requirements elicitation techniques that positively impacts both experts and 

novices alike.
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Appendix 

A. Full Document of Coding Guidelines 
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B. Zaremba and Liaskos’s (2021) Question Categories and Sub-Categories 

 

Time Content Form Style Probing Style Objective 

Past Users / 

Stakeholders 

Open Catch-all Elaboration / 

Informational Probe 

Forced 

Choice 

Present Needs / 

Evaluations 

Bipolar Comparison / 

Contrast 

Reason Seeking Probe Leading 

Future Processes Multiple 

Choice 

Declarative Clearinghouse Probing Direct 

 Objects / 

Data 

 Introducing Consistency Probe Indirect 

 Required 

Functions 

 Specifying Interpreting Negative 

Balance 

 Technology  Structuring Check-reflect  

 Pragmatics  Ready Reference Echo Probing  

   Instructional 

Ready Reference 

Question 

Reformulation Probe 

 

   Directional Restatement Probe  

   Tour Leading Probe  

   Targeted – 

Minitour 
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C. Classification of interview mistakes by Bano et al. (2019) 
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D. Original Explorations on Coding, Part 1: Coding Schema 



 

 

Exploring the Effects of Prototyping on Requirements Elicitation Interviews

 
 

 

81 

E. Original Explorations on Coding, Part 2: Practice Descriptions from Mohedas 
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F. Original Explorations on Coding, Part 3: Mistake Descriptions from Bano 
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G. Original Explorations on Coding, Part 4: Tag Definitions 
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H. Original Document of Coding Guidelines 
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