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A B S T R A C T

Currently, digital assistants are predominantly limited to the modality of audio or text.
As technology is moving at a rapid pace however, we can soon expect them to adopt full
artificial human appearances. Investigating the perception of these virtual humans can
help guide designers to better engineer these artificial digital humans that are to take on
the roles of digital companions.
In the past, numerous research studies have investigated the perception of virtual hu-
mans under the lens of appearance realism and animation realism among other charac-
teristics. However, virtual humans formerly termed photorealistic, cannot be called as
such under today’s standards anymore. While previously, it was a well-established fact
that photorealistic characters elicit the uncanny valley phenomenon - recent research
investigations have challenged this by re-opening research questions and making use of
new state-of-the-art photorealistic digital human models. This paper aims to contribute
towards this research effort by investigating main and interaction effects of appearance
realism and animation realism for expressive virtual humans.
In a study with 62 participants, there were statistically significant effects of appearance
realism for social presence. Additionally, animation realism as well as appearance re-
alism played a significant effect on perceived discomfort towards the virtual human.
Finally, evidence hints at higher animation realism being received significantly better
when paired with photorealistic characters.

1. Introduction

As we are heading into a more digitized world, the way hu-
mans interface with computers is set to transform itself. It’s
already possible to talk to computer assistants through sophis-
ticated voice interfaces, such as Amazon’s Alexa [1] or Google
Assistant [2]. Among the next steps is to add to the virtual assis-
tant’s audio with visuals. In media, whether it’s games, film or

in future every day applications with virtual human assistants,
we will be faced with these human-like computerized entities
that look more and more realistic. Therefore, it is important to
investigate how we perceive virtual humans and further uncover
the reasons why we perceive virtual humans in certain ways.
That way industry developers and artists can better plan for ap-
propriate virtual human designs with regards to appearance, be-
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havior and animation quality. It follows that, in recent years,
the research field investigating the perception of virtual humans
has gained a lot more traction. Especially, as virtual humans
have become incredibly realistic, to a point where they closely
resembled real humans. Specifically, the uncanny valley has ac-
crued a significant amount of attention - a phenomenon where
artificial humans are seen as unappealing when their realism is
very close to the real counterpart. Small imperfections would
trigger aversion behavior in observers. A lot of research has
been done to investigate which elements about virtual agents
create unappealing effects - the research in question however
tended to generally focus on virtual humans that aren’t photo-
realistic in today’s standards. Recent industry breakthroughs
- for instance with Epic Games’ MetaHumans [3], Ziva Dy-
namic’s [4] or Reblika’s virtual humans [5] have achieved a
level of quality in which virtual humans are indeed almost in-
distinguishable from real humans. New insights might overturn
conclusions formerly drawn from old studies with virtual char-
acter appearances that can be termed semi-realistic by today’s
standards.
Previous research has suggested that higher gesture motion re-
alism [6], higher appearance realism [7] and higher facial ani-
mation realism in virtual humans [8] lead to lower discomfort.
Comparisons have been made between photorealistic and styl-
ized human agents [6], real humans and photorealistic agents
[9] as well as photorealistic with semi-realistic virtual humans
[7].
Little research has been published to investigate interactive ef-
fects of manipulation of appearance realism and facial anima-
tion realism of human agents in a capacity that exceeds eye-
gaze and eye-blinking manipulation [10]. Exploring these chan-
nels with an emotionally expressive virtual agent is important in
identifying in how far compromising on facial animation real-
ism and appearance realism can impact the discomfort felt to-
wards the virtual human.
In this paper, main and interaction effects of appearance real-
ism and facial animation realism on the perception of a virtual
human and within the context of emotional scenarios are inves-
tigated. I searched for evidence with regards to how the simul-
taneous manipulation of appearance realism and facial anima-
tion realism could impact the social presence of and discom-
fort towards an emotionally expressive virtual human. In an
on-screen user study with 62 participants, their effects on per-
ceived emotion intensity, social presence as well as perceived
appeal and eeriness among other characteristics were analyzed.
Social presence was included as a measure in this study, along-
side affinity and perceived realism measures.

2. Related work

At the center of this research lies the investigation of social
presence and affinity of a virtual human while appearance re-
alism, animation realism and emotion context are manipulated.
As social presence and affinity are by themselves rather abstract
terms, it is important to explain the terms and their use in this
paper.
Thus, this section is organized as follows: In a first part, the

independent variables of this study are highlighted. In a sec-
ond part, the dependent variables are explored as well to give a
complete overview of the variables as used in this study.

2.1. Part I - Manipulating appearance realism, animation real-
ism and emotion context

The question arises whether animation realism mismatches
with the appearance realism of a virtual human can induce dis-
comfort.
There is little research involving the simultaneous manipulation
of a virtual human’s appearance and animation realism. How-
ever, there are still a number of notable publications to be men-
tioned in this context.
Ferstl et al. [6] investigated appearance and gesture motion re-
alism of social agents. Here they found that the motion con-
dition with highest human-like realism was significantly more
likable than all other reduced motion conditions. For appear-
ance realism investigations, they only compared between a hu-
man and an anthropomorphic robot model. Interestingly, the
robot model was perceived as significantly more likable than
the virtual human, also for the most realistic, human-like ges-
ture motion condition.
An older study, McDonnell et al. [10] investigated the effect of
different render styles and animation anomalies on the percep-
tion of virtual humans. Two of the abstract cartoon renders as
well as the most realistic renders were considered significantly
more appealing. It was the render styles categorized between
realistic and cartoonish that were perceived as the least appeal-
ing. When testing motion anomalies by removing eye-blinking
and eye-gaze or turning motion off for half of the face, they
found the anomalies were perceived a lot more unpleasant in
the case of an ill looking realistic human. On the other hand, a
cartoonish render was perceived as the most appealing. These
results hint that more realistic virtual humans make people more
sensitive towards imperfections. It is to be noted however, that
neither of these studies so far investigated emotionally expres-
sive virtual humans - a gap this study aims to contribute to-
wards.
In addition, there are a number of works either investigating the
isolated manipulation of appearance realism or animation real-
ism and their effects on the perception of virtual agents.
Notably, regarding investigating animation realism, Tinwell et
al. [8] researched if there could be a correlation between traits
associated with psychopathy and perceptions of the uncanny.
They removed any eyebrow motion in virtual characters - ef-
fectively removing an upper face startle response - and found
significant correlation between eeriness ratings with full ani-
mation realism and reduced upper face motion.
Finally, a number of studies have investigated the perception of
emotionally expressive photorealistic virtual humans. Of rele-
vance are recent papers that used virtual humans that are more
realistic, such as in this study. These studies include a paper by
Zibrek et al. [11] as well as a research endeavor by Higgins et
al. [7]. In both studies, appearance realism was manipulated for
an expressive virtual human. In the case of Higgins et al., Epic
Games’ MetaHumans were used, with same appearance real-
ism conditions as in this paper. Both of these studies had con-
clusions which suggested that the uncanny valley with today’s
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photorealism standard has been crossed, as more photorealistic
renders were perceived as more appealing in user studies.
This research was inspired with these results in mind, as it is
interesting to look for more evidence to support or challenge
their results. In addition, observing conjunction effects of ap-
pearance realism and facial animation realism, in a similar fash-
ion to McDonnell et al.’s work could lead to renewed insights
with virtual humans reaching a new state-of-the-art photoreal-
ism standard.

2.2. Part II - Measuring affinity, social presence and emotion
intensity

The Uncanny Valley
Research involving the perception of realistic virtual humans is
always accompanied by discussions about the uncanny valley.
Originally, its concept was introduced by Mori [12] in the
context of robotics. Researchers discovered that it applied to
virtual humans as well [13]. The uncanny valley describes that
with higher appearance realism, the appeal of virtual humans
increases. However, at a point where they are very close to
looking like realistic humans, they trigger instincts of aversion.
Many research investigations made it their goal to find out
possible reasons for the perception of the uncanny valley. Some
studies suggested that a mismatch of facial features triggers
the uncanny valley effect, such as eyes that were too big [14].
Others suggested that a cross-modal realism mismatch would
lead to the uncanny valley effect [15].
Towards the goal of quantifying the effect of the uncanny
valley, researchers introduced measures for affinity towards the
virtual human. Among those are likability or appeal [10] [9],
eeriness [16], familiarity [10] and attractiveness [17] of the
virtual human.

Social presence
While the term ’social presence’ was coined and is oftentimes
used in VR application contexts, it is nevertheless in its
original definition described as when one perceives ”that a
form, behavior, or sensory experience indicates the presence
of another intelligence” as stated by Frank Biocca [18]. This
term, social presence, later robustly defined to describing the
perception of a ”being with another” by Biocca et al. [19] is
transferable to other interaction contexts, such as the on-screen
experiment in this paper. Many studies have investigated the
perception of virtual humans under the lens of social presence.
For instance, a recent study by Guimaraes et al. [20] has found
evidence for social presence felt towards virtual agents being
higher in VR when compared to a screen-only interaction. Note
that this conclusion is to be regarded within the context of their
experiment as they didn’t compare multiple virtual humans
with different levels of appearance realism. Other studies, by
Zibrek and McDonnell [16] and Zibrek et al. [11], performed
investigations into how different rendering styles influence
social presence in an immersive environment and found a sig-
nificant effect of appearance realism as well. While evidence
suggests that higher social presence can be achieved in VR and
while this hints at a potential interaction effect between VR and
appearance realism, this is outside the scope of this paper. This

study aims at investigating the effect of photorealistic humans
on social presence by using Epic Games’ MetaHumans. As
the highest level of detail possible for MetaHumans didn’t run
reliably enough within a real-time VR environment, this study
was limited to an on-screen experiment.
A different research endeavor, by Higgins et al. [15], found
evidence suggesting that multimodal congruence increases
social presence with regards to audio and visual appearance
of the virtual human. While these research insights hint
at a potential interaction effect between a virtual human’s
appearance realism and their voice on social presence, it is
outside of the scope of this paper.
Essentially, it becomes clear that social presence has es-
tablished itself as an important measure for evaluating how
believable a virtual agent is as a sentient human.

Emotion Intensity
Similar research investigations to this study have looked into
the emotional response induced when faced with virtual hu-
mans, such as [16] and [20]. In this research endeavor however,
I decided to take a step back and investigate whether the dis-
played emotion stimuli were perceived as intended in the first
place. Similar to [21], the perceived emotion intensity for all
displayed emotions were measured. This would help identify if
the emotion scenarios would be perceived as designed.

2.3. Contribution of the paper

The contribution of this paper lies in the investigation of main
and compounding effects of animation realism as well as ap-
pearance realism in an emotionally expressive virtual human.
While previous papers investigated the main effects of appear-
ance realism and animation realism as previously discussed,
none have investigated interaction effects within the context of
emotionally expressive virtual humans. Additionally, it is in-
teresting to study how photorealistic characters of today - here
represented by Epic Games’ MetaHumans - can challenge past
research insights regarding the uncanny valley.

3. Experiment Design

To investigate the perception towards a virtual human and
how it changes based on appearance realism and animation re-
alism within different emotional scenario contexts, three inde-
pendent variables were formally introduced as shown in Table
1. Three investigations were opened and I formulated the fol-
lowing hypotheses:

3.1. Investigation 1: Main effects of animation realism

• H1: Full animation realism will lead to significantly
higher social presence with the virtual human. I expect
upper face motion to be important for more natural and
human-like virtual agents. Therefore, the sense of being in
the presence of a sentient human being will increase.

• I expect virtual humans with lacking upper face motion
to induce feelings of discomfort. Therefore, higher facial
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Table 1. Independent variables of this study
Independent variable Levels Level description
Appearance Realism Photorealistic Current photorealism standard

Semi-realistic Former photorealism standard
Animation Realism Full Full face animation

Medium No eyebrow animation
Low No upper face animation

Emotion Scenario Neutral
Happy
Angry
Sad

animation realism will lead to more positive affinity to-
wards the virtual human as the motions will more closely
resemble real human movement. Therefore hypotheses
are formulated as:
H2a: Full animation realism will lead to significantly
higher appeal.

H2b: Full animation realism will lead to signifi-
cantly higher familiarity.

H2c: Full animation realism will lead to signifi-
cantly higher attractiveness.

H2d: Low animation realism will lead to signifi-
cantly higher eeriness perceptions.

• H3: Full animation realism will lead to more intensely
perceived emotions. I expect that congruence of emo-
tional expressivity in facial animation and voice to be in-
dicative of perceived emotion intensity. With included up-
per face motion, the facial expressions will be more con-
gruent with the emotional voice-over. Therefore, the emo-
tions in the scenarios will be perceived as more intense.

• I expect lacking upper face motion to lead to significantly
decreased realism perceptions. Therefore, hypotheses are
formulated as:

H4a: Full animation realism will lead to higher
perceived appearance realism.

H4b: Full animation realism will lead to higher
perceived face movement realism.

H4c: Full animation realism will lead to higher
perceived behavior realism.

H4d: Full animation realism will lead to higher
perceived overall realism.

3.2. Investigation 2: Main effects of appearance realism
• H1: Photorealistic appearance will lead to significantly

higher social presence scores than Semi-realistic ap-
pearance. I expect higher appearance realism to be im-
portant for the virtual agent’s believability as a sentient

human. Therefore, Photorealistic appearance will increase
the sense of being in the presence of a sentient human.

• I expect a more human and a more detailed character to
be seen as more appealing. A semi-realistic virtual human
is known to induce more discomfort as it is representative
of former state-of-the-art realism which was considered
to be perceived as uncanny. As there has been evidence
suggesting that today’s photorealism has crossed the
uncanny, I expect it to receive significantly higher affinity
scores. Hypotheses are thus formulated as:

H2a: Photorealistic appearance will lead to signifi-
cantly higher appeal than Semi-realistic appearance.

H2b: Photorealistic appearance will lead to sig-
nificantly higher familiarity than Semi-realistic
appearance.

H2c: Photorealistic appearance will lead to sig-
nificantly higher attractiveness than Semi-realistic
appearance.

H2d: Semi-realistic appearance will lead to signifi-
cantly more eeriness than Photo-realistic appearance.

• H3: Photorealistic appearance will lead to more in-
tensely perceived emotions. I expect that the emotions
portrayed by a photorealistic human will be perceived as
more real and therefore more intense.

• I expect the higher texture and groom detail of Photoreal-
istic appearance to be perceived as a lot more human-like
than the Semi-realistic version.
H4a: Photorealistic appearance will lead to higher
perceived appearance realism than Semi-realistic
appearance.

H4b: Photorealistic appearance will lead to higher
perceived face movement realism than Semi-realistic
appearance.

H4c: Photorealistic appearance will lead to higher
perceived behavior realism than Semi-realistic appear-
ance.
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H4d: Photorealistic appearance will lead to higher
perceived overall realism than Semi-realistic appear-
ance.

3.3. Investigation 3: Interaction effects of animation realism
and appearance realism

In conjunction with the hypotheses from Investigations 1 and
2, I expect their combined effects to be significant as well.

• H1: Photorealistic appearance & Full Animation Re-
alism will lead to significantly higher social presence
scores.

• H2a: Photorealistic appearance & Full Animation
Realism will lead to significantly higher appeal.

H2b: Photorealistic appearance & Full Animation
Realism will lead to significantly higher familiarity.

H2c: Photorealistic appearance & Full Animation
Realism will lead to significantly higher attractiveness.

H2d: Semi-realistic appearance & Low Anima-
tion Realism will lead to significantly more eeriness.

• H3: Photorealistic appearance & Full Animation Real-
ism will lead to more intensely perceived emotions.

• H4a: Photorealistic appearance & Full Animation
Realism will lead to higher perceived appearance
realism.

H4b: Photorealistic appearance & Full Animation
Realism will lead to higher perceived face movement
realism.

H4c: Photorealistic appearance & Full Anima-
tion Realism will lead to higher perceived behavior
realism.

H4d: Photorealistic appearance & Full Anima-
tion Realism will lead to higher perceived overall
realism.

3.4. Stimuli creation
The independent variables as highlighted on Table 1 are

further described in depth:

Appearance Realism
To investigate the effect of appearance realism, the latest

released MetaHuman, Kioko, was used. The character is freely
available on the MetaHuman Creator site [3]. This ensured the
most realistic MetaHuman with highest quality skin textures
and grooms at the time. Two appearance realism conditions
would be compared: Photorealistic and Semi-realistic (see
Figure 1). The Photorealistic appearance condition was to be

Fig. 1. Virtual human ”Kioko” as used in this study, a MetaHuman released
by Epic Games. On the left, the Photorealistic version (LOD0). On the
right, the Semi-realistic version (LOD4).

represented by the highest quality level of detail possible for
MetaHumans, LOD0. The Semi-realistic appearance condition
was represented by LOD4 of the MetaHuman to ensure com-
parability with previous research where MetaHuman’s LOD0
and LOD4 were compared [7]. The Semi-Realistic appearance
condition here is representative of what was formerly consid-
ered to be the photorealism standard as in Higgins et al [7].

Animation Realism
As the same character was used for both Appearance Realism
conditions, it ensured that the available blendshapes would
remain the same and that the same control rig could be used to
run the animations. This means that animation sequences could
remain exactly the same for both versions, allowing for a better
base for comparing results.
There were three levels to investigate how facial animation
realism could impact the perception of the virtual human (in
conjunction with Appearance Realism and in the context of
different Emotion Scenarios). As lack of upper face motion
has been attributed to higher perceptions of eeriness, it was
interesting to investigate this effect for virtual humans as well
[8]. Therefore, next to the Full Animation Realism condition,
the anomaly conditions for removed eyebrow motion (Medium
Animation Realism) and removed upper face motion (Low
Animation Realism) were investigated as well.

Emotion Scenarios
Four emotional scenarios were designed: Neutral, Happy,

Angry and Sad. In a previous study, Boaz et al. investigated
which sentences most correlated with perceived emotions
[22]. This was used as a reference to craft 20-second scenario
sequences in which the virtual human was to express these
emotions. Per emotion 1-3 sentences from [22] were used.

3.5. Performance-driven animation
Animation sequences for the four emotion scenarios were

created with state-of-the-art motion capture technology. I per-
formed for all scenarios with a previously prepared script for
the role of a female virtual human. For the facial animation, a
Dynamixyz head mounted camera was used to record video se-
quences. Using Performer2SV [23] and Autodesk Maya [24],
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Fig. 2. Screen captures of all Emotion Scenarios (here for the Photorealistic appearance condition). From left to right: Neutral, Happy, Angry, Sad.

facial expressions were then retargeted onto the MetaHuman.
Although this study focuses on the effects of facial animation
realism, it was important to ensure that the body motion of the
virtual human was natural - even if the virtual human was vis-
ible only from the shoulders up to the experiment participants.
Towards that goal, a Vicon motion capture system was used to
record natural body movement during the emotional scenario
sequences and retarget the motions onto the MetaHuman skele-
ton.
The scenes were rendered in Unreal Engine 5 with the en-
vironment directly taken over from the MetaHuman sample
project as provided by Epic Games [3]. This means that
lighting as well as background remained unchanged from the
Epic Games MetaHuman sample project. Facial animation se-
quences, body animation sequences as well as the voice record-
ings were synced up within Unreal Engine to produce the video
sequences for the on-screen user study (see Figure 2).

3.6. Measures

For this research, a user study was conducted where partici-
pants watched on-screen videos of a virtual human with a view
from shoulders up 2. They were guided through the experiment
through a survey created on Qualtrics [25]. This survey first
displayed a consent form and instructions. Then it would ask
demographics questions, informing about gender, age and how
much experience they had with virtual humans so far.
After being randomly assigned the Photorealistic or the Semi-
realistic appearance condition, participants were then presented
with randomly ordered videos displaying different levels of An-
imation Realism for all Emotion Scenarios. After each video,
participants were asked to first answer an attention check ques-
tion (asking a simple question about what the virtual human
was talking about). Then, they answered a categorical question
pertaining to which emotion they perceived from the virtual hu-
man. Finally, they were presented with statements representing
the dependent variables of the study. They asked to rate on a
Likert scale from 1 (”Not at all”) to 7 (”Extremely”) how much
they agreed with the statements. These statements were taken
from previous research studies investigating the perception of
virtual humans as they had been tested and validated before.
An overview can be found in Table 2.
As social presence was one of the elements to be investigated,
the social presence questionnaire by Bailenson et al. [26] was
used. Predominantly utilized in the research field investigat-
ing the perception of virtual humans and in accordance with
a request from the research community to use the same social
presence measures for better comparability of studies [27], its
questionnaire items were used in this study as well.

The dependent variables pertaining to the group of ”Affinity”
would give insights into how appealing, eerie, familiar and at-
tractive participants found the virtual human. While the vari-
ables ”Appeal”, ”Eerie” and ”Familiar” originated from the
study by McDonnell et al. [10], the variable ”Attractive” they
added in a VR study in which they found that attractiveness
did play a role in how eerie/appealing a virtual character is per-
ceived [17].
An additional dependent variable is that of ”Intensity” to inves-
tigate how intensely participant perceived the virtual human’s
emotions from Wisessing et al.’s study [21].
Finally, a number of dependent variables, assigned to the group
”Realism” were measured to rigorously evaluate whether in-
tended experiment effects and the implementation quality was
sufficient (see Table 2). Items in this group were taken over
from Zibrek et al. [16] where they were previously validated.
However, as this study puts a focus on facial animation realism,
the item ”Movement Realism” from Zibrek et al.’s study is sep-
arated into ”Face Movement Realism” and ”Body Movement
Realism”. Additionally, an item, ”Voice Realism” was added
to investigate whether the actress delivered a performance with
sufficient quality, given that it wasn’t a professional actress.

3.7. Participants

For the user study, participants were recruited on Amazon
Mechanical Turk [28]. Participants were reimbursed 4$. A to-
tal of 94 people took part in the study, however 32 had to be
excluded due a number of failed attention checks.
This means that there were a total of 62 participants, 31 of
which were randomly assigned scenario videos for the Photo-
realistic Appearance Realism condition and 31 of which were
randomly assigned scenario videos for the Semi-realistic Ap-
pearance Realism condition.
Each participant watched 12 videos as for every Appearance
Realism condition, there were four Emotion Scenarios rendered
in three Animation Realism levels. After each video, there was
one attention check question, asking a multiple-choice question
about elements the virtual human was talking about.
Participants’ survey submissions were deemed admissible if
they passed at least 11 out of 12 attention check questions.
This was due to one error being attributed to a genuine mis-
take amidst 11 correctly answered attention checks (e.g. a mis-
click).
The mean age of participants was 35.58 (SD = 8.76) with the
youngest participant being of age 21 and the eldest being of age
56. On average, their experience with virtual humans or gaming
media in general was slightly above average. The mean being
between categorical inputs ”A moderate amount” and ”A lot”.
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Table 2. Dependent variables of this study. Participants could rate these questionnaire items on a Likert scale from 1 (”Not at all”) to 7 (”Extremely”).
Group Dependent variable Questionnaire item

Emotion Perception Intensity ”How intense was the emotion you observed?”

SP1 ”It feels as if I am in the presence of another person in the room
with me.”

Social Presence SP2 ”It feels as if the girl is watching me and is aware of my pres-
ence.”

SP3 ”The thought that the girl isn’t real crossed my mind often.”

SP4 ”The girl appears to be alive.”

SP5 ”The girl is only a computerized image, not a real person.”

Appeal ”I found the girl appealing, likable.”

Affinity Eerie ”I found the girl eerie, creepy.”

Familiar ”I found the girl familiar, I have seen a similar person before.”

Attractive ”I found the girl attractive.”

Appearance Realism Per-
ception

”I found the girl’s appearance realistic.”

Realism Face Movement Realism ”I found the girl’s facial movements realistic.”

Body Movement Realism ”I found the girl’s body movements realistic.”

Behavior Realism ”I found the girl’s behavior realistic.”

Voice Realism ”I found the girl’s voice realistic.”

Overall Realism ”I found the girl realistic overall.”

Gender was balanced with 16 being female and 15 being male
in each Appearance condition.

4. Results

The goal was to investigate main and compounding effects of
appearance realism (Photorealistic, Semi-realistic), animation
realism (Low, Medium, Full) on the social presence and affinity
towards the virtual human portrayed in the context of different
emotional scenarios (Neutral, Happy, Angry, Sad). The scale
measures were Social Presence, Intensity, Appeal, Eerie, Fa-
miliar, and Attractive to investigate the hypotheses specifically.
Additional scale measures were Overall Realism, Face Move-
ment Realism, Body Movement Realism, Behavior Realism and

Voice Realism to check proper intended experiment design stim-
uli effects.
Each measure was to be evaluated individually. Therefore, a
mixed three-way ANOVA design was employed with between-
subject factor Appearance Realism and within-subject factors
Animation Realism and Emotion Scenario.
A subsequent analysis using a two-way mixed ANOVA fol-
lowed. It was evaluated separately for every emotion scenario
with between-subject factor Appearance Realism and within-
subject factor Animation Realism. In cases where a two-way
ANOVA resulted in statistically significant results, it is specifi-
cally highlighted in the following sections.
The homogeneity of variance assumption was tested using Lev-
ene’s test, while the assumption of sphericity was checked with
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Table 3. Hypothesis Conclusions
Hypothesis Predicted Effect Supported by analysis?
Investigation 1
H1 SOCIAL PRESENCE: Animation Realism No
H2a APPEAL: Animation Realism No
H2b FAMILIAR: Animation Realism No
H2c ATTRACTIVE: Animation Realism Yes
H2d EERIE: Animation Realism No
H3 INTENSITY: Animation Realism Yes
H4a APPEARANCE REALISM PERCEPTION: Animation Realism No
H4b FACE MOVEMENT REALISM: Animation Realism Yes
H4c BEHAVIOR REALISM: Animation Realism Yes
H4d OVERALL REALISM: Animation Realism Yes
Investigation 2
H1 SOCIAL PRESENCE: Appearance Realism Yes
H2a APPEAL: Appearance Realism No
H2b FAMILIAR: Appearance Realism No
H2c ATTRACTIVE: Appearance Realism No
H2d EERIE: Appearance Realism No
H3 INTENSITY: Appearance Realism No
H4a APPEARANCE REALISM PERCEPTION: Appearance Realism No
H4b FACE MOVEMENT REALISM: Appearance Realism No
H4c BEHAVIOR REALISM: Appearance Realism No
H4d OVERALL REALISM: Appearance Realism No
Investigation 3
H1 SOCIAL PRESENCE: Appearance Realism x Animation Realism Yes
H2a APPEAL: Appearance Realism x Animation Realism No
H2b FAMILIAR: Appearance Realism x Animation Realism No
H2c ATTRACTIVE: Appearance Realism x Animation Realism No
H2d EERIE: Appearance Realism x Animation Realism No*
H3 INTENSITY: Appearance Realism x Animation Realism No
H4a APPEARANCE REALISM PERCEPTION: Appearance Realism x Animation Realism Yes
H4b FACE MOVEMENT REALISM: Appearance Realism x Animation Realism No
H4c BEHAVIOR REALISM: Appearance Realism x Animation Realism No
H4d OVERALL REALISM: Appearance Realism x Animation Realism No

(* = Effect was found, yet different from hypothesis)

Mauchly’s test. If Mauchly’s test returned significant, the de-
grees of freedom were adjusted using Huyhn-Feldt estimates.
In several cases the homogeneity of variance assumption was
violated. Then a non-parametric equivalent for a mixed three-
way ANOVA was used in the form of the nparLD software
package in R [29]. In case of statistically significant effects,
non-parametric post-hoc pairwise comparisons with Tukey-
HSD contrasts and 95% confidence intervals then followed us-
ing the software package nparcomp in R [30].
An overview of results can be found in Table 3, 4 and 5. In the
following, they are described in more detail.

4.1. Social Presence (H1)

Of interest was whether manipulating Animation Realism
and Appearance Realism would lead to different perceptions of
Social Presence in different emotional scenarios.
As is custom [26], the cumulative score of all social presence

Fig. 3. Estimated marginal means for the variable Social Presence. A sig-
nificant effect of Appearance Realism was found.

items SP1 to SP5 was evaluated after checking the data for re-
liability (Cronbach’s alpha α = 0.935 ). Do note that items SP3
and SP5 contributed inversely to the cumulative scores.
No significant main effect was found for the variable Animation
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realism for a 95% confidence interval (F(2, 120) = 2.716, p =
0.07). However, the graph of Figure 3 still shows visually dis-
tinct effects of animation realism on the Social Presence scores.
Figure 3, also displaying the estimated means for Animation
Realism shows visibly noticeable differences between the three
levels, Low Animation Realism (estimated x = 3.452, SE =
0.559), Medium Animation Realism (estimated x = 3.931, SE
= 0.547) and Full Animation Realism (estimated x = 4.25, SE
= 0.499).
For the independent variable Appearance Realism, a three-
way ANOVA revealed a significant main effect (F(1, 60) =
4.057, p = 0.048). As seen in Figure 3, there was a notice-
ably different Social Presence rating for the Appearance condi-
tion Photorealistic (estimated x = 4.879, SE = 0.703) as com-
pared to the Semi-realistic condition (estimated x = 2.876, SE
= 0.703), indicating that social presence was indeed increased
for the photorealistic appearance condition.
Although no significant interaction effects were revealed in the
three-way mixed ANOVA - pairwise comparisons with 95%
Bonferroni confidence interval did highlight a significant inter-
action effect of animation realism with appearance realism. It
was overall in the Full Animation Realism condition that Photo-
realistic Appearance lead to significantly higher social presence
scores than Semi-Realistic Appearance (p = 0.038).
A separate two-way mixed ANOVA test for each Emotion Sce-
nario was conducted for further investigation. It revealed that
only for the Anger condition in pairwise comparisons with 95%
Bonferroni confidence interval that there was an additional sig-
nificant interaction effect. Specifically, for the Medium Anima-
tion Realism condition, Photorealistic Appearance led to sig-
nificantly higher Social Presence ratings (p = 0.035). Separate
tests for Angry and Sad Emotion Scenarios corroborated the re-
sults of the three-way ANOVA - showing significant interaction
effects in pairwise comparisons where Full Animation Realism
led to significantly higher Social Presence (Angry: p = 0.016,
Sad: p = 0.025).
Finally, no other interaction effects proved significant for the
measure Social Presence.

4.2. Affinity Perceptions (H2)

To investigate was whether Animation Realism or Appear-
ance Realism influenced the affinity measures towards the
virtual human in different emotional scenario contexts.

Appeal (H2a)
Neither Animation Realism, nor Appearance Realism had any
main effects that proved significant for the measure Appeal.
Furthermore, no statistically significant interaction effects were
observed.
Overall, the Appeal ratings were above or around average.
Photorealistic Appearance (estimated x = 4.223, SE = 0.238)
scored slightly higher than Semi-realistic Appearance (esti-
mated x = 4.14, SE = 0.238) on the Appeal scale. Similarly,
higher Animation Realism consistently resulted in higher
Appeal averages - with Full Animation Realism (estimated
x = 4.286, SE = 0.179) being more appealing than Medium
Animation Realism (estimated x = 4.19, SE = 0.16) and

Fig. 4. Estimated marginal means for affinity variables.

Medium Animation Realism being more appealing than Low
Animation Realism (estimated x = 4.069, SE = 0.19).
Although, there are no significant effects as related to
the hypotheses, a significant effect of Emotion Scenario
(F(2.586, 155.16) = 10.976, p < 0.001) was observed. Sub-
sequent post hoc pairwise comparisons highlighted that the
Emotion Scenarios Angry and Sad scored significantly lower
on the Appeal scale than the Emotion Scenarios Neutral and
Happy (see Table 4) .

Familiar (H2b)
No statistically significant main or interaction effects could be
observed for the measure Familiar.

Attractive (H2c)
There was indeed a statistically significant main effect for
Animation Realism (F(1.93, 115.8) = 3.527, p = 0.03).
Subsequent post hoc pairwise comparisons revealed that the
Low Animation Realism condition scored significantly lower
on the Attractive scale than the Medium (p = 0.025) and Full
(p = 0.036) Animation Realism conditions. Figure 4 highlights
this effect, with estimated marginal means for High Animation
Realism being at an estimated x = 4.036 (SE = 0.203), for
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Medium Animation Realism being at an estimated x = 4.048
(SE = 0.209) and for Low Animation Realism being at an
estimated x = (SE = 3.831).
No statistically significant main effect of Appearance Realism
could be found. However, a general tendency can still be
observed in Figure 4. Attractive scores in Photorealistic
Appearance reveal an overall higher score (estimated x =
4.185, SE = 0.277) than Semi-realistic Appearance (estimated
x = 3.758, SE = 0.277).
No other statistically significant main or interaction effects
could be observed for the measure Attractive.

Eerie (H2d)
A three-way mixed ANOVA yielded the result of no statis-
tically significant main or interaction effects. The outcome
safely suggests that the null hypothesis holds which states that
the means of all sample sizes are about the same. Due to the
complexity of a three-way mixed ANOVA, smaller interaction
effects might be obscured however.
In Figure 4, a tendency can be observed for Appearance
Realism. Semi-realistic Appearance (estimated x = 3.957,SE =
0.218) reveals overall higher Eerie scores than Photorealistic
Appearance (estimated x = 3.707, SE = 0.218).
In addition, a tendency for Animation Realism can be observed
as well. Overall, Low Animation Realism led to higher Eerie
scores (estimated x = 3.919, SE = 0.177) than Full Animation
Realism (estimated x = 3.823, SE = 0.168). There was a
noticeable peak in the Happy in the Semi-realistic Appearance
condition acting against the trend however.
Additional two-way mixed ANOVA tests were conducted in
a follow-up investigation to analyse the sample groups for
the Emotional Scenarios separately - with a non-parametric
equivalent test for the Emotion Scenarios Neutral and Angry as
only here the assumption of homogeneity was violated.
While a two-way mixed ANOVA with between-subject factor
Appearance Realism and within-subject factor Animation
Realism revealed no significant overall effects for any of
the Emotion Scenarios - for the Emotion Scenario Happy
a planned pairwise comparisons test did reveal statistical
significance for the interaction effect of Animation Realism
with Appearance Realism. Specifically, a pairwise comparison
with a Bonferroni adjusted 95% confidence interval highlighted
that in the Full Animation Realism condition, the Appearance
condition Semi-realistic was perceived to be significantly more
eerie than the Appearance condition Photorealistic (p = 0.03).
This becomes apparent in Figure 4 as well, where there is a
peak visible for the Eerie measure in the sample group for
Semi-realistic Appearance with Full Animation Realism for
the Happy scenario (x = 4.58, SD = 1.48) when compared to
its Photorealistic counterpart (x = 3.71, SD = 1.596).

4.3. Intensity (H3)

An additional point of investigation was to analyze in what
capacity Animation Realism and Appearance Realism would
impact perceived emotion intensity within different Emotion
Scenario contexts.
Here, a three-way ANOVA didn’t reveal any significant effects

Fig. 5. Estimated marginal means for the variable Intensity.

for Animation Realism or Appearance Realism. With anima-
tion realism being rather close to significance in the ANOVA
however (p = 0.08), a planned pairwise comparisons test was
conducted with 95% Bonferroni adjusted confidence intervals.
These highlighted a statistically significant effect of Animation
Realism which wasn’t readily apparent in the full three-way
ANOVA. Specifically, the Low Animation Realism condition
was overall rated significantly lower in intensity than the Full
Animation Realism condition (p = 0.025). These significant
effects become apparent in the visualization of Figure 5 as well.
Particularly through the estimated means for the Full (estimated
x = 4.988, SE = 0.127), Medium (estimated x = 4.843, SE =
0.133) and Low (estimated x = 4.718, SE = 0.144) Animation
Realism conditions.
No statistically significant main effect for Appearance Realism
was recorded.
Aside from the hypothesis investigations, there was also
a statistically significant main effect of Emotion Scenario
(F(2.699, 161.97) = 11.756, p < 0.001). Post hoc pairwise
comparisons clarified that participants perceived the Sad Emo-
tion Scenario to be significantly more intense than the Neu-
tral (p < 0.001) and Happy (p < 0.001) Emotion Scenar-
ios. Similarly, the Angry Emotion Scenario was perceived to
be significantly more intense than the Emotion Scenarios Neu-
tral (p < 0.001) and Happy (p = 0.013).
No interaction effects proved significant for the measure Inten-
sity.

4.4. Realism Measures
To verify intended stimuli effects and account for possible

confounding effects, additional realism measures were ob-
served and analyzed.

Appearance Realism Perception (H4a)
There were no significant main effects for the independent
variable Animation Realism.
Interestingly, there was no statistically significant main effect
for the independent variable Appearance Realism as well.
Figure 6 highlights that the estimated averages for the Photo-
realistic Appearance condition (x = 4.8, SE = 0.203) and the
Semi-realistic Appearance condition (x = 4.478, SE = 0.203)
do show a visual difference however.
In fact, there was an interaction effect of Animation
Realism with Appearance Realism and Emotion Sce-
nario which was on the cutoff for statistical significance
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(F(6, 360) = 1.708, p = 0.052). This result warranted further
post hoc investigations. For that, pairwise comparisons were
made, using a Bonferroni adjusted 95% confidence interval.
Subsequently, this highlighted that indeed there were multiple
significant interaction effects of Animation Realism with
Appearance Realism for the measured variable Appearance
Realism Perception as highlighted in Table 4.
Notably, separate two-way ANOVA tests for the Emotion
Scenarios showed significant effects in post hoc pairwise com-
parisons with 95% Bonferroni adjusted confidence intervals.
Results highlighted that for the Neutral Emotion Scenario, only
in the Semi-realistic condition, the Full Animation Realism
the character was perceived as having significantly higher
appearance realism than the with Medium Animation Realism
(p = 0.003). Additionally, for the Angry Emotion Scenario,
only with Full Animation Realism was the Photorealistic
character perceived significantly more realistic in appearance
than the Semi-realistic character (p = 0.037).
Finally, it was important to verify that the Photorealistic
Appearance Realism condition was perceived as realistic
enough to warrant the Photorealistic classification. With an
estimated mean clearly above average, the results do indicate
that the photorealistic rendition of the virtual human was seen
as very realistic - with room for improvement however.

Face Movement Realism (H4b)
The three-way ANOVA revealed no statistically significant
main effects for Animation Realism or Appearance Realism.
Yet, a statistically significant interaction effect of An-
imation Realism and Emotion Scenario was revealed
(F(5.597, 335.841) = 2.234, p = 0.044).
This warranted separate two-way ANOVA tests for all Emotion
Scenarios which showed that for the Sad Emotion Scenario,
a main effect of Animation Realism could be observed
(F(2, 120) = 10.197, p = 0.002). Post hoc pairwise compar-
isons with Bonferroni 95% confidence intervals highlighted
that the Face Movement Realism scores dropped significantly
for the condition Low as compared to the scores for the
Medium (p = 0.024) and Full (p = 0.007) Animation Realism
conditions.
Interestingly, no other interaction effects proved statistically
significant for the measure of Face Movement Realism.
Next to distinctly perceived Animation Realism levels, it
was also important to verify that the Full Animation Realism
condition was perceived as highly realistic. This gave an
indication in how successful the performance-driven animation
was in re-producing realistic facial motions. With an estimated
x = 4.56 (SE = 0.162), it becomes apparent that while the
animation quality was overall deemed above average, its
quality can be improved significantly as well.

Behavior realism (H4c)
A significant main effect of Animation Realism was found
(F(1.977, 118.62) = 3.23, p = 0.04). Post hoc pairwise
comparisons then showed that the Low Animation Realism
condition led to significantly lower ratings for Behavior
Realism than the conditions Medium (p = 0.04) and Full

(p = 0.015).
No other main or interaction effects proved significant for the
measure behavior realism.

Overall realism (H4d)
For the measure Overall Realism, there was a statis-
tically significant main effect of Animation Realism
(F(1.889, 113.34) = 4.417, p = 0.014). Subsequent post
hoc pairwise comparisons highlighted that the Low Animation
Realism condition led to significantly lower Overall Realism
ratings than the Full Animation Realism condition (p = 0.004).
No other main or interaction effects proved statistically signifi-
cant for the measure of Overall Realism.

Voice Realism and Body Movement Realism
In line with expectations, no statistically significant main or
interaction effects could be observed for the measures Voice
Realism and Body Movement Realism.

4.5. Qualitative Feedback

In addition to the reported quantitative results, participants
had the optional opportunity to leave qualitative feedback as
well. Most of it was simple positive feedback for the nature
of the questionnaire as it was deemed ”interesting” and ”nice”
by numerous participants. However, some feedback relayed
further information. One of those notes indicated that the au-
dio seemed to be perceived as slightly unsynced. This hints at
the lip sync having room for improvement as it was noticeable
enough for participants to mention it. Overall however, the sur-
vey was well received with some participants pointing out that
they could tell there was a lot of care put into the creation of the
emotion scenarios with the virtual human.

5. Discussion

Results highlighted that appearance realism had a significant
effect on social presence. This effect was observable regardless
of emotion scenario context as well, directly challenging past
research insights which found that manipulating appearance re-
alism wouldn’t influence perceived social presence with a vir-
tual character to a significant extent (see Zibrek et al. [16] [31]).
Past studies investigating social presence were using characters
more comparable in appearance realism to the semi-realistic
character in this study. This hints at photorealism today to be so
alike real humans that a significant increase in social presence
has been reached.
Further, while there was no significant main effect found for an-
imation realism, there was an interesting interaction effect be-
tween animation realism and appearance realism of the charac-
ter. Specifically, when the animation was the most realistic the
photorealistic character was inducing significantly higher per-
ceptions of social presence than its semi-realistic counterpart.
In conjunction with results from affinity and realism variables,
this hints at a more interesting connection between appearance
and animation realism which can be very helpful in designing
virtual humans in the digital sphere.
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Table 4. Statistical Significance - Part 1
Effect ANOVA Result Post hoc
Social Presence
SOCIAL PRESENCE: Appearance Realism F(1, 60) = 4.057, p = 0.048 Photorealistic appearance leads to higher so-

cial presence (p = 0.048).
SOCIAL PRESENCE: Appearance Realism x
Animation Realism

F(2, 120) = 1.55, p > 0.05 Despite ANOVA being non-significant, pair-
wise Bonferroni 95% adjusted comparison
showed: With Full Animation Realism Photo-
realistic characters lead to significantly higher
social presence (p = 0.038).

SOCIAL PRESENCE [Separate test for An-
gry]: Appearance Realism x Animation Real-
ism

F(1.713, 102.806) =

4.637, p > 0.05
Despite ANOVA being non-significant, pair-
wise Bonferroni 95% adjusted comparison
showed: With Medium Animation Realism
Photorealistic characters lead to significantly
higher social presence (p = 0.035).

Affinity
APPEAL: Emotion Scenario F(2.586, 155.16) = 10.976,

p < 0.001
Emotion Scenario Angry significantly less ap-
pealing than Neutral (p < 0.001) and Happy
(p < 0.001). Emotion Scenario Sad also sig-
nificantly less appealing Neutral (p = 0.042)
and Happy (p = 0.027) scenarios.

EERIE [Separate test for Happy]: Appear-
ance Realism x Animation Realism

F(2, 120) = 0.728, p > 0.05 Despite ANOVA being non-significant, pair-
wise Bonferroni 95% adjusted comparison
showed: Semi-realistic character perceived to
be significantly more eerie than Photorealis-
tic character only in Happy scenario with Full
Animation Realism (p = 0.03).

ATTRACTIVE: Animation Realism F(1.93, 115.8) = 3.527, p =
0.03

Low Animation Realism significantly less at-
tractive than Medium (p = 0.025) and Full An-
imation Realism (p = 0.036).

Intensity
INTENSITY: Emotion Scenario F(2.699, 161.97) = 11.756,

p < 0.001
Emotion Scenario Sad perceived as signifi-
cantly more intense Neutral (p < 0.001) and
Happy (p < 0.001) scenarios. Emotion Sce-
nario Angry perceived as significantly more in-
tense than scenarios Neutral (p < 0.001) and
Happy (p = 0.013).

INTENSITY: Animation Realism F(1.920, 115.219) = 3.225,
p = 0.045

Full Animation Realism significantly more
intense than Low Animation Realism (p =
0.025).

With regards to appeal, while no statistical significance for an-
imation realism could be found, the graphs in Figure 4 depict
a clear tendency where higher animation realism led to higher
appeal of the virtual character. Additionally, data revealed the
photorealistic character to be appealing on average than the the
semi-realistic version. Although not significantly so.
Further, the results for appeal are interestingly complemented
by those for eeriness ratings as well. An interaction effect
for emotion scenario, animation realism and appearance real-
ism revealed that only when the animation realism was higher,
the semi-realistic virtual human expressing happiness was per-
ceived as significantly more eerie than its photorealistic coun-

terpart. This peculiar result hints at a more complex explana-
tion for eeriness perceptions. Specifically, the data suggests
that photorealistic virtual humans are a much better fit for
performance-driven highly realistic animations. These results
supports past research insights by Bailenson et al. [32] who
found that a mismatch between behavior realism and appear-
ance realism can lead to lower social presence and lower affinity
towards the virtual character. As animation realism in this study
turned out to be an accurate predictor for perceived behavior re-
alism, the comparison between studies becomes plausible.
With the addition of higher animation realism leading to signif-
icantly higher perceived attractiveness ratings, we can see that
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Table 5. Statistical Significance - Part 2
Effect ANOVA Result Post-hoc
Realism
APPEARANCE REALISM PERCEPTION:
Appearance Realism x Animation Realism x
Emotion Scenario

F(6, 360) = 1.708, p =

0.052
Emotion Scenario Neutral had overall signif-
icantly higher scores for Appearance Realism
than the Emotion Scenario Angry (p = 0.032)
only for Semi-realistic character with Full An-
imation Realism.

APPEARANCE REALISM PERCEPTION
[Separate test for Neutral]: Appearance Re-
alism x Animation Realism

F(1.75, 105.075) = 2.93,
p = 0.06

Full Animation Realism condition led to
higher perceived appearance realism than
Medium Animation Realism (p = 0.003) only
for Semi-realistic character.

APPEARANCE REALISM PERCEPTION
[Separate test for Angry]: Appearance Real-
ism x Animation Realism

F(2, 120) = 2.791, p = 0.06 Photorealistic character elicited higher per-
ception of appearance realism than Semi-
realistic character (p = 0.037) only with Full
Animation Realism.

FACE MOVEMENT REALISM [Separate
test for Sad]: Animation Realism

F(2, 120) = 10.197, p =
0.002

Low Animation Realism perceived to be sig-
nificantly less realistic than Medium (p =

0.024) and Full (p = 0.007) Animation Re-
alism.

BEHAVIOR REALISM: Animation Realism F(1.977, 118.62) = 3.23,
p = 0.04

Low Animation Realism led to significantly
lower perceived behavior realism than Medium
(p = 0.04) and Full (p = 0.015)

OVERALL REALISM: Animation Realism F(1.889, 113.34) = 4.417,
p = 0.014

Low Animation Realism led to significantly
lower perceived overall realism than Full (p =
0.004)

animation realism plays an important role in conjunction with
appearance realism. Eeriness ratings were only significantly in-
creased in one case for the semi-realistic virtual human when
a mismatch between appearance realism and animation realism
was apparent.
Results regarding eeriness perceptions differed from the study
by Tinwell et a.[8]. where significance for animation realism
was found. It is to be noted however that the stimuli participants
were subject to differed between the two studies. In Tinwell’s
study, upper face motion was an important indicator the the vir-
tual agent’s reaction to external stimuli. The stimuli simulated
unexpected sounds which would require surprise reactions from
the virtual agents. Environment scenario context beyond the
virtual human’s emotional state might have an interaction effect
with animation realism as well - this was not investigated and
outside the scope of this study.
However, it is an important insight to realize that animation re-
alism shouldn’t be limited to lip sync only. While the removal
of eyebrow motion didn’t lead to significantly different eerie
ratings, there was a significant change in attractiveness percep-
tions. Furthermore, manipulating animation realism led to a
significant main effect for perceived differences in behavior re-
alism and overall realism. Therefore, more realistic motions are
perceived as more attractive which supports studies by Zibrek et

al. [17] [33]. As attractiveness has been linked to more positive
customer engagement [34], it can be a desired trait for embod-
ied virtual assistants.
Finally, the emotion intensity was perceived differently based
on emotion scenario. This result needs to be regarded critically
however. While it is true that the angry and sad emotion scenar-
ios were perceived to be a lot more intense - this might simply
be due to the scenario script resonating more with participants
or the voice acting leading to these conclusions. The observa-
tion that is more poignant is that the emotions were perceived
as significantly less intense for the Low animation realism con-
dition.
We would expect upper face motion to be incredibly important
in portraying and displaying emotion. Complete removal of up-
per face motion did indeed lead to significantly lower intensity
ratings. Interestingly enough however, the lack of eyebrow mo-
tion didn’t lead to significantly different perceptions of emotion
intensity. While the averages for the different animation real-
ism conditions do show a difference between all three levels of
animation realism, the influence of eyebrow motion didn’t lead
to differences that were big enough to warrant statistical signif-
icance.
This might be due to the short length of the video stimuli how-
ever. As the scenes were limited to around 20 seconds, this
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Fig. 6. Estimated marginal means for the realism check variables.

observation might be specific to short visual stimuli only. Ad-
ditionally, the eyebrow motion of humans is quite subtle which
was reflected in the video renders of this study. The addition or
removal of upper-face wrinkles was quite pronounced between
the conditions with and without eyebrow motion however. This
hints towards upper face wrinkles not being relevant in short
animation sequences with regards to emotion intensity.
Finally, the measure of Face Movement Realism revealed that
manipulating animation realism only led to signficant differ-
ences in the Sad emotion scenario. This might be due to the

body movement of the virtual human varying between emotion
scenarios however. The sad scenario allowed for the most sub-
dued body motions, giving participants the opportunity to focus
more on the virtual agent’s face.

6. Limitations and future work

These results need to be put into perspective however. The
experiment was conducted with only one female virtual human
model. It can be interesting to investigate if and how people
would react differently to other virtual humans with regards to
ethnic background and gender. Ethnic biases might have played
a role in how the virtual human was perceived. Varying facial
morphology to reflect ethnic differences can lead to further in-
sight into the influence of ethnic bias on the perception of vir-
tual characters.
This work also leads to the question of whether face-tracking
and retargeting systems might benefit from creating altered al-
gorithms for different ethnic groups for better animation quality
as has been proposed in the past [35] as challenges arose from
using a dark-skinned actress.
Further, this study was limited to an on-screen experiment due
to the highest quality level of detail for Epic Games’ MetaHu-
mans not running reliably enough within real-time VR appli-
cations at the time of publication. Researching the interaction
effects of animation realism and appearance realism in a VR
environment might be a valuable endeavor.
Moreover, in this study, the background of the virtual human
was limited to a blank screen. It can also be an interesting re-
search question to investigate the effect an environment has on
the perception of an emotionally expressive virtual human.
Additionally, this research didn’t allow for a responsive virtual
human which could engage and react to participants. It was
limited to an on-screen video presentation. This gives rise to
the question how the realism perception of virtual humans is
influenced in an interactive setting.
In closing, there are direct criticisms to this study that need to
be addressed as well. The lip sync was not perfect and had
room for improvement, as indicated by participant feedback.
Lip sync overall leads to the question in how far the effect of
voice is prevalent in the perception of virtual humans. While
there has been evidence for a voice - appearance mismatch to
lead to different perceptions towards the virtual human, this was
outside of the scope for this study and has not been investigated.
As our perception is naturally cross-modal [36], voice has a def-
inite effect on perception [15][37]. A follow-up study could in-
vestigate in how far simultaneous manipulation of voice realism
has an influence on the perception of the virtual human as well.
Though it is to be noted that a survey as used in this study might
not be sufficient to capture cross-modal dependencies. This is
due low-level perceptual dependencies in the human brain with
neurons that activate for cross-modal audio-visual stimulation
[38].
Moreover, in this study only one way of manipulating appear-
ance realism was accounted for. Only by varying levels of detail
to influence photorealism level was the influence of appearance
investigated. There are further comparisons to be made, for
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example comparing the photorealistic version with a stylized,
more cartoonish version or with anthropomorphic characters as
well.
Additionally, animation realism in this study was manipulated
in a specific way - manipulations with more granularity and
more variation might lead to new or different insights.
To be noted is that for a number of tests during the statistical
analysis, the assumption of homogeneity for ANOVA had been
violated. This led to the use of a non-parametric solution which
does not have as much power as a robust ANOVA. Therefore,
a repeat study under similar conditions with sample groups that
conform to the homogeneity of variance assumption is recom-
mended. This could lead to further insights and provide more
data towards this research topic.
Finally, the current state of technology opens up very relevant
and interesting ethical questions with regards to digital humans.
We are at a stage where virtual humans are realistic enough to
replace real actors in movies and TV [39] without the audience
being the wiser. It is difficult to predict the consequences on the
artist’s workflow or on the impact for ownership over digital as-
sets. Selling your digital human copy on the market is on the
precipice of becoming reality [40].
Now that virtual humans are almost indistinguishable from real
humans, evidenced by significantly increased social presence
compared to what technology was capable of before - how eth-
ical is it to create digital humans in the likeness of real people
to use in digital media?

7. Conclusion

In this study, the main and interaction effects of a virtual hu-
man’s appearance realism and animation realism within differ-
ent emotion scenario contexts were investigated.
The study reveals interesting interaction effects between ap-
pearance realism and animation realism for emotionally expres-
sive virtual humans. While only appearance realism lead to a
significant main effect on perceived social presence, this study
further highlighted important conjuntion effects of animation
realism with appearance realism for social presence.
Higher movement realism has been found to be significantly
more attractive. However, with regards to the uncanny valley,
this study highlighted a more complex interaction effect be-
tween animation realism and appearance realism for perceived
eeriness which warrants further investigation. Only with full
animation realism was the semi-realistic character perceived to
be significantly more eerie than the photorealistic character.
Together with results regarding social presence, it suggests that
higher motion realism is only effective when matched with
higher appearance realism.
Finally, evidence in this study also suggests that we prefer
happy or neutral emotion scenarios for virtual humans. For
emotional support chatbots for example, social presence is in-
credibly important in facilitating better treatment efficacy [41].
Furthermore, results here suggest that for shorter animation
sequences, removing eyebrow motion will not lead to signif-
icantly different perceived emotion intensity. This might in-
form animators and character artists that for short sequences,

the intended portrayed emotions would be sufficiently conveyed
without eyebrow motion as well.
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Supplementary material is added in the form of video
renders with the virtual human as presented to participants.
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d/1lSnOXajMnlqhnyYcNkmrut08akSDPkLX/view?usp=
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Appendix A. Emotion Scenario Scripts

Appendix A.1. Neutral

”Hmm, so, I went to the grocery store this morning and I
made sure to buy onions, some potatoes.. Umm.. Right. I also
didn’t forget about the bread. I bought some pasta as well..”

Appendix A.2. Happy

”Oh hi! It’s so nice to see you. In general, today feels like
a really good day. Umm, first the weather is really, really won-
derful today. And.. The food I ate earlier at that restaurant I
went to also tasted really nice. But most importantly, I got a
promotion at work!”

Appendix A.3. Angry

”Alright, I’m done. You – Stop what you’re doing and come
over here. Listen. I am sick and tired of you being late every
single time. We’re supposed to be a team – but we can not count
on you at all. I’m just done.”

Appendix A.4. Sad

”Oh. Hey. It’s just – I’ve been really lonely lately. Every day
is the same.. I wake up. Sit down at my PC all day – go back to
sleep. Repeat. It’s just..”

Appendix B. Full statistical analysis results

For a number of sample groups for some dependent variables,
the assumptions for ANOVA were violated. The assumption
for homogeneity being violated meant having to use a non-
parametric mixed ANOVA. In addition, violating the assump-
tion of sphericity meant having to adjust degrees of freedom to
Greenhouse Geisser or Huynh-Feldt estimates. They are high-
lighted in the following to further explain results as shown in
the paper.
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Appendix B.1. Social presence
Mauchly’s test revealed that the assumption of sphericity had

been violated for Emotion Scenario (χ2 = 31.5, p < 0.001), so
degrees of freedom were adjusted using Huynh-Feldt estimates
(ϵ = 0.786).

Appendix B.2. Appeal
Levene’s test revealed that for multiple sample groups, the

homogeneity of variance assumption was violated. There-
fore, an alternative non-parametric equivalent to ANOVA was
used. This revealed a significant effect of Emotion Scenario
(F(2.586, 155.16) = 10.976, p < 0.001). Subsequent post hoc
investigations highlighted that the Emotion Scenarios Angry
and Sad scored significantly lower on the Appeal scale than the
Emotion Scenarios Neutral and Happy (see Table 4.

Appendix B.3. Attractive
For the measure Attractive, the assumption of homogeneity

of variance was violated for one sample group (p = 0.028) as
Levene’s test revealed. Therefore, a non-parametric equivalent
for a three-way mixed ANOVA was employed.

Appendix B.4. Eerie
As a Levene’s test revealed that for the sample groups in

regards to the Emotion Scenarios Neutral and Angry the as-
sumption of homogeneity of variances was violated, a non-
parametric three-way mixed ANOVA equivalent was run for
these.

Appendix B.5. Intensity
Levene’s test proved that for one sample group, the ho-

mogeneity of variance assumption was violated. A non-
parametric equivalent to ANOVA was then employed which re-
vealed a statistically significant main effect of Emotion Sce-
nario (F(2.699, 161.97) = 11.756, p < 0.001). In addition,
non-parametric pairwise comparisons highlighted a statistically
significant effect of Animation Realism.

Appendix B.6. Face Movement Realism
The assumption of sphericity had been violated for Anima-

tion Realism (χ2 = 7.032, p = 0.03) and for the interaction
effect of Emotion Scenario and Animation Realism (χ2= 35.36,
p = 0.018) as the Mauchly’s test has shown. Degrees of free-
dom were adjusted with Huyhn-Feldt estimates (ϵ = 0.786).

Appendix B.7. Behavior realism
For the measure Behavior Realism, Levene’s test highlighted

one sample group that violated the homogeneity of variances
assumption (p = 0.005). Therefore, a non-parametric counter-
part to the three-way mixed ANOVA was employed.

Appendix B.8. Overall realism
Levene’s test revealed that one sample group violated the

homogeneity of variances assumption (p = 0019). A non-
parametric equivalent to the three-way mixed ANOVA was
then used. This operation then revealed a statistically signif-
icant main effect of Animation Realism (F(1.889, 113.34) =
4.417, p = 0.014).

Appendix C. Performance-driven animation Workflow

Appendix C.1. Performance-driven facial animation

As the focus of this research was the analyzing of the percep-
tion of photorealistic virtual humans, the goal was to achieve
highly realistic animations as well. Therefore, the study made
use of performance-driven facial animation.
As for the facial animation, the Utrecht University Motion Cap-
ture Lab was used in order to capture the face motion and pro-
duce animations derived from that.

Appendix C.1.1. Setup
A Dynamixyz hardware and software setup was used to

create facial animations. Specifically, a head-mounted cam-
era (HMC) with Dynamixyz’s Grabber software facilitated the
wireless capture of face movements. It is to be noted that, the
Dynamixyz face tracking system is markerless. This means that
no reflective markers were placed on the actress’ face. In addi-
tion, Performer2SV was used to retarget facial movements from
the actress’ face onto the MetaHuman.

Appendix C.1.2. Calibration
The HMC first needed to be calibrated with a checkerboard as

is standard to adjust lens settings (intrinsic calibration). Ideally,
the actor’s face will remain in the exact same position relative to
the HMC between capture sessions. This was concluded after
several tests with the system. While it seems somewhat robust
to small angle changes between captures, it was noticeable that
specifically for lip syncing accuracy and eyebrow tracking, the
system performed worse.

Appendix C.1.3. Tracking
In addition to the camera itself being calibrated, the system

needs to calibrate to the actor’s face as well. Salient feature
points differ from face to face – some people’s noses are big-
ger. Face shapes change from person to person. In addition,
others have thinner eyebrows, thinner or thicker lips, or more
pronounced cheekbones for example. The system needs to first
learn where important feature points are in the actor’s face.
For that, select frames are chosen from so-called “Range-Of-
Motion” (ROM) video captures made with the HMC. The goal
is to have a wide variety of facial expressions for the system to
learn from all the possible configurations of one’s face. Teach-
ing the system all of the movements possible with one’s face
through isolated frames, it enables the setup process to cor-
rectly track feature points over video lengths as well. Using
these feature points, the Dynamixyz system internally creates a
3D model matching the actor’s face.
The ROM in this study to teach the system the actress’ feature
points was made up from Dynamixyz ROM guidelines as well
as MetaHumans’ facial ROM as shown on the MetaHuman Cre-
ator website. An additional ROM video of such has been added
to the supplementary material for demonstration purposes.
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Fig. C.7. Screenshot of a retargeting session from Performer2SV to Maya

Appendix C.2. Retargeting

The term “retargeting” describes the process of translating
motions from one joint or skeleton structure to another. In this
case, the system had to translate from the actress’ face onto a
MetaHuman.
For this process, Dynamixyz requires a control rig for the vir-
tual character. With MetaHumans being so complex, including
669 blendshapes as well as 157 controls, keep in mind that the
retargeting process is very time consuming (see Figure C.7).

• In a very first step, pre-requisites need to be installed for
Autodesk Maya and Quixel Bridge – the software needed
to export MetaHumans. Dynamixyz offered a plugin that
is to be installed and activated in Maya for the retargeting
process.

• Then, the MetaHuman needs to be loaded into Autodesk
Maya. This is achieved through exporting the virtual hu-
man from the software Quixel Bridge onto Maya. Quixel
Bridge is required to install a Maya plugin for a successful
export of the character.

• To connect the Dynamixyz software Performer2SV to
Maya, the Dynamxyz plugin needs to be activated by
inputting “dxyzBridge” into the MEL command line of
Maya. It opens an application which can establish a socket
connection between Performer2SV and Maya.

• The Dynamixyz system has three solvers to match move-
ments from the actor to the virtual character and produce
fitting facial animations. One solver for the eye-gaze an-
imation, one solver for the upper face animation (every-
thing above the nose excluding eye-gaze) and one solver
for the lower face animation. In this second step, Dy-
namixyz needs to know which controls are to be assigned
to which solvers. This assignment must be done manually.

• After assigning the controllers to the proper solvers, the re-
targeting menu in Performer2SV becomes available. Here,
the same frames as chosen for the tracking setup are dis-
played. Using the controllers in Maya, you now manipu-
late the MetaHuman’s face to match the actor’s expression
in Performer2SV as shown in Figure C.7. Through the

socket connection, Performer2SV can read the live input
happening within the Maya software.

• You can manually select whether the Dynamixyz software
uses the frame and corresponding MetaHuman control rig
state to learn for the upper face solver, the lower face
solver or the gaze solver. Any combination of the three
solvers is possible – meaning that if a frame is specifically
for lip sync purposes only, you can select for the system
to use the frame only for the lower face solver for exam-
ple. In another example, it is also possible to select for
the system to use the frame for upper face and eye-gaze
solvers.

• To ensure that the system doesn’t learn any unwanted
correlation between upper face, lower face and eye-gaze
states, it was found through experimentation that there
should be a sufficient amount of retargeting links that only
focus on lower face, upper face and eye-gaze solvers in
isolation as well.

• In total, around 250 retargeting links resulted from the
ROM sequences to ensure a base-line for appropriate lip
syncing and proper translation from complex expressions
onto the MetaHuman.

Appendix C.3. Choosing a MetaHuman

The MetaHuman as chosen for this study was used due to the
following reasons:

• To facilitate a repeatable study, an officially pre-configured
released MetaHuman by Epic Games was chosen, named
Kioko.

• She was the latest released MetaHuman at the time of the
experiment, specifically for Unreal Engine 5. As the char-
acters released only for Unreal Engine 5 have higher tex-
ture detail, they seem more realistic to the human eye.

• Due to Kioko having a similar facial structure as the ac-
tress in the study, the retargeting process would be easier.

Appendix C.3.1. Capture
The workflow for the performance-driven animation after

completing the setup and registering retargeting links for ROM
sequences, then consists of recording video of emotion scenario
using a prepared script and adjusting lip sync retargeting links
to better fit the video content.

Appendix C.4. Body Motion Capture

Along with performance-driven facial animation, the body
motion was captured as well. This facilitated realistic upper
body movement, even if the participants only saw the virtual
human from the shoulders up.
For the body motion as well, the Utrecht University Motion
Capture Lab was used in order to capture the body motion and
produce animations derived from that.
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Appendix C.4.1. Setup
For the body motion, a Vicon motion capture setup with 14

cameras was utilized. On the body suit, there were 74 reflec-
tive markers, arranged in the Vicon “Front-Waist-10-Fingers”
setup which describes the production marker placement with
additional markers for all 10 fingers.
For the study however, head markers were placed on a Dy-
namixyz HMC.

Appendix C.4.2. Calibrating
Before any movement can be captured, the cameras as

well as the actor need to be calibrated. For one, the cameras
need to understand their positioning in the 3D space (extrinsic
calibration) and the capture space that they span. Further, every
human build is different, therefore the system needs to learn
where the actor’s joints are located. The software used to track
the reflective markers on the suit was Vicon Shogun Live. The
procedure as described in [tutorial reference] was followed to
ensure proper calibration.

Appendix C.4.3. Retargeting
The calibration steps would be sufficient to ensure capture

data for Vicon skeletons – however, in this study MetaHumans
were used. The skeleton structure of MetaHumans is different
from Vicon skeletons. Therefore, proper a retargeting setup had
to follow. The process of translating motion from one skeleton
to another is referred to as ‘retargeting’. The software Vicon
Shogun Post was used for this process. Using Vicon Shogun
Post, the retargeting process was as follows:

• Export MetaHuman skeleton using Maya. MetaHumans
are limited by Epic Games to only be properly interactable
within Unreal Engine and Autodesk Maya. An export in
the proper format for Vicon Shogun Post is therefore most
easily achieved by loading any MetaHuman into Maya.
Within Maya, the bones and drivers as used for skinning
should all be removed. (Their build is irrelevant, it’s the
bone names that are imperative.) This facilitates real-time
retargeting in the Vicon software as the number of bones
in MetaHuman skeletons is too high otherwise.

• Any recording done in Vicon Shogun Live that produces
an mcp-file can be loaded into Vicon Shogun Post. The
retargeting setup can then be started by uploading the
MetaHuman skeleton.

Appendix D. Questionnaire

The questionnaire began with an ethics statement and con-
sent form, guaranteeing that participants’ data is deleted after
the end of the study. Participants were then be asked the fol-
lowing questions regarding demographics information.
For every video, participants were to then answer attention
check questions as well. These would change for ever emotion
condition and animation realism condition. In the following a
printout for the ”Full Animation Realism” condition:
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