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Abstract

This study investigates the risks associated with hydrogen transport through high-pressure
pipelines, focusing on potential leakages and their impacts. Using Computational Fluid
Dynamics (CFD) simulations, various conditions, including soil type, pipe depth, leak
size, and groundwater level, were analyzed to understand their influence on hydrogen
leakage. A Monte Carlo analysis was employed to account for uncertainties regarding the
conditions under which these leakages might occur.

The results indicate that leak size is the most critical factor affecting leakage rates,
followed by the type of surrounding soil. The maximum horizontal dispersion of hydrogen
was found to be 4.5 meters, suggesting that this should be considered the minimum
safety distance to prevent hydrogen-fueled fires. On average, it was determined that
approximately 0.06% of the hydrogen transported will leak annually. The environmental
impact of these leakages is minimal, particularly when compared to current natural gas
emissions. However, the financial implications can be significant, with potential losses
accounting for nearly 10% of Gasunie’s total profits in the worst-case scenario. These
findings underscore the importance of implementing accurate and efficient leak detection
methods to mitigate the risks associated with hydrogen transport.
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Acronyms

CFD Computational Fluid Dynamics.

FEM Finite Element Method.

GHG greenhouse gas.

GWP Global Warming Potential.

GWP100 Global Warming Potential over 100 years.

HG Highest Groundwater depth.

LG Lowest groundwater depth.

MG Mean groundwater depth.

NPW Negative Pressure Wave.

P95 95th percentile.

PJ PetaJoule.

PPA Pressure Point Analysis.

RES Renewable Energy Sources.

RTTM Real-Time Transient Modeling.
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1 Introduction

1.1 Societal Background

The Netherlands aims to reduce its CO2 emissions by at least 55% by 2030 compared
to 1990 levels (220.5 million tonnes) [1]. To achieve this goal, increasing the use of
Renewable Energy Sources (RES) like wind and solar power is crucial. However, there are
several challenges with relying more on these renewable sources. One major issue is the
intermittency of wind and solar power, due to their dependency on weather conditions to
generate power. Moreover, the Dutch electricity grid already faces congestion, making
it difficult to add more renewable energy without overloading the system, especially
on sunny or windy days [2]. Furthermore, switching heavy industries, such as steel
production, to electricity is challenging, highlighting the need for alternative green energy
sources [3].

Hydrogen, both as a clean fuel and a clean energy carrier, is considered a crucial
component in various energy transition scenarios [4; 5]. It has several applications: it
can be used in gas turbines, burners, and internal combustion engines as a fuel [6; 7],
and it also serves as a building block for chemical products like synthetic fuels [8; 9].
Additionally, hydrogen can act as an energy carrier that is converted back into electricity
using fuel cells [10; 11]. Therefore, green hydrogen emerges as a potential solution
to the intermittency of renewable energy sources, grid congestion, and making heavy
industry more sustainable. By using renewable electricity to produce green hydrogen,
net congestion can be mitigated [12] by generating electricity locally. This approach
reduces the need for additional electricity to pass through the already congested grid,
instead utilizing the gas infrastructure. Green hydrogen also provides a viable energy
source for industries that are difficult to electrify [3]. To meet climate goals and decrease
dependency on natural gas, the Dutch government aims to produce 80 PetaJoule (PJ) of
green hydrogen and use 100 PJ of hydrogen by 2030 [13].

The planned increase in hydrogen production and usage introduces the need for a safe and
reliable hydrogen distribution infrastructure. The Netherlands plans to develop a hydrogen
network connecting major industrial regions and harbours to hydrogen production sites
and neighboring countries, forming part of the larger European Hydrogen Backbone [14].
A schematic overview of the Dutch hydrogen backbone with relevant city names can be
seen in Figure 1.1.
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Figure 1.1: A schematic overview of the planned hydrogen backbone in the Netherlands [15]

It is estimated that 85% of the hydrogen network will consist of repurposed natural gas
pipelines [16]. Repurposing natural gas pipelines involves replacing valves, thorough
cleaning of the pipelines to meet hydrogen purity standards, updating metering equipment,
and adopting new methods for pipeline operation and maintenance [16]. These changes are
considered minor in cost and workload compared to building new pipelines. Repurposing
aligns with the anticipated decline in natural gas demand driven by the phased shutdown
of the Groningen gas field by 2024 [17] and the national commitment to energy efficiency
and sustainable alternatives. These factors are projected to significantly reduce natural
gas transportation, allowing the network’s reuse for hydrogen [16]. Repurposing existing
pipelines drastically reduces investment costs, as repurposing is four times cheaper than
building new pipelines [16].

Despite being cost-effective, repurposing natural gas pipes comes with several challenges.
Firstly, hydrogen’s lower volumetric energy density, around one-third of natural gas
under typical pipeline conditions, necessitates a substantial increase in flow velocity
to maintain the same energy output. This increase can lead to accelerated erosion of
pipeline walls and components [18]. A second concern is the embrittlement of pipelines.
Gas pipelines, predominantly constructed from high-strength steel [19], are susceptible to
hydrogen embrittlement, causing earlier failure compared to natural gas [20]. Lastly, due
to hydrogen being the smallest molecule, it can penetrate and diffuse through materials
more easily, increasing the likelihood of leaks and requiring stricter containment measures
[16; 21].

The aforementioned concerns increase the likelihood of hydrogen leakages during trans-
portation. Research is crucial to understanding the environmental, financial, and safety
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effects of such leakages. This research seeks to clarify and solve these questions.

1.2 Research Question and Aim

This research aims to integrate the evaluation of hydrogen leakage in underground
pipelines, assessing the environmental and financial impact alongside the safety-related
risks. It will provide comprehensive insights by identifying the technical and environmental
challenges associated with hydrogen leakage. A CFD model is developed to simulate
hydrogen leakage from existing natural gas pipelines into the soil, using parameters such
as leakage size, flow velocity, soil type, groundwater level, and the depth of the pipeline
as model inputs.

This leads to the main research question:

What are the environmental, financial, and safety-related risks of transporting
hydrogen through underground natural gas pipelines?

This main research question is further divided into the following sub-questions:

• How much hydrogen leaks from different leak sizes?

• What is the influence of soil type, groundwater level, and depth of the pipe on the
leakage rate?

• How much CO2-eq is emitted due to hydrogen leaks?

• What is the financial impact of hydrogen leaks?

• What is the safety distance required to prevent hydrogen-fueled fires?

• How do parameters such as number of leaks and detection time affect the financial
and environmental impact?

• Which leakage detection methods are currently known?

1.3 Scope

This study is specifically focused on hydrogen leakage within the high-pressure transmis-
sion network, often referred to as the hydrogen backbone. This network is responsible
for transporting hydrogen over long distances and connecting production sites to major
industrial users and distribution hubs. It is important to note that this research does not
address the hydrogen distribution network or other components of the hydrogen supply
chain, such as storage, end-use, or production. Consequently, the findings related to
environmental impact, financial risks, and safety concerns are confined to this segment of
the hydrogen infrastructure.
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2 Theoretical Background

2.1 Pipe Characteristics

The high-pressure pipelines in the Netherlands that are being repurposed for hydrogen
transport are primarily constructed from high-strength steel, with wall thicknesses ranging
between 11 and 19 mm [16]. These specifications vary depending on the pipeline’s
diameter and the pressure requirements needed to ensure safe transport. The pipelines
are designed to handle operational pressures of up to 50 bar, and there are plans to
upgrade certain sections to handle pressures as high as 66 bar [16]. The expected lifespan
of these pipelines, after repurposing for hydrogen, is estimated to match or even exceed the
original design life for natural gas (40 to 50 years), provided that appropriate maintenance
and monitoring are conducted regularly [16]. On average, these pipelines are placed at a
depth of 1.75 meters [22]. However, the installation depth can vary depending on the
terrain, construction methods, and safety regulations. There is a lawful minimum depth
requirement of 1 meter to ensure the pipelines are adequately protected and to minimize
the risk of damage from surface activities or natural events [22].

2.2 Transport Characteristics

The working principles of the pipelines play a large role in hydrogen leakage from a
pipeline. For example, if the pressure in the pipeline increases the hydrogen will also
leak faster [23]. In the Netherlands, the largest part of the high-pressure pipelines that
will be freed up for hydrogen transport will have a diameter of 0.91 meter or more. The
initial maximum pipe pressure is 50 bar, which could be increased to 66 bar if necessary
[16].

According to Huinen [24], the wall thicknesses, pipe diameter, design pressures, and steel
qualities currently used in high-pressure natural gas pipelines, are suitable to transport
hydrogen under the designed pressures. Even the increase in flow speed due to the lower
volumetric energy density, does not form a safety issue [16; 24].

In the early years of hydrogen adaptation (2020-2030), there is a probability that a
blend of natural gas and hydrogen will be used. However, since the Dutch natural
gas transmission network is made up of various parallel pipelines, Gasunie can free
up transmission pipelines for transporting pure hydrogen [16]. In addition to this,
according to Wang et al. [14] all TSOs, including Gasunie, are aiming to transport pure
hydrogen.

After examining the transport characteristics of hydrogen through pipelines, it should
be considered what happens to the hydrogen in case of a leakage. Two factors that
could be important are the soil type and groundwater level surrounding the hydrogen
backbone since different types of saturated or unsaturated soil have different diffusion and
permeability characteristics. Figure 2.1 shows a schematic overview of the influence of the
permeability and groundwater level on the flow rate. If the soil has a lower permeability,
there are fewer air pockets for the hydrogen to move through, creating more resistance
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and a lower flow rate. If the soil is saturated the air pockets are filled with water, which
has a higher resistance than air, thus creating more resistance and a lower flow rate.

Figure 2.1: A schematic overview of the influence of the permeability of different soil types and
the groundwater level on the flow conditions

2.3 Hydrogen Backbone Environment

The first step involves collecting data on the different types of soils and groundwater levels
in the Netherlands, particularly near the hydrogen backbone. This data is accessible
through dinoloket.nl, which provides comprehensive geoscientific data via the DINO
database managed by TNO Geological Survey of the Netherlands (GDN). In Figure 2.2
an example of the data, showing the Lowest groundwater depth (LG), is shown [25].
The groundwater level refers to the level below which the ground is fully saturated with
water. The LG is the expected value of the LG3, which is the average of the three lowest
groundwater levels recorded in a hydrological year.
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Figure 2.2: The LG in the Netherlands including a legend [25]

2.4 Hydrogen - Soil Interaction

Microbial hydrogen consumption could potentially play a role in the context of hydrogen
leakages from underground pipelines, influencing the amount of hydrogen that ultimately
reaches the atmosphere. The main processes involved in microbial hydrogen consumption
are hydrogenotrophic methanogenesis, acetogenesis, sulfate reduction, and denitrification
[26].

Hydrogenotrophic Methanogenesis
Methanogens utilize hydrogen (H2) to reduce carbon dioxide (CO2) to methane (CH4).
This process is mainly relevant in conditions without oxygen (anaerobic), such as un-
derground pipelines. A practical example of this process can be observed in biogas
production, where organic matter breaks down anaerobically, and methanogens produce
methane, which can be used as a renewable energy source. The chemical equation for
this process is:

4H2 +CO2 → CH4 + 2H2O (2.1)

By converting hydrogen into methane, methanogens effectively reduce the amount of
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hydrogen that escapes into the atmosphere. This conversion mitigates potential envi-
ronmental impacts associated with hydrogen leaks [27; 26]. The time span in which this
conversion takes place varies significantly depending on factors such as temperature,
hydrogen availability, and microbial community composition [28].

Acetogenesis
Acetogens convert hydrogen and carbon dioxide into acetate, which links hydrogen
production with methanogenesis and is important in anaerobic conditions. This process
is similar to what occurs in the human gut, where acetogenic bacteria help break down
dietary fibres, producing acetate as a byproduct, which the body can then absorb as
energy. The chemical reaction is:

4H2 + 2CO2 → CH3COOH+ 2H2O (2.2)

Acetogenesis contributes to the reduction of free hydrogen in the soil, thus limiting its
release into the atmosphere [29; 30].

Sulfate Reduction
Sulfate-reducing bacteria (SRB) use hydrogen to reduce sulfate (SO2−

4 ) to sulfide (H2S).
This reaction is analogous to the process that causes the blackening of eggs when boiled
for too long, where sulfur in the egg reacts with iron to produce iron sulfide. Sulfate
reduction is crucial in anaerobic environments, as shown by the equation:

4H2 + SO2−
4 +H+ → H2S + 4H2O (2.3)

Sulfate reduction is another pathway through which hydrogen is consumed in the soil,
preventing its escape into the atmosphere [26; 31].

Denitrification
Denitrifying bacteria reduce nitrate (NO−

3 ) to nitrogen gas (N2) using hydrogen. A com-
mon example of this reaction occurs in wastewater treatment plants, where denitrification
helps remove excess nitrates, thus preventing water pollution and contributing to the
safe release of treated water. The chemical reaction is:

4H2 + 2NO−
3 → N2 + 4H2O (2.4)

This process removes excess nitrogen and also aids in the consumption of hydrogen,
limiting its atmospheric release [32].

Syntrophic Interactions
The efficiency of hydrogen consumption in the soil increases through syntrophic (a specific
kind of symbiosis) interactions between hydrogen-producing and hydrogen-consuming
microorganisms. These interactions, similar to cooperative microbial processes seen in
composting, enable microorganisms to exchange important chemicals such as hydrogen and
formate, along with organic, sulfurous, and nitrogenous compounds. This collaborative
microbial activity significantly mitigates the likelihood of hydrogen escaping into the
atmosphere, thereby reducing its potential environmental impact [29; 26].
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Implications for Hydrogen Leakages
As shown, microbial hydrogen consumption can play an important role in interacting with
hydrogen thus influencing its environmental impact. However, in the context of hydrogen
leakages from underground pipelines in this research, this is left out of scope due to
the following reasons: the microbial hydrogen uptake is estimated to be insignificant
compared to the amount of hydrogen leaked and the large variety in microbial activity
dependent on the location and weather conditions [28]. Therefore, this is left out of
scope.

2.5 Environmental Impact Hydrogen

Hydrogen is considered an indirect greenhouse gas. In itself, it is not a greenhouse gas
but it impacts greenhouse gases such as methane, stratospheric water vapour, ozone
as well as aerosols [33]. However, due to the complexity of these reactions and their
interaction with each other, there is no consensus yet about the exact impact of hydrogen
on the environment.

Hydrogen in the troposphere reacts with OH (hydroxyl radical) [34]. OH is an important
oxidant molecule in the atmosphere. Nobel Prize winner Paul Crutzen even named it
”detergent of the atmosphere” to describe the crucial cleansing role it plays. OH is
created through the following reactions [35]

O3 + UVlight → O2 +O (2.5)

Then the oxygen atom reacts with water vapour and produces two OH radicals

O +H2O → 2OH (2.6)

This is why a small amount of ozone is imperative in the troposphere because ozone is
the source of OH radicals. Since the first reaction to create OH is created by UV, the
OH concentrations show day/night and seasonal cycles. Due to the water vapour that is
needed in the second reaction, the concentration of OH decreases with an increase in
altitude. The exact concentrations of OH in the atmosphere are hard to measure due to
OH’s short lifetime of about a second.

OH is the main sink of greenhouse gas (GHG) such as methane (CH4). It reacts with
CH4 in the following way:

CH4 +OH → H2O + CH3 (2.7)

The methyl radical (CH3) then reacts with oxygen atoms [36]:

CH3 +O2 → CH3O2 (2.8)
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The reaction with OH removes around 92% of the total CH4 in the atmosphere [37].
However, as stated above OH also reacts with hydrogen. Both reactions can be seen
below:

H2 +OH → H2O +H (2.9)

CH4 +OH → CH3 +H2O (2.10)

This indicates that when there is more hydrogen in the troposphere, there will be less
OH available for methane to react with which will increase the atmospheric lifetime of
methane [38; 39; 40; 41; 42].

Both reactions with OH can lead to a generation of ozone in the troposphere by following
the radical chain reactions given:

H +O2 → HO2 (2.11)

HO2 +NO → NO2 +OH (2.12)

NO2 + hv → NO +O (2.13)

O +O2 → O3 (2.14)

this generation of ozone in the troposphere impacts both the air quality and the climate
[43; 40]. The reactions of methane and hydrogen also lead to an increase in stratospheric
water vapour. This increase in water vapour will increase the infrared radiative capability
of the stratosphere. This will lead to the stratosphere cooling as more energy will be lost
to space and the overall warming of the climate [44]. An overview of these implications
can be found in Figure 2.3.
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Figure 2.3: Effects of hydrogen on the atmospheric GHG concentrations and warming [44]

However recently Lakshmanan and Bhati [34] found that hydrogen can also react with
ozone in the troposphere. This will reduce the amount of ozone in the troposphere (which
is considered a positive effect) and there will be more OH available to react with methane.
The reaction of hydrogen with ozone is as follows:

H2 +O3 → H2O +O2 (2.15)

The products of water and oxygen both have no environmental impact in the troposphere.
They found that the reaction of H2 with ozone is thermodynamically favoured over the
reaction with OH.

The most common method of quantifying the effect on the environment is the Global
Warming Potential over 100 years (GWP100). This is a measure of how much radiative
forcing something causes compared to carbon dioxide over 100 years [45]. A higher
GWP100 thus indicates a larger potential impact on the environment.

There has been a lot of research regarding the GWP100 of hydrogen, however, the results
vary. Sand et al. [33] found that hydrogen has a GWP100 of 11.6 ± 2.8 (one standard
deviation). This GWP100 is more than twice as big as the GWP100 found by Derwent
et al. [39], which was equal to 5 ± 1. Derwent [46] found a GWP100 of 4.3 with a 95 %
confidence range from 0 - 9.8. This means if we assume a GWP100 of 11.6, that each
kg of hydrogen emitted, is equal to 11.6 kg CO2-eq. To compare this, one of the main
drivers of the heating of the earth, methane, has a GWP100 of 28 - 36 [47].

However recent research by Ocko and Hamburg [44] suggests that hydrogen’s impact
on the environment is even higher. Ocko and Hamburg [44] states that the impact of
hydrogen on the atmospheric warming effect is widely underestimated and overlooked.
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This happens because hydrogen has an atmospheric lifespan of two to seven years [48; 46].
However, standard methods to characterize the climate impact usually focus on the
long-term impact caused by single bursts of emissions. For gases like hydrogen, with a
relatively short lifespan, the long-term impact calculations masks that hydrogen may cause
a lot more warming in the short to medium term. Ocko and Hamburg [44] researched this
Global Warming Potential (GWP) behavior and the difference between a pulse emission
or a constant emission rate as a function of time. The results can be seen in Figure 2.4,
which shows that the GWP of hydrogen is much higher in the first few decades compared
to 100 years. Ocko and Hamburg [44] found that the GWP100 of the constant emission
scenario is approximately 50% higher than the GWP100 (11) of the pulse of emissions.
The observed decrease in the GWP of hydrogen over time, even with constant emissions,
is attributed to its short-lived indirect warming effects. Hydrogen increases methane’s
atmospheric lifetime by reducing hydroxyl radical (OH) concentrations, leading to a more
significant warming impact in the near term. However, as hydrogen is gradually removed
from the atmosphere, its indirect effects on methane and ozone diminish. In contrast,
carbon dioxide continues to accumulate, exerting a sustained warming effect [33].

Figure 2.4: The GWP of hydrogen as a function of time. a) there is a one-time pulse of
hydrogen, b) there is a constant emission rate of hydrogen. The solid lines depict the average

hydrogen lifetime and its radiative impacts, while the darker shaded regions denote the range of
hydrogen lifetime considering uncertainty in soil sink estimates. Lighter shaded areas indicate a
20% uncertainty in the radiative effects of hydrogen, considering both its indirect effects and

uncertainties in carbon dioxide’s radiative properties.

This shows that the climate effects of utilizing hydrogen on a large scale compared to
fossil fuels strongly depend on the amount of hydrogen that leaks into the environment
during creation, transportation, and utilization. This is also the case for green hydrogen.
A possible high emission case in which 10% of the hydrogen production is emitted into
the environment shows a reduction of climate impact of only 50% when comparing green
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hydrogen and fossil fuels over the first two decades. Over a 100-year time frame, however,
climate impacts could be reduced by approximately 80%. In the low emission case where
1% of the hydrogen production is emitted into the environment, there could be an almost
100
% reduction in climate impact compared to fossil fuels [44]. This shows the impact of
leakages of hydrogen on the environment and challenges the common perception of green
hydrogen energy systems as being completely climate neutral.

To assess the environmental impacts of hydrogen leakages, this study uses the GWP100
metric, which is the most widely accepted measure for determining the climate impact
of a gas. Specifically, the GWP100 value for constant emissions found by [44] of 16.5
was used. The constant emissions scenario is similar to the situation considered in this
research, leakages that occur throughout the year resulting in a ”steady” release of
hydrogen.

2.6 Overview of Existing Hydrogen Leakage Models

Models of hydrogen leakages in pipes already exist. Zhang and Zhao [23] found that soil
corrosion and hydrogen embrittlement are the main factors behind hydrogen pipeline
failure. They found that as the hydrogen pipeline experiences leaks, the concentration of
hydrogen in the soil above the leak rises proportionally to the duration of the leakage,
following a symmetrical distribution pattern. Moreover, as pipeline pressure rises, the
rate of hydrogen leakage accelerates, with longitudinal diffusion gradually becoming
the dominant direction. Additionally, an increase in leakage diameter results in a
sharp rise in hydrogen leakage per unit time. Notably, hydrogen demonstrates greater
ease of diffusion in sandy soil compared to clay soil, leading to higher diffusion rates,
concentrations, and ranges [23]. Li et al. [49] researched the influence of a temperature-
stratified environment on the evolution characteristics and diffusion of hydrogen leakages.
They found that in a temperature-stratified environment, leaked hydrogen tends to be
trapped at a specific altitude and spreads horizontally, a phenomenon referred to as the
”locking phenomenon.” This research delved into the circumstances that will lead to this
phenomenon by comparing hydrogen diffusion across various temperature gradients and
leakage rates [49].
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3 Methodology

This study used a comprehensive approach involving a literature review, interviews with
experts, and a CFD model to address the research questions. The consulted experts
included individuals from Gasunie for information on hydrogen transport characteristics,
RIVM for potential environmental risks of hydrogen leakages, KWR for hydrogen-soil
interactions, and Utrecht University for hydrogen leak detection and location meth-
ods.

The research framework illustrated in Figure 3.1, outlines the research steps undertaken
in a top-to-bottom structure. This framework provides an overview of the methods used,
categorized by the different categories: data collection, CFD modelling, and analyzing
and concluding.

The goal of the CFD modelling was to find the hydrogen leakage rate based on the
following parameters: leak size, pipe depth, groundwater level, and soil type. This leakage
rate was used as input for the Monte Carlo analysis, which gave a probabilistic view of the
financial and environmental effects of hydrogen leakages in high-pressure pipelines.

Figure 3.1: Research framework which contains the workflow of this research. The research
framework has a top-to-bottom structure.
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3.1 Hydrogen Backbone Environment

The data on groundwater levels and subsurface soil types obtained from DINOloket [25]
was downloaded on 10-05-2024 and analyzed using QGIS, an open-source GIS software.
In QGIS, the hydrogen backbone is superimposed on these maps to extract values of
groundwater level and soil type around the backbone. This analysis helped identify the
predominant soil types and groundwater levels in the area.

Subsequently, sand and clay were identified as the two most dominant soil types and
therefore used in the CFD simulations. Additionally, the average values of the LG, Mean
groundwater depth (MG), and Highest Groundwater depth (HG) were found and used
as inputs for the groundwater level in the CFD simulations. Here the lowest depth is
defined as the groundwater that is furthest away from the surface and the highest depth
is the groundwater that is the closest to the surface.

A literature review and expert interviews provided additional relevant parameters such
as permeability and porosity of the unsaturated and saturated soil types, which were
essential for the CFD modeling.

3.2 Detection and Location Methods

A literature review was conducted to identify effective detection and location methods for
hydrogen leakages in high-pressure pipelines. The review focused on examining existing
technologies and methods used for gas leak detection. Each method is discussed on
the following characteristics: working principles, leakage rate it can detect, upsides,
downsides, and costs.

Gaining knowledge about these detection and location methods is important because then
the leakage detection times can be estimated more accurately. The leakage detection times
directly influence the total volume of hydrogen lost during a leak. Accurate and timely
detection not only helps minimize the environmental impact and financial losses associated
with hydrogen leakages but also enhances safety by reducing the potential for dangerous
scenarios, such as explosions or fires. By identifying and evaluating the effectiveness of
different detection techniques, this subsection aims to provide an understanding of the
response times needed to address hydrogen leaks.

3.3 Simulation of Hydrogen Leak in Pipeline and Diffusion through
Soil

The simulation of hydrogen leakage was conducted using Finite Element Method (FEM)
software Comsol Multiphysics. FEM is a procedure for solving problems in physics by
dividing a system into small simple parts, finite elements, which are consequently solved
in relation to each other [50]. The simulation was divided into two parts: the pipeline leak
and the subsequent diffusion through the soil. The schematic setup of the CFD model can
be seen in Figure 3.2, where the asterisk marks the leak. Data on pipeline characteristics
and hydrogen properties were sourced from literature and expert consultations, focusing
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on parameters such as pressure, flow speed, and expected leak diameter. The following
input parameters were used:

• Input pressure: 40 bar [16]

• Outlet velocity: 50 m/s [16]

• Pipe Diameter: 1 meter [16]

• Hydrogen Properties were taken from Comsol

Figure 3.2: A schematic overview of the setup of the CFD model

3.3.1 Hydrogen flow pipe

The turbulent hydrogen flow through a 2D pipe was simulated using the κ − ω Low
Reynolds number model in COMSOL Multiphysics [51]. This model is chosen since it
can handle the high Reynolds numbers in the main part of the flow but it is also suitable
for handling low Reynolds number flows near the wall where the velocity becomes zero.
It can therefore accurately simulate the flow in the center as well as the flow near the
walls of the pipe.

The κ-ω Low Reynolds number model was based on the following governing equa-
tions:

Continuity Equation
The continuity equation ensures the conservation of mass in the fluid flow. It dictates that
the mass of fluid entering a control volume is equal to the mass leaving it [52; 53].

∇ · (ρu) = 0 (3.1)

where ρ is the fluid density, and u is the velocity vector.
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Momentum Equation
The momentum equation describes how momentum is conserved in fluid flow. This
equation considers the different forces acting on the fluid, such as pressure, friction
(viscous stresses), and external forces like gravity [52; 53].

ρ(u · ∇)u = ∇ · [−pI+K] + F (3.2)

where p is the pressure, I is the identity matrix, K is the stress tensor, and F is the body
force vector.

K = (µ+ µT )
(
∇u+ (∇u)T

)
− 2

3
(µ+ µT )(∇ · u)I− 2

3
ρkI (3.3)

where µ is the dynamic viscosity, µT is the turbulent (eddy) viscosity, and k is the
turbulent kinetic energy.

Turbulent Kinetic Energy Equation
The turbulent kinetic energy equation describes the evolution of the kinetic energy
associated with the turbulent fluctuations in the fluid flow. It tracks the generation,
dissipation, and transport of turbulent energy, which helps model the energy exchange
between the large-scale flow and the small-scale turbulent eddies. This equation is
particularly important in capturing the effects of turbulence on hydrogen dispersion and
mixing within the pipe [53; 54].

ρ(u · ∇)k = ∇ · [(µ+ µTσ
∗
k)∇k] + Pk − β∗

0ρωk (3.4)

where σ∗
k is a model constant, Pk is the production term of turbulent kinetic energy, β∗

0

is another model constant, and ω is the specific dissipation rate. The equations or values
for the model constants can be found in Appendix A.

Specific Dissipation Rate Equation
The specific dissipation rate equation governs the rate at which turbulent kinetic energy is
converted into thermal energy, primarily through the dissipation of small-scale turbulent
structures. This equation plays an important role in closing the turbulence model and
accurately representing the energy balance within the system.[53; 54].

ρ(u · ∇)ω = ∇ · [(µ+ µTσω)∇ω] + α
ω

k
Pk − β0ρω

2 (3.5)

where σω and β0 are model constants, and α is a coefficient.

Turbulent Viscosity
The turbulent viscosity equation defines the eddy viscosity, which represents the enhanced
momentum transport due to turbulence. In the context of this research, this equation
helps quantify the additional mixing and momentum transfer caused by turbulence, which
affects the overall flow dynamics [53; 54].
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µT =
ρk

ω
(3.6)

Production Term of Turbulent Kinetic Energy
The production term of turbulent kinetic energy quantifies the rate at which kinetic
energy from the mean flow is transferred to the turbulent eddies. This term is necessary
for sustaining turbulence in the flow, as it describes the continuous energy transfer that
drives the chaotic motion of the fluid [53; 54].

Pk = µT

[
∇u : (∇u+ (∇u)T )

]
− 2

3
(∇ · u)2ρk (3.7)

These equations collectively enabled the simulation of turbulent hydrogen flow through a
pipe, capturing the essential dynamics from the bulk flow to the near-wall regions where
low Reynolds numbers were significant [53; 52; 54].

the model had the following inputs

Wall

The walls had a no-slip boundary condition, which effectively meant that the velocity
was zero at the wall. The equations used were:

u = 0 (3.8)

This meant that the velocity was zero at the boundary.

k = 0, ω = lim
ℓw→0

6ν

β0ℓ2w
, ℓw = 0 (3.9)

This indicated that the turbulent kinetic energy was zero, and the specific dissipation
rate ω approached a limiting value as the wall distance ℓw went to zero. Here, ν was the
kinematic viscosity and β0 was a model constant.

Inlet

The inlet was defined as a fully developed flow at 40 bar. The fully developed flow
boundary condition was visualized in Figure 3.3.

Figure 3.3: Visualisation of the fully developed flow boundary condition in Comsol
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The flow entered the domain Ω through a straight channel of length L. This channel was
an extension of the inlet cross-section, where the constant pressure Pinl of 40 bar was
applied. The boundary condition specified that the tangential flow component at the
boundary was zero.

The length L was chosen to be ten times the inlet edge length. This setup allowed the
actual velocity profile at the inlet to adapt to the solution inside the computational
domain.

The following equations were used:

u · t = 0 (3.10)

Where t is the tangential vector. This means that the velocity at the boundary was
perpendicular to the boundary (so there was no velocity moving along the boundary)

[−pI+K]n = −pgradn (3.11)

where pgrad is the pressure gradient.

This represented the balance of forces at the boundary where the pressure gradient
balanced the normal component of the stress.

Outlet

The outlet was defined as a fully developed flow with an average velocity of 50 m/s. This
was slightly lower than the maximum allowed flow velocity of 60 m/s and depended on
demand [16]. The principle of the fully developed flow as an outlet boundary condition
was the same as for the inlet boundary condition.

The following equations were used:

∇k · n = 0, ∇ω · n = 0 (3.12)

This indicated that there was no flux of turbulent kinetic energy and specific dissipation
rate across the boundary.

u · t = 0 (3.13)

This meant that the tangential component of the velocity was zero at the boundary.

[−pI+K]n = −pgradn (3.14)

This represented the balance of forces at the boundary where the pressure gradient
balanced the normal component of the stress.
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Leak

A linear extrusion coupling operator was used to couple the velocity and pressure of the
leak in the pipe to the inlet source for the soil. A Linear Extrusion coupling operator
mapped an expression from a source to a destination. This operator was used to define a
linear mapping. The mapping process started by projecting the destination orthogonal
onto the linear space spanned by its vertices. This space was then mapped linearly to
the source, aligning each destination vertex with its corresponding source vertex.

With this linear extrusion coupling operator, the velocity field of the leak point in the
pipe was coupled to the soil’s inlet velocity, and the soil’s pressure at the leak point was
coupled to the pressure outlet of the leak point in the pipe. A schematic overview of the
linear extrusion coupling can be found in Figure 3.4.

Figure 3.4: A schematic overview of the linear extrusion coupling between the leak point in the
pipe defined as an outlet in the turbulent flow physics and the defined inlet boundary in the

porous media physics

The following equations were used:

[−pI+K]n = −p̂0n (3.15)

This represented the balance of forces at the boundary where the normal component of
the stress was balanced by the reference pressure p̂0 which was set to be equal to the
downward pressure of the soil.

p̂0 ≤ p0 (3.16)

This indicated that the pressure at the boundary (p0) was always less or equal to the set
boundary pressure (p̂0).

∇k · n = 0, ∇ω · n = 0 (3.17)

This indicated no flux of turbulent kinetic energy and specific dissipation rate across the
boundary.

22



3.3.2 Hydrogen flow soil

The Brinkman equations and the Forchheimer flow model were employed to simulate
hydrogen flow through the soil, which was treated as a homogeneous porous medium.
The Brinkman equations build upon Darcy’s law by incorporating the effects of viscous
shear, which refers to the frictional forces that occur within the fluid as it moves through
the tiny spaces in the porous material. These forces cause the fluid layers to resist sliding
past one another, leading to energy dissipation. This extension makes the Brinkman
equations particularly well-suited for modeling scenarios where the flow is relatively
fast, as it accurately captures the additional resistance encountered in such conditions
[55; 56].

In addition to viscous shear, the Forchheimer term was included to account for inertial
effects, which become significant at higher flow velocities. Inertial effects refer to the
tendency of the fluid to resist changes in its motion due to its mass. The Forchheimer
term addresses these effects, ensuring that the model remains accurate even at higher
velocities [57; 58]. The modified equation is:

u = −κ

µ
∇p− βρ|u|u (3.18)

where: β is the Forchheimer constant, and |u| is the magnitude of the Darcy velocity.

The Forchheimer term βρ|u|u accounted for the inertial losses that were not captured by
the linear Darcy’s term.

The governing equations in the Brinkman equations were:

Continuity Equation

∇ · (ρu) = Qm (3.19)

Momentum Equation

0 = ∇ · (−pI+K)−
(
µκ−1 + βρ|u|+ Qm

ϵ2p

)
u+ F (3.20)

Where κ was the permeability of the porous medium, β was the Forchheimer constant,
Qm a source term, ϵp the porosity, and F was the volume force.

The volume force F was included to mimic gravity and was calculated with the following
equation:

F = −g ∗ ρ (3.21)
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where g was the gravity constant of 9.81 m/s2, and ρ was the density which was equal to
2000 kg/m3 for unsaturated sand [59] and 2200 kg/m3 for unsaturated clay [60].

K = µ
1

ϵp

(
∇u+ (∇u)T

)
− 2

3
µ
1

ϵp
(∇ · u)I (3.22)

β =
cF√
κ

(3.23)

Where cF was the dimensionless Forchheimer coefficient, which was set to 0.55 for sand
[61] and to 0.15 for clay [62]. The Forchheimer constant accounted for the inertial effects
in the porous medium.

The permeability of the dry medium was calculated with the Ergun equation:

κdry =
d2p
150

·
ϵ3p

(1− ϵp)2
(3.24)

where dp was the particle diameter. Both values for the particle diameter and porosity
were found in the literature or approximated from the literature.

The permeability of the wet soil was calculated using the relative permeability value
κrg:

κwet = κdry ∗ κrg (3.25)

The values for the relative permeability were found in the literature and were equal to
0.05 [63; 64] and 0.01 [65] for sand and clay, respectively.

Wall

The same condition as mentioned in subsection 3.3.1 was used here. As a result of the
lack of turbulence, the only equation implemented was equation 3.8.

The block of soil was made wide enough that the walls did not impact the dispersion of
hydrogen through the soil.

Inlet

The inlet was coupled to the leak point in the pipe through linear extrusion coupling.

u3 = u0 (3.26)

where u3 was the velocity at the inlet, and u0 was the specified inlet velocity which was
equal to the velocity in the leak point of the pipe in the turbulent flow physics.

Outlet
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The top of the soil was defined as an outlet with an atmospheric pressure of 1 atm. The
following equations governed the outflow of hydrogen:

−pI+K]n = −ρ̂n̂ (3.27)

p̂a ≤ p0 (3.28)

This indicated that the pressure at the boundary (p0) was always less or equal to the set
boundary pressure (p̂a, which was equal to the atmospheric pressure).

3.4 Scenarios Simulation

Different scenarios are simulated in Comsol to find the impact of the size of leaks,
groundwater level, pipe depth, and soil type. An overview of the different parameters
used can be seen in Table 1

Table 1: An overview of the different values used for every variable

Size of leaks (cm) Groundwater level (m) Depth of pipe (m) Soil type
0.25 0.65 (HG) 1.25 Sand
0.5 1.1 (MG) 1.75 Clay
1 1.54 (LG) 2.25
2
3

where the HG, MG, and LG were found in subsection 3.1. The depths were based on the
average pipe depth of 1.75 m and the minimum allowed pipe depth of 1 m as discussed
in subsection 2.2. This totaled 90 simulations run in Comsol. The main output of
these simulations was the percentage of hydrogen leaked and the velocity profile at the
boundary between the soil and the atmosphere.

3.5 Impacts of Hydrogen Leakages

The impact of the hydrogen leakages was evaluated on three points:

1. Environmental impact

2. Financial impact

3. Safety risk

The GWP of hydrogen, discussed in subsection 2, was used as a measure for the environ-
mental impact of hydrogen leaks. The GWP of the same amount of energy generated by
burning natural gas was also calculated for comparison.
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The financial impact was assessed by estimating the price of hydrogen per kg for different
years based on literature, multiplied by the amount of hydrogen leaked in kg.

For the flammability risk, the horizontal dispersion of hydrogen in each scenario was
identified. This helped assess the range from which hydrogen was leaking into the
atmosphere and if there was any danger of hydrogen-fueled fire. This was calculated
by determining the horizontal distance from the centre of the leak to the point where
the velocity was equal to 0.5 m/s. According to Malakhov et al. [66]; Hartmann et al.
[67]; Depken et al. [68], a leak velocity between 0.1 and 1 m/s ensured the hydrogen
concentration stayed below the flammable limits. In this research, a limit of 0.5 m/s was
chosen.

3.6 Monte-Carlo Analysis

Due to uncertainties in the amount and size of leaks, soil type, groundwater level, and
pipe depth, Monte Carlo analysis was used to provide a statistical distribution of possible
outcomes. This method involves running numerous simulations with random inputs
sampled from probability distributions representing the uncertainty in system parameters.
A schematic overview of the steps in the Monte Carlo analysis can be seen in Figure 3.5.
It shows the data sources consulted for each component and the relations between those.
Each step will be discussed and explained below.
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Figure 3.5: Schematic overview of the different steps of the Monte Carlo analysis

An expected number of leaks per year of 1 is used. This choice is based on historical
data from European Gas Pipeline Incident Data Group (EGIG) [69] on leak frequencies
in high-pressure natural gas transport pipelines across Europe. It was chosen to use
historical data as this reflects the higher occurrences of leakages due to the technology
being less developed. The average from 1970-1975 is chosen because the maturity of the
natural gas transport technique at that time can be compared to the current maturity of
hydrogen transport through pipelines (especially pure hydrogen). European Gas Pipeline
Incident Data Group (EGIG) [69] considers seventeen gas transmission system operators,
including Gasunie, and found that in the earliest years (1970 to 1975), the average
leakage rate was 0.86 leakages per year per thousand km. Given that approximately 1200
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km of hydrogen pipeline is expected [16], this would equal approximately 1 leakage per
year.

The soil data considered in the Monte Carlo analysis focused on the two most common
soil types near the hydrogen backbone: sand and clay. The ratios found for these soil
types were normalized, and the probabilities for each soil type were incorporated into the
analysis. Regarding groundwater levels, three measuring points were used: LG, MG, and
GHG. The probability of a leak occurring in each groundwater level was set to 0.25, 0.5,
and 0.25, respectively, because LG and GHG represent extreme seasonal values (summer
and winter), whereas MG represents the average condition during the year, occurring
more frequently (spring and autumn).

The price of hydrogen was estimated based on five scenarios considering green, grey,
and blue hydrogen over two different time scales, 2030 and 2050. The expected mix
of hydrogen types and their respective estimated prices for 2030 and 2050 were used.
Specifically, the mix for 2030 is expected to be 55% grey, 35% blue, and 10% green
hydrogen, while for 2050, the mix is projected to be 0% grey, 25% blue, and 75% green
hydrogen [70; 71]. Table 2 provides an overview of the expected hydrogen prices per kg
for both years, grouped by type of hydrogen.

Table 2: An overview of the expected hydrogen prices per kg for 2030 and 2050 grouped per type
of hydrogen [72]

Grey Blue Green

2030

Low AC0.50 AC1.00 AC1.80
Low Average AC1.00 AC1.75 AC1.68
Average AC2.13 AC2.63 AC3.18
High Average AC3.25 AC3.50 AC4.67
High AC4.00 AC6.00 AC5.00

2050

Low AC0.50 AC1.00 AC1.00
Low Average AC0.88 AC1.67 AC1.42
Average AC2.56 AC2.46 AC2.43
High Average AC4.25 AC3.25 AC3.43
High AC5.50 AC5.50 AC3.80

A random scenario was selected from the 90 CFD simulations, corresponding with the
chosen soil type and groundwater level. This scenario provided the percentage of hydrogen
leaked, which was then used to calculate the total percentage of hydrogen leaked in a
year.

Given the absence of specific data on leakage detection and location, several assumptions
were made to estimate leakage time:

• If the leakage rate is 10% or higher, the leak is assumed to be detected immediately.
However, due to the time required to shut down the transmission network the
leakage time is chosen randomly between 2 and 12 hours for each iteration.

• If the leakage rate is between 5% and 10%, there is a 20% chance of immediate
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detection. If detected, the random time between 2 and 12 hours is used. If
not, detection must occur through intermittent inspection (e.g., aerial or ground
surveillance), with the leakage time chosen randomly between 1 and 14 days for each
iteration. This interval is chosen because Gasunie performs inspections biweekly
[22]

• If the leakage rate is less than 5%, there is a 10% probability of immediate detection.
If detected, the same random time between 2 and 12 hours is applied. If not,
detection through intermittent inspection is necessary, and the leakage time is
randomly set between 1 and 14 days for each iteration.

To transform the percentage leaked found from the Monte Carlo analysis to kg of hydrogen
leaked, two scenarios were considered to estimate the absolute amount of hydrogen leakage.
The first scenario was based on the projected hydrogen usage in 2030, estimated at 100
PJ per year [13]. The second scenario assumed a complete substitution of natural gas
with hydrogen in the Netherlands, which equated to 997.096 PJ per year [73]. These
scenarios were used to calculate the absolute amounts of hydrogen leaked.

For each iteration of the Monte Carlo analysis, the amount of hydrogen lost in kg was
multiplied by the GWP100 of hydrogen (16.5 Ocko and Hamburg [44]). The financial
impact of hydrogen leakage was calculated by multiplying the cost per kg of hydrogen by
the amount of hydrogen lost. The cost of hydrogen differs per iteration of the Monte
Carlo analysis since there were different price scenarios considered.

3.7 Sensitivity Analysis

While the Monte Carlo analysis provided a framework to account for uncertainties in
factors such as leak size, groundwater level, and pipe depth, it relies on predefined
probability distributions to model these uncertainties. The accuracy and reliability of the
Monte Carlo analysis outcomes are determined by the sensitivity of these distributions.
Therefore, a sensitivity analysis was conducted to evaluate how variations in the input
distributions could affect the results of the Monte Carlo analysis. The goal of this
sensitivity analysis was to identify the impact of different distribution assumptions on
the overall model output and to determine which parameters exerted the most significant
influence on the results.

In this sensitivity analysis, the following parameters were varied: the number of leaks,
the immediate detection time, the non-immediate detection time, the ratio of the leaked
percentage that is detected immediately, and the leak rate from which a leak is detected
immediately. The immediate detection time refers to scenarios where leaks are identi-
fied through continuous monitoring methods, while the non-immediate detection time
refers to scenarios where leaks are identified through intermittent detection methods.
This distinction highlights the varying effectiveness of different detection approaches in
locating leak events. These variations provided insights into the relative importance of
each parameter and their contribution to the overall uncertainty of the model. These
parameters were chosen because of the lack of data and information regarding these
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parameters.

The base case setup, as detailed in subsection 3.6, served as a reference point for
comparison. For the sensitivity analysis, a range of values for the number of leaks was
considered: 0.25, 0.5, 1, 2, 5, and 10. More variation was included in the upward trend
than in the downward trend to account for two considerations: (a) the less mature status
of hydrogen transport through high-pressure pipelines, and (b) the higher tendency
for hydrogen to leak compared to natural gas [74; 21]. For the remaining parameters,
values representing 25%, 50%, 75%, 100%, 125%, 150%, and 175% of the base case were
examined.

The result of this sensitivity analysis was analyzed based on four characteristics: the
mean percentage of hydrogen leaked, the 95th percentile (P95) of hydrogen leaked, the
mean cost incurred due to leakages, and the mean CO2-eq emitted due to leakages. For
the last two characteristics, the 2030 scenario was included to indicate the financial and
environmental impact.
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4 Results and Discussion

4.1 Hydrogen Backbone Environment

Figure 4.1 shows the relative occurrence of each soil type near the hydrogen backbone.
Sand and clay are the most occurring soil types, respectively 27 and 21 %. These values
were then normalized to assume that all the soil is either sand or clay, and this probability
was used to find either sand or clay in the Monte Carlo analysis. This probability is
found to be 57% for sand and 43% for clay.

Figure 4.1: The relative occurrence of each soil type near the hydrogen backbone, normalized for
the points with missing data [25]

Figure 4.2 shows the mean value of the measured groundwater levels (LG, MG, and HG)
near the hydrogen backbone. The values of LG, MG, and HG are respectively equal to
1.54 m, 1.1 m, and 0.61 m. This is the distance measured from the surface level down to
the groundwater. This is why the HG is the smallest number.
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Figure 4.2: The mean LG, MG, and HG near the hydrogen backbone [25]

4.2 Detection and Location Methods

The effectiveness of various hydrogen pipeline leak detection methods was analyzed based
on their working principles, accuracy, ability to pinpoint leaks, costs, and drawbacks.
The methods can be categorized into the following classifications [75]:

1. Externally based methods: these methods rely on external sensors or devices to
physically detect leaks outside of the pipeline.

2. Visual/Inspection methods: these methods involve manual inspection of pipelines
at regular intervals.

3. Internally/Computational based methods: these methods use internal data such as
pressure, flow rate and temperature from within the pipe and analyze this through
computational models and algorithms.

The categorization of the different techniques can be seen in Figure 4.3.
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Figure 4.3: Categorization of detection methods for leaks in pipelines

In Tables 3, 4, and 5 a brief overview of different detection methods is given. Each
method is described on the working principles, the detected leakage rate (if known),
upside, downside, and relative costs.
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Table 3: An overview of the externally based detection methods

Method Working
Princi-
ple

Detected
Leakage
Rate

Upside Downside Cost Citations

Acoustic
Meth-
ods

Detects
acoustic
waves
from gas
escaping
a pipeline

0.9% leak-
age rate
in lab
settings

High sen-
sitivity,
real-time
moni-
toring,
effective
in remote
areas

False
alarms
due to
noise,
high sen-
sor cost
for long
pipelines

Expensive
(sensor
costs)

[76; 77;
78; 79; 80]

Optical
Fiber
Sensing
(OFS)

Uses fiber
optic
cables to
detect
acous-
tic/tem-
perature
changes

0.4
m3/min
over 50
km

Continuous
monitor-
ing, high
spatial
reso-
lution,
immune
to EMI

Sensitive
to noise,
high
setup/-
mainte-
nance
cost, frag-
ile fibers

Expensive
(setup/-
mainte-
nance)

[81; 82;
83]
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Table 4: An overview of internally based detection methods

Method Working
Princi-
ple

Detected
Leakage
Rate

Upside Downside Cost Citations

PPA Monitors
pressure
drops at
various
pipeline
points

- Rapid
response,
simple
setup,
suit-
able for
various
configura-
tions

High false
positives,
many
sensors
needed,
limited lo-
calization

Moderate
(sensor
costs)

[84; 85;
86]

RTTM Compares
real-time
sensor
data with
a detailed
pipeline
model

<1% of
flow

Precise
detec-
tion/lo-
calization,
predictive
capability

Complex,
high cost,
inaccu-
rate with
poor
model

Expensive
(model-
ing/com-
puta-
tional
costs)

[87; 88;
89]

NPW Detects
pressure
waves
caused by
sudden
drops
from
leaks

0.48%
of total
flow rate
(in com-
bination
with Mass
Balance)

Quick,
accurate
detection,
low setup
cost,
real-time
capability

Susceptible
to noise,
less ef-
fective
for small
leaks,
complex
calibra-
tion

Moderate
(sensor
costs)

[90; 91;
92; 93]

Mass
Balance
Method

Calculates
difference
between
input and
output
mass/vol-
ume

1.1%
minimum
leakage
rate

Simple,
low-cost,
quick
detection

Poor lo-
calization,
sensitive
to noise,
ineffec-
tive for
small
leaks

Low
(minimal
instru-
ments)

[94; 95;
96]

Statistical
Meth-
ods

Analyzes
sensor
data de-
viations
from
normal
operation

0.5-10%
of inlet
flow rate

Adaptable,
handles
multiple
leaks, au-
tomated

High
compu-
tational
needs,
requires
extensive
training
data

Moderate
(computa-
tional re-
sources)

[97; 98;
99; 100]
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Table 5: An overview of the visual/Inspection detection methods

Method Working
Princi-
ple

Detected
Leakage
Rate

Upside Downside Cost Citations

Smart
Pigging

Uses
smart
devices
inside
pipelines
to assess
condi-
tions

Preventive
measure

Detailed
internal
assess-
ment,
contin-
uous
moni-
toring,
safety

Expensive
equip-
ment,
complex
data
analysis,
limited by
pipeline
design

Expensive
(equip-
ment/per-
sonnel)

[101; 102]

Inspection
by Heli-
copter

Helicopters
with sen-
sors
measure
air refrac-
tive index
changes

2 l/min
(highly
depen-
dent on
environ-
mental
factors)

High ac-
curacy, no
operation
stoppage
required

High op-
erational
cost,
weather
depen-
dent

Expensive
(opera-
tional
costs)

[103; 104;
105]

Pipe
Walking

Personnel
manually
inspect
pipelines
with gas
sniffers

from 15
ppm (de-
pending
on sensor
used)

Simple,
low equip-
ment
costs

Time-
consuming,
expensive
man-
power,
limited
reach

Moderate
(man-
power
costs)

[106; 104;
107]

In conclusion, each hydrogen leak detection method presents unique strengths and limi-
tations. The choice of method often depends on the specific requirements of the pipeline
network, including the need for real-time monitoring, cost constraints, environmental
considerations, and the desired accuracy in detecting and locating leaks. Combining
multiple methods often provides the best overall protection by leveraging the comple-
mentary strengths of each technique. Gasunie was unwilling to provide details about
which methods they are intending to implement. Therefore, in the rest of this study
assumptions had to be made on detection times.

4.3 Grid Independence

To evaluate the grid independence, the computational domain was divided into five grid
levels: 201,600, 276,598, 410,770, 908,416, and 1,177,986 to monitor the hydrogen velocity
through a hole with a diameter of 0.5 cm, as shown in Figure 4.4. When the number
of grids reached 410,770, the average relative error of hydrogen velocity through the
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hole was within 1.5%. The 410,770 grid level was selected for numerical simulation to
ensure calculation accuracy and minimise computational time. This approach aligns
with best practices in computational fluid dynamics, as suggested by several studies
[108; 109].

Figure 4.4: Grid independence verification

4.4 Impact Different Scenarios

Figure 4.6 illustrates the percentage of hydrogen leakage in various scenarios where the
pipeline is surrounded by sand. The scenarios are characterized by three different pipe
depths (1.25 m, 1.75 m, and 2.25 m) and three groundwater levels (LG, MG, and HG).
The results indicate that the most significant factor influencing hydrogen leakage is the
presence of either saturated or unsaturated soil at the boundary of the pipe. When
the pipe is above the groundwater level, hydrogen leaks more easily due to the higher
permeability of the unsaturated soil. In contrast, when the pipe is below the groundwater
level, hydrogen encounters saturated soil, which has lower permeability and restricts
leakage [110].

However, the variation in leakage rates is relatively small across different pipe depths
and groundwater levels when the pipe is submerged. This minimal difference can be
attributed to the fact that the leakage rate is measured at the boundary of the hole,
directly at the interface between the pipe and the surrounding soil. Thus, the immediate
condition of the soil, whether saturated or unsaturated, has a more pronounced impact
on leakage than the overall size of the saturated zone or the pipe’s depth. The slight
decrease in leakage observed with increasing pipe depth likely results from the slightly
longer pathway that hydrogen travels through the porous media.
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Figure 4.5: The pressure at the boundary between the pipe and the soil

Figure 4.5 shows the pressure build-up at the boundary between the hole and the
surrounding soil, indicating the conditions right at the point of leakage. It shows
that when the pipeline is submerged, the pressure build-up is approximately the same
across different scenarios. Since the leakage process is primarily driven by pressure, this
observation suggests that leakage rates should be similar for all submerged scenarios.
This consistency in leakage rates is also reflected in Figure 4.6.

The similar pressure build-up across submerged scenarios can be explained by the
permeability encountered by hydrogen as it escapes through the pipeline. When hydrogen
leaks, a pressure build-up occurs because hydrogen tries to flow through a permeable
zone. Since the permeability value for each submerged scenario remains constant at the
boundary, the pressure build-up and resulting leakage rates are also consistent.

The decision to measure leakage rates at the boundary between the pipe and soil was made
to effectively capture the actual leakage occurring from the pipeline, as this is a direct
indicator of the loss of hydrogen, both in terms of environmental impact and financial
costs. Furthermore, since the soil is simulated as a porous medium without a reaction
term, every kilogram of hydrogen that leaks through this boundary will inevitably end up
in the atmosphere. This approach ensures that all hydrogen escaping from the pipeline
is accounted for, providing an accurate assessment of leakage for safety, economic, and
environmental considerations.

Figures 4.6a to 4.6e show that the hole size is the most critical factor affecting hydrogen
leakage. For instance, in the scenario with a hole size of 3 cm, up to 27% of the transported
hydrogen can be lost, highlighting the importance of robust leak detection systems. Even
minor leaks can lead to substantial hydrogen loss, emphasizing the necessity for effective
leakage detection methods to ensure pipeline efficiency and safety [111; 112].
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(a) Hole size 0.25 cm (b) Hole size 0.5 cm

(c) Hole size 1 cm (d) Hole size 2 cm

(e) Hole size 3 cm

Figure 4.6: The percentage of hydrogen leaked through sand for different depths of pipes and
groundwater levels.

Figure 4.7 presents the percentage of hydrogen leakage for scenarios where the pipeline is
surrounded by clay. While the impact of different scenarios on hydrogen leakage remains
modest, it is slightly more noticeable than in sand. This difference is due to clay’s
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lower permeability than sand, as clay has larger pore sizes and higher water retention
capabilities. These properties restrict hydrogen flow more in clay than in sand, making
clay more sensitive to changes in pipe depth and groundwater levels [113]. Consequently,
even minor changes in environmental conditions can lead to more significant variations
in leakage rates in clay than in sand, where hydrogen flow is less restricted.

Additionally, similar to the observations with sand, there is a significant increase in
hydrogen leakage in the scenario where the pipeline is not submerged and the hole size
remains the most critical parameter influencing the amount of hydrogen leaked.
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(a) Hole size 0.25 cm (b) Hole size 0.5 cm

(c) Hole size 1 cm (d) Hole size 2 cm

(e) Hole size 3 cm

Figure 4.7: The percentage of hydrogen leaked through clay for different depths of pipes and
groundwater levels

Figures 4.8a and 4.8b provide insight into the impact of pipe depth and groundwater
levels on the hydrogen velocity profiles at the boundary between soil and atmosphere.
The first figure, 4.8a, shows the velocity profile for different pipe depths in a MG scenario
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with a leak size of 1 cm. The results demonstrate that pipe depth significantly influences
hydrogen dispersion into the atmosphere. Hydrogen travels a longer path through the
soil with increased pipe depth, allowing more time for horizontal diffusion. This effect
is reflected in the broader and lower peaks for deeper pipes, as opposed to the higher
and narrower peaks observed with shallower pipes. Additionally, clay consistently shows
lower velocity profiles than sand due to its lower permeability.

The second figure, 4.8b, illustrates the velocity profile for different groundwater levels,
maintaining an average pipe depth and a leak size of 1 cm. Higher groundwater levels
result in increased peak velocities but with narrower profiles. This pattern is attributed
to the longer distance hydrogen must travel through saturated soil, which has a lower
permeability. As a result, to take the path of least resistance, the hydrogen moves
more directly upwards. Notably, the initial segment of the saturated zone has the most
significant effect on the flow rate into the atmosphere, as the differences between peaks
diminish with further increases in groundwater levels. Again, clay shows consistently
lower peak velocities compared to sand, reinforcing the impact of soil permeability on
hydrogen leakage dynamics.

These observations highlight that while the immediate boundary conditions primarily
determine leakage rates, factors such as pipe depth and groundwater levels significantly
affect the broader dispersion and velocity of hydrogen as it moves through the soil and
reaches the atmosphere.

(a) Velocity profile at the boundary between soil
and atmosphere with different pipe depths for

MG and leak size of 1 cm.

(b) Velocity profile at the boundary between soil
and atmosphere with different groundwater

levels for average pipe depth and leak size of 1
cm.

Figure 4.8: Impact of pipe depth and groundwater level on hydrogen velocity profiles at the
boundary between soil and atmosphere.

4.5 Sand vs Clay

Figure 4.9 shows the difference in hydrogen leaked as a function of soil type for the hole
sizes. Figure 4.9a shows the percentage of hydrogen leaked for the sand and clay when the
pipe is at its smallest depth and the groundwater level is LG. It shows that the percentage

42



of hydrogen leaked is almost identical. Figure 4.9b shows the percentage of hydrogen
leaked for sand and clay when the pipe is at its largest depth and the groundwater level
is HG. It shows that there is relatively more leakage in sandy soil, especially in the
larger hole scenarios. This difference can be as large as two %-points. This result shows
that the type of soil does influence the percentage leaked, this difference is relatively
small. In addition, it was found that sand consistently leaks more hydrogen compared to
clay.

(a) Smallest pipe depth and LG groundwater level

(b) Largest pipe depth and HG groundwater level

Figure 4.9: The percentage of hydrogen leaked in clay for different depths of pipes and
groundwater levels.

The differences in the permeability and density of the soils can explain this disparity
in leakage rates. Sand has a higher permeability than clay, allowing hydrogen to flow
more readily. The permeability is calculated with equation 3.24 with dp equal to 0.5 mm
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and 0.05 mm and ϵp equal to 0.25 and 0.43, for sand and clay respectively [23]. The
resulting permeability is then equal to 4.6 · 10−5 m2 and 4.078 · 10−6 m2 for sand and
clay respectively. Additionally, clay has a higher density, leading to a greater pressure
exerted by the soil on the pipeline. Consequently, the combination of lower permeability
and higher density in clay leads to reduced hydrogen leakage compared to sand under
the same conditions.

In scenarios where the pipeline is submerged, the difference in leakage rates between sand
and clay is even more pronounced. This increase in disparity can be explained by the
difference in the relative permeability factor of sand and clay. The relative permeability
factor, which is used in calculating the permeability of the saturated soil (equation 3.25,
is five times lower for clay than for sand (0.01 [65] versus 0.05 [63; 64] respectively).
Consequently, when the pipeline is submerged under water, clay will have a permeability
that is five times smaller than sand. This lower permeability of clay significantly restricts
the flow of hydrogen, thereby reducing the leakage compared to sand. This effect is
apparent in the figures, where submerged conditions consistently show a more pronounced
difference in leakage between the two soil types.

Interestingly, the results also show that the difference in hydrogen leakage between
sand and clay increases as the hole size in the pipeline increases. This relationship is
particularly noticeable in the larger hole sizes, where the percentage of hydrogen leaked
is higher overall.

The increase in the difference between sand and clay leakage rates with increasing hole
size can be explained by considering the interaction between the flow rate of hydrogen
through the hole and the permeability of the surrounding soil. As the hole size increases,
the rate of hydrogen escaping from the pipeline also increases. In sand, which has a
higher permeability, this increased flow rate can be more readily accommodated, resulting
in a larger volume of hydrogen being lost to the environment. In contrast, the lower
permeability of clay acts as a bottleneck, restricting the flow and thereby reducing the
amount of hydrogen that can escape. The key point is that as the hole size increases,
the flow rate through the hole increases disproportionately in sand due to its higher
permeability. This larger increase in flow rate leads to a more pronounced difference in
leakage between sand and clay as the hole size increases, thereby amplifying the observed
difference in leakage percentages between the two soil types [114].

These phenomena can also be seen in the larger pressure build-up at the hole boundary
in clay compared to sand. Figure 4.10 shows the pressure profile in sand and clay at the
hole boundary for the following scenarios and hole sizes: Figures 4.10a and 4.10b shows
the largest depth of pipe with the highest groundwater level for a hole size of 0.25 cm
and 3 cm, Figure 4.10c shows the smallest depth of the pipe with the lowest groundwater
level for a hole size of 3 cm. Figure 4.10c shows the small pressure difference built up
at the hole boundary for clay and sand. This difference is due to clay’s higher density
and lower permeability than sand. However, the difference is relatively small. This can
also be seen when looking at the leakage rate in Figure 4.9a. The difference becomes
much more noticeable when a saturated layer of soil is added. In Figures 4.10a and 4.10b
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can be seen how there is much more pressure build-up in the clay soil compared to the
sand soil. This can also be seen in the bigger difference in leakage rat in Figure 4.9b.
This corroborates the explanation behind the decreased leakage rate in clay compared
to sand. Additionally, it shows that the pressure difference increases for an increase in
hole size (129% increase in average pressure for a hole size of 0.25 cm and 213% increase
in average pressure for a hole size of 3 cm), corroborating the results showing that the
disparity between the leakage rates increases for an increase in hole size.

(a) Largest depth of the pipe and highest
groundwater lever with a hole size of 0.25 cm

(b) Largest depth of the pipe and highest
groundwater lever with a hole size of 3 cm

(c) Lowest depth of the pipe and lowest
groundwater lever with a hole size of 3 cm

Figure 4.10: The pressure profile at the boundary of the hole for different scenarios

4.6 Safety Risk

Figure 4.11 shows the horizontal dispersion of hydrogen measured from the centre of the
hole to where the leakage rate into the atmosphere is equal to 0.5 m/s. The different
subplots show the dispersion per hole size for sand vs clay and different parameters such
as pipe depth and groundwater level.
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(a) Hole size 0.25 cm

(b) Hole size 3 cm

Figure 4.11: The horizontal dispersion of hydrogen measured from the centre of the hole to the
point where the velocity reaches 0.5 m/s

As can be seen in these figures, the horizontal range of hydrogen dispersion increases
with soil depth. This trend is consistent for both sand and clay and can be explained by
the increased distance the hydrogen must travel before reaching the surface, allowing for
greater lateral diffusion.

Conversely, an increase in groundwater level results in a reduction of the horizontal range,
observable in all figures. This effect is more pronounced in clay than in sand, reflecting
the higher resistance to gas flow presented by clay’s lower permeability when saturated.
In soils with higher water content, the hydrogen gas encounters greater resistance as it
diffuses through the pore spaces, which reduces its lateral spread.

The comparison between sand and clay further emphasizes the impact of soil type on
hydrogen dispersion. Across all depths and water levels, clay consistently exhibits a
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shorter range compared to sand. This is due to the inherently lower permeability and
higher density of clay, which impede the movement of gas more effectively than sand.
In most cases, the difference in range between sand and clay is most significant at the
highest water level, underscoring the compound effect of reduced permeability in clay
combined with the resistance posed by increased water saturation.

These findings suggest that soil type, depth, and groundwater levels are critical factors
in determining the extent of hydrogen dispersion. In scenarios where hydrogen leakage
occurs in areas with higher clay content and increased water saturation, the expected
horizontal dispersion range will be significantly lower than in sandy soils, impacting the
safety considerations for hydrogen infrastructure.

Interestingly, as illustrated in Figure 4.11a, when the hole size is reduced to 0.25 cm, the
distinction between the range and the pipe depth becomes negligible. This phenomenon
can be better understood by examining the velocity profile at the boundary to the
atmosphere for different scenarios, as depicted in Figure 4.12. The figure shows the
velocity at the boundary to the atmosphere for a hole size of 0.25 cm and a groundwater
level of MG.

Figure 4.12: Velocity profile at the boundary to the atmosphere for a hole size of 0.25 cm and
groundwater level MG

The velocity profile reveals that although there is a wider spread when the pipe depth
increases, the velocity at the boundary remains relatively low. Consequently, the cutoff
velocity of 0.5 m/s is reached before the peak velocities at lower depths decrease sufficiently
to be ”caught” by the wider spread but lower peak velocities at larger depths. This
results in a situation where the horizontal range of hydrogen dispersion decreases for
increased pipe depth.
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Figure 4.11 shows that the maximum horizontal dispersion is approximately 4.5 m. This
would indicate that there should be a minimum safe zone of 4.5 m around the pipelines
to ensure that there is no risk of a hydrogen fire. This corresponds with the Dutch
regulations for gas pipelines which range between 4 and 50 meters depending on the
diameter and pressure of the pipeline [22]. However, it is important to keep in mind
that in this research only a leak on the top of the pipe was taken into account. If the
leak would be on the side, due to the high-pressure difference, this range would likely be
much higher. Therefore, this number only serves as a minimum indication of a safety
distance.

4.7 Monte Carlo Analysis

The Monte Carlo analysis yielded a probabilistic distribution of the percentage of hydrogen
leaked from the pipeline under various scenarios. The results provide valuable insights
into the expected leakage behaviour and the associated uncertainties.

The probability distribution of the percentage of hydrogen leaked, as illustrated in Figure
4.13, shows a strong right-skewness with a significant concentration of lower leakage
values. Key statistical measures from the analysis include a mean leakage of 0.06%,
and a P95 leakage of 0.18%. These values indicate that most leakage events, when the
assumption of 1 leakage per year is valid, are likely to be minimal. The sudden drop
at approximately 0.12% is due to the switch from the immediate detected leaks to the
non-immediate detected leaks, since the immediate detected leaks can not leak more
than 0.12% when there is only 1 leak per year and the maximum detection time is 12
hours.

Figure 4.13: Probability distribution of the percentage of hydrogen leaked per year found from the
Monte Carlo analysis
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The distribution reflects the high uncertainty and variability in the system parameters,
particularly in the size of leaks and the duration of leakage events. The sharp peak near
zero suggests that in many simulations, the percentage of hydrogen leaked was minimal,
likely due to the small number of leaks and relatively short leakage time. However, the
long tail extending towards higher percentages indicates that there are scenarios where
the leakage could be more significant.

In summary, the Monte Carlo analysis reveals that the majority of hydrogen leakage
events are expected to be minor, with a mean leakage of 0.06% and a strong right-skewed
distribution indicating higher probabilities for low leakage rates. The analysis highlights
the inherent uncertainties and variability in leakage scenarios, emphasizing the importance
of understanding both the frequency and size of leaks to better predict and mitigate
potential hydrogen losses.

4.7.1 Environmental Impact

The potential environmental impact of hydrogen leakage was assessed by calculating the
total amount of hydrogen that could be leaked under two different scenarios: the expected
hydrogen usage in 2030 (100 PJ [13]) and the hypothetical scenario where hydrogen
completely replaces natural gas in the Netherlands (997.096 PJ [73]). The results of these
scenarios, expressed in kilotonnes (kTonnes) of hydrogen leaked, are illustrated in Figure
4.14.

Figure 4.14: Total MTonnes of Hydrogen Leaked for the 2030 and Complete Natural Gas
Replacement Scenarios.

As shown in Figure 4.14, the Monte Carlo analysis indicates that the amount of hydrogen
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leaked could vary significantly between the scenarios. For the 2030 scenario, the mean
leakage is projected to be relatively low, around 0.5 kTonnes, while the P95 reaches approx-
imately 1.6 kTonnes. In contrast, the complete substitution of natural gas with hydrogen
results in a much higher mean leakage of around 5.1 kTonnes, with the P95 reaching up
to 15.5 kTonnes, which is a factor 10 higher. These results underscore the substantial
increase in hydrogen leakage associated with larger-scale hydrogen deployment.

To understand the environmental implications, the leaked hydrogen was converted into
CO2-equivalent emissions using a GWP100 of 16.5, as found by Ocko and Hamburg [44].
The resulting CO2-eq emissions for the hydrogen leakage are compared to the current
CO2-eq emissions from natural gas in the Netherlands in Figure 4.15.

Figure 4.15: CO2-eq Emissions (kTonnes) from Hydrogen Leakage Compared to Current Natural
Gas Emissions in the Netherlands.

Figure 4.15 illustrates that in the 2030 scenario, the mean CO2-eq emissions from
hydrogen leakage are relatively low, ranging from 8 to 26 kTonnes. Even in the complete
replacement scenario, where emissions are higher, the P95 reaches only 256 kTonnes. This
is still approximately 200 times lower than the current CO2-eq emissions from natural gas,
which are estimated to be around 50,100 kTonnes. These results suggest that, from an
environmental perspective, hydrogen leakage from high-pressure pipelines poses minimal
risk and offers a substantial reduction in greenhouse gas emissions compared to natural
gas usage. Even in the worst-case scenario, hydrogen leakage would result in significantly
lower emissions, highlighting the environmental benefits of transitioning to hydrogen as
an energy source.

However, the data also highlight a critical point: the environmental benefits of switching
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to hydrogen are heavily dependent on controlling the number of leaks per year and the
leakage time. Due to the GWP100 of hydrogen, even small leaks can lead to non-negligible
greenhouse gas emissions. For instance, Figure 4.7a shows that a hole with a diameter
of just 0.25 cm can result in leakage rates of up to 3%. This reinforces the need for
strict monitoring and mitigation strategies to minimize leakage throughout the hydrogen
supply chain, ensuring that the transition to hydrogen does indeed lead to a substantial
reduction in overall greenhouse gas emissions.

In conclusion, the Monte Carlo analysis indicates that hydrogen leakage from high-
pressure pipelines, even in the worst-case scenarios, results in significantly lower CO2-
equivalent emissions compared to current natural gas usage. However, to fully realize
these environmental benefits, it is vital to implement effective leak detection, monitoring,
and mitigation strategies that can control the number and duration of leaks.

4.7.2 Financial Impact

The financial impact of hydrogen leakage was evaluated by considering the projected
price of hydrogen for the two previously mentioned scenarios. This part of the Monte
Carlo analysis incorporated variability in hydrogen prices across different types (grey,
blue, and green hydrogen) as well as the variability in hydrogen leakages, leading to a
probabilistic distribution of potential financial losses due to leakage.

The probability distributions of financial losses for both scenarios are presented in Figure
4.16. These figures show the wide range of potential financial losses, with a clear right-
skewness, indicating that while most scenarios result in relatively low financial losses,
there are significant outliers where losses could be much higher.

(a) 2030 Scenario (b) No Gas Scenario

Figure 4.16: Probability Distribution of Euros lost

Figure 4.16a illustrates the potential financial losses in the 2030 scenario, the sharp peak
near zero suggests that in many simulations the financial loss is minor. However, the long
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tail of the distribution shows that there is a non-negligible risk of significantly higher
losses. This pattern is also present in the No Gas scenario (Figure 4.16b).

To compare the financial losses across the scenarios more clearly, the mean, and P95

values are shown in Figure 4.17. The figure highlights the stark difference between the
2030 and No Gas scenarios. In the 2030 scenario, the mean financial loss is approximately
1.3 million euros, with the P95 at approximately 4.5 million euros. In contrast, the No
Gas scenario shows a mean loss of about 12.4 million euros, with a P95 loss of nearly 41
million euros. In comparison, these potential losses in the worst-case scenario amount
to nearly 10% of Gasunie’s net profit of 483.3 million euros reported in the year 2023
[115].

Figure 4.17: Euros Lost Due to Hydrogen Leakage.

These results underscore the financial risks associated with hydrogen leakage, especially
as hydrogen deployment scales up. The significant increase in potential losses in the No
Gas scenario reflects the larger volumes of hydrogen involved and the higher associated
costs. It is also important to note that these financial risks are influenced not only by
the volume of hydrogen leaked but also by the price volatility of hydrogen, particularly
for green hydrogen, which is expected to constitute a larger share of the hydrogen mix
by 2050 [70; 71].

In conclusion, while the financial impact of hydrogen leakage in the 2030 scenario is
expected to be relatively manageable, the risks become much more pronounced in scenarios
involving large-scale hydrogen deployment. These findings highlight the importance of
robust leak detection and prevention strategies to mitigate the financial risks associated
with hydrogen leakage. Additionally, the variability in hydrogen prices suggests that
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market conditions will play a significant role in determining the ultimate financial impact
of hydrogen leakage.

4.8 Sensitivity Analysis

The sensitivity analysis on the Monte Carlo model reveals a consistent linear relationship
between the expected number of leaks per year and the associated outcomes, as shown in
Figures 4.18a through 4.18d. This linearity was expected, as more leaks per year directly
increase the volume of hydrogen escaping from the system, leading to higher financial
losses and greater environmental impact.

(a) Mean % Hydrogen Leaked (b) P95 Hydrogen Leaked

(c) Mean Euros Lost (d) Mean CO2-eq Emitted

Figure 4.18: Sensitivity Analysis Results: Impact of Expected Number of Leaks Per Year on Mean
% Hydrogen Leaked, P95 Hydrogen Leaked, Mean Euros Lost, and Mean CO2-eq Emitted for the

2030 Scenario.

The mean percentage of hydrogen leaked (Figure 4.18a) and the P95 of hydrogen leakage
(Figure 4.18b) both increase proportionally with the number of leaks, reaching nearly 1%
and over 1.6%, respectively, with 10 expected leaks per year. These results highlight the
significant impact of leak frequency on hydrogen loss, which is particularly concerning
given hydrogen’s propensity to leak due to its smaller molecular size compared to natural
gas [74; 21], so there could be more hydrogen leakages than the 1 per year assumed in
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this research.

In the 2030 scenario, both mean financial losses (Figure 4.18c) and mean CO2-eq emissions
(Figure 4.18d) increase linearly with the number of leaks. Financial losses range from
approximately 0.25 million euros for a quarter of a leak per year to nearly 20 million
euros for ten leaks per year, while CO2-eq emissions rise from under 5 kTonnes to over
120 kTonnes. Although these emissions remain lower than those from natural gas, they
still present a notable environmental impact, considering hydrogen’s greenhouse gas
potential.

These findings emphasize the substantial economic and environmental risks associated
with increased leak frequency in hydrogen pipelines. The higher likelihood of leaks due to
hydrogen’s smaller molecular size compared to natural gas makes robust leak detection
and mitigation strategies essential to ensuring the sustainability and safety of hydrogen
as a key energy carrier in future energy systems.

The sensitivity analysis in Figures 4.19a through 4.19d evaluates the impact of varying
immediate and non-immediate detection times, the ratio of immediate to non-immediate
detection, and the leak rate which gets detected immediately on the percentage of
hydrogen leaked, financial losses, and CO2-equivalent emissions. The results show that
non-immediate detection time and leak rate that gets detected immediately have the
most significant influence on the mean percentage of hydrogen leaked and the P95 of
hydrogen leaked.

The parameter for the immediate detected leak rate increases in discrete steps. This
behavior is because the leak rates considered in this study correspond to five leak sizes,
which each have a roughly similar leakage rate. Consequently, if the immediate detected
leak rate changes but does not surpass the threshold of another defined leak size, the
amount of hydrogen leaked remains relatively stable, except for variations introduced
by different scenarios and randomness from the Monte Carlo analysis. However, when
a threshold is crossed, such as when a smaller leak is detected immediately, there is a
noticeable sharp decrease or increase in the percentage of hydrogen leaked.

As the non-immediate detection time increases, the associated metrics exhibit a linear
increase, indicating that the duration before a leakage is detected using intermittent
methods is a critical risk factor in hydrogen leakage scenarios. This finding highlights
that the non-immediate detection time, alongside the capability to detect smaller leaks
immediately, is among the most influential parameters affecting hydrogen leakage out-
comes.
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(a) Mean % Hydrogen Leaked (b) P95 Hydrogen Leaked

(c) Mean Euros Lost (d) Mean CO2-eq Emitted

Figure 4.19: Sensitivity Analysis Results: Impact of Detection Times and Ratios on Mean %
Hydrogen Leaked, P95 Hydrogen Leaked, Mean Euros Lost, and Mean CO2-eq Emitted for the

2030 Scenario.

By contrast, variations in immediate detection time and the ratio of immediate to non-
immediate detection have a smaller impact on these outcomes. This suggests that while
immediate detection is essential, the precise duration taken to address a leak (e.g., 2
hours versus 24 hours) has a less significant effect on the overall leakage. Consequently,
prioritizing technologies that consistently detect even small leaks, despite not being able
to pinpoint their exact location, could be more effective in minimizing financial and
environmental consequences.

These findings advocate for regular intermittent detection methods, particularly in the
initial stages of pipeline operation, to minimize the risks associated with undetected leaks.
Consistent and frequent monitoring can significantly reduce detection times, limiting
hydrogen leakage and its associated impacts. Moreover, favouring detection technologies
that can identify small leaks, even without precise localization, over those that only
detect larger leaks with high accuracy, could offer a more balanced approach to mitigating
financial losses and environmental damage.
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5 Conclusion

The primary research question of this study was:

What are the environmental, financial, and safety-related risks of transporting hydrogen
through underground natural gas pipelines?

The results show that the environmental impact of hydrogen leakage in terms of CO2-eq is
small, especially when compared to the current emissions from natural gas. The financial
implications, on the contrary, could be substantial. This is based on leak sizes that range
from 0.25 - 3 cm, an occurrence of one leak per year, and no multiple leak points at the
same time. Regarding the safety-related risks, the flammability risk and the subsequent
safety range that should be implemented is relatively small being 4.5 m.

The percentage of leaked hydrogen varies significantly with the leak size. For
instance, as shown in Figure 4.6, a hole size of 0.25 cm results in a leakage of 3.2% of
the total hydrogen transported, depending on soil type and pipeline depth. As the hole
size increases, the leakage percentage rises sharply, reaching up to 27% for a hole size of
3 cm in some scenarios.

The influence of groundwater level and depth of pipe on the leakage rate is
small but noticeable, while the influence of the soil type is larger but still
relatively small. Specifically, deeper pipelines and higher groundwater levels tend to
reduce the percentage of hydrogen leaked. However, this reduction is relatively small
compared to the influence of hole size. As depicted in Figures 4.6 and 4.7, the difference
in leakage percentages between the smallest and largest pipeline depths is less than
1%-point across most scenarios. As seen in Figure 4.9, the difference between sand and
clay can increase to 2%-point, with more hydrogen leakage observed in sand than in clay
due to its higher permeability.

However, the pipe depth and groundwater level do have an impact on the dispersion of
hydrogen through the soil, as shown by the velocity profiles (Figures 4.8a and 4.8b). These
factors influence the spread of hydrogen and its subsequent release into the atmosphere,
which carries significant safety implications. Although they may not change the leakage
rates measured at the pipe-soil boundary, they are important considerations in scenarios
involving potential reactions between hydrogen and soil microorganisms.

Hydrogen leakages from high-pressure underground pipelines have an envi-
ronmental impact but this is much lower than the current emissions from
natural gas. For example, in the scenario where hydrogen completely replaces natural
gas, even the P95 of CO2-eq emissions due to hydrogen leakage (256 kTonnes) is still
much lower than the current 50,100 kTonnes of CO2-eq emissions from natural gas.
This indicates that hydrogen leakage in high-pressure pipelines poses a much smaller
risk for the environment compared to continued natural gas usage, as long as leaks are
minimized.

The financial impact of hydrogen leaks can be considerable, especially in
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scenarios involving large-scale hydrogen deployment. As shown in Figures 4.16
and 4.17, the financial loss due to hydrogen leakage can reach up to 41 million euros in
the scenario where hydrogen replaces natural gas completely. This is approximately 10%
of the total net profit of Gasunie from 2023. This underscores the importance of robust
leakage detection and prevention strategies to mitigate financial risks.

There should be a minimum safety zone of 4.5 meters around the pipelines to
ensure no risk of a hydrogen-fueled fire. This is based on the maximum horizontal
dispersion observed in the simulations (Figure 4.11). However, it is important to note
that this number serves as a minimum safety distance, as only leaks on the top of the
pipe were considered. Leaks on the side of the pipe, larger leak sizes, and multiple leaks
near each other could require a larger safety zone.

The sensitivity analysis shows that the number of leaks per year, the immediate
detected leak rate, and the non-immediate detection time are the most
significant factors influencing the financial and environmental impact of
hydrogen leakage. The immediate detected leak rate plays a significant role, specifically
when the leak rate of smaller hole sizes is detected immediately it causes the biggest
decrease in hydrogen leaked. A linear relationship was observed between the leak frequency
and key outcomes such as hydrogen loss, financial losses, and CO2-eq emissions. Although
immediate detection time and the ratio of immediate to non-immediate detection have
relatively smaller impacts, they still contribute to overall risk mitigation. Implementing
regular intermittent detection and investing in technologies that can consistently identify
even small leaks, irrespective of their precise location, are essential strategies for effectively
managing the risks associated with hydrogen transport.

There is a wide range of leakage detection methods. Each method has its upsides
and downsides, making the choice dependent on specific pipeline requirements such as
real-time monitoring, cost, and accuracy in leak detection and location. Selecting the
most suitable method often involves balancing these factors. For optimal protection,
combining multiple detection techniques can be effective, as this approach utilizes the
complementary strengths of each method.

In summary, this research provided a comprehensive evaluation of the risks associated
with hydrogen leakage in repurposed high-pressure natural gas pipelines. While the
environmental impact and the flammability risk are relatively small, the financial impact
could be substantial, particularly in large-scale hydrogen deployment scenarios. These
findings emphasize the critical need for effective monitoring, leakage detection, and
prevention strategies to ensure the safe and economically viable transportation of hydrogen
within the transmission network.
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6 Future Outlook

This research has highlighted several areas in which uncertainties about the risks of
hydrogen leakages exist. This section discusses the future outlook for research and
practical measures that should be undertaken to address the challenges identified. One
general point is to account for the entire hydrogen supply chain instead of only the
high-pressure hydrogen pipelines. This will give a more inclusive view of the potential
environmental and financial impact.

Simulation Expansion
The current study has primarily focused on two-dimensional simulations, which have
limitations in capturing the full complexity of hydrogen leakage and diffusion in real-world
conditions. Expanding the simulation framework to include three-dimensional models
will allow for a more detailed understanding of the leak dynamics and their interaction
with the surrounding environment.

Interesting research directions could be assessing the impact of various soil deformations
and potential crater formations around the leak site, which could significantly alter the
leakage rate and dispersion patterns.

Additionally, the simulations should consider scenarios where the leak occurs on different
sides of the pipe rather than on top, as this could affect the safety distance required
around the pipeline. Cross-referencing these scenarios with the locations of industrial
and residential areas near the hydrogen backbone could be used to identify potential
danger zones.

Future simulations should also account for the effects of different climate conditions,
such as seasonal temperature variations, freezing and thawing cycles, and extreme
weather events, on hydrogen leakage rates and pipeline integrity. Climate conditions
can significantly impact soil properties, such as permeability and porosity, as well as the
physical integrity of pipelines.

In this study, a limited scenario analysis was conducted, with five distinct hole sizes and
one set pressure level and flow rate. Future work should include a broader range of leak
sizes and varying pipeline pressures and flow speeds. By doing so, a more comprehensive
dataset can be built. In practical applications, the pressure at different points of the pipe
will also differ and the flow rate will depend on the demand.

This research focused on the hydrogen dispersion through the soil and determined a safety
range from this. To enhance the safety of hydrogen transportation, it is recommended
that future simulations also examine the dispersion of hydrogen through the air. This
will provide better information to inform safety regulations, particularly in estimating
the safety zone from the pipelines to industrial and residential areas. Simulating the
time required for the system to reach a steady state post-leak could also give insightful
information about the system.

58



Experimental Validation and Data Collection
The results of this study are based on simulations. While valuable, more practical
experimental data is necessary to verify the results. Experimental data will provide
deeper insights into the system’s proneness to leak and offer practical confirmation of
the simulation results. This empirical data is crucial to validate the model’s predictions
and refine its accuracy, particularly in complex scenarios that involve variable soil types,
groundwater levels, and other environmental factors. Moreover, more comprehensive data
on soil properties such as permeability, porosity, and their correlation with groundwater
levels that can be obtained through experiments are essential for enhancing the precision
of future simulations.

The mentioned scenario in the simulation expansion section should also be included in
experiments. A key missing element in the literature is the missing empirical data on
hydrogen leakages in various scenarios.

Environmental Impact
This study briefly touched on the role of microbial hydrogen consumption. However,
while this was identified as having a potentially significant impact on hydrogen losses, it
was not fully explored in this study. Future work should investigate whether microbial
consumption could meaningfully reduce hydrogen leakage and its associated environmental
impacts.

In this study, the environmental focus was primarily on CO2-equivalent emissions, but
other environmental metrics such as soil quality are also important to take into account.
Understanding how hydrogen leakages and hydrogen-soil interactions affect these factors
is necessary to gain a complete view of the environmental consequences of hydrogen
leakage and ensure sustainable hydrogen deployment.

Detection Methods
In this research, a range of hydrogen leakage detection methods was briefly discussed
(subsection 4.2. The results from subsection 4.7 highlight the importance of implementing
effective detection techniques to mitigate both financial and environmental risks associated
with hydrogen leaks. In this study, assumptions were made on the effectiveness of detection
methods. Gathering real-world data on which detection systems and their performances
utilized by Gasunie could add to the credibility of the results.

Researching proper leak detection and location techniques is essential not only for
immediate leak identification but also for building a comprehensive database of leakage
incidents. Such a database can provide valuable insights for developing long-term
prevention strategies.

Future research should focus on testing the accuracy and reliability of the detection
techniques to ensure their effectiveness in identifying specifically hydrogen leaks. This
should include evaluating both technological innovations in detection equipment and
computational methods for early leak identification. Additionally, exploring different
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combinations of detection methods to determine the most effective and economically
viable solutions is important to ensure practical applications.

Hydrogen Supply Chain
This research focused specifically on the repurposed high-pressure gas pipelines. To get a
complete insight into the risks associated with large-scale hydrogen deployment, the entire
supply chain should be taken into account. Currently, in literature, only assumptions
are made of the leakage during the production, transportation, and utilization. This
should be modeled properly to get a complete view of the hydrogen leakages in the whole
system.

Finally, future research should consider comparing the risks and benefits of hydrogen
transport through pipelines with alternative energy storage and transport solutions,
such as ammonia or liquid organic hydrogen carriers (LOHCs). Understanding these
technologies’ relative advantages and disadvantages can provide a more comprehensive
perspective on the best strategies for hydrogen transport within the broader context of
the energy transition.

This research provides valuable insights into the risks associated with hydrogen leakage
in repurposed high-pressure natural gas pipelines. However, it serves as a stepping stone
toward more research needed to understand the risks associated with large-scale hydrogen
utilization fully. Future research should focus on several critical areas: gathering empirical
data on hydrogen leakages to improve our understanding of leakage behavior, analyzing
the entire hydrogen supply chain to quantify leakages at each stage, conducting 3D
simulations that account for soil deformation, and investigating other environmental
impacts of hydrogen leakage, such as effects on soil quality.

60



References

[1] Ministerie van Economische Zaken en Klimaat. Klimaatakkoord - Klimaatakkoord,
3 2023. URL https://www.klimaatakkoord.nl/.

[2] Netbeheer Nederland. Capaciteitskaart invoeding elektriciteitsnet, 2023. URL
https://capaciteitskaart.netbeheernederland.nl/.

[3] Johan Ehlers, Anders A. Feidenhans’l, Kasper T. Therkildsen, and Gastón O.
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[18] Matjaž Matošec. Repurposing gas transmission pipelines for
hydrogen, 12 2023. URL https://hydrogentechworld.com/

repurposing-gas-transmission-pipelines-for-hydrogen#:~:text=

Repurposing%20natural%20gas%20infrastructure%20to,at%20typical%

20transmission%20pipeline%20conditions.

[19] Karan Sotoodeh. Chapter 13 - piping and valve corrosion study. In Karan
Sotoodeh, editor, A Practical Guide to Piping and Valves for the Oil and Gas
Industry, pages 585–627. Gulf Professional Publishing, 2021. ISBN 978-0-12-
823796-0. doi: https://doi.org/10.1016/B978-0-12-823796-0.00009-X. URL https:

//www.sciencedirect.com/science/article/pii/B978012823796000009X.

62

https://doi.org/10.1007/s11356-020-12231-8
https://www.sciencedirect.com/science/article/pii/S0360319922048534
https://www.sciencedirect.com/science/article/pii/S0360319922048534
https://doi.org/10.1016/j.rser.2021.111180
https://doi.org/10.1016/j.rser.2021.111180
https://nationaalwaterstofprogramma.nl/PageByID.aspx?sectionID=238846&contentPageID=2379389
https://nationaalwaterstofprogramma.nl/PageByID.aspx?sectionID=238846&contentPageID=2379389
https://ehb.eu/files/downloads/2020_European-Hydrogen-Backbone_Report.pdf
https://ehb.eu/files/downloads/2020_European-Hydrogen-Backbone_Report.pdf
https://www.gasunie.nl/en/projects/hydrogen-network-netherlands
https://www.gasunie.nl/en/projects/hydrogen-network-netherlands
https://www.hyway27.nl/en/latest-news/hyway-27-realisation-of-a-national-hydrogen-network
https://www.hyway27.nl/en/latest-news/hyway-27-realisation-of-a-national-hydrogen-network
https://www.reuters.com/business/energy/dutch-limit-groningen-gas-production-28-bcm-20222023-2022-09-26/
https://www.reuters.com/business/energy/dutch-limit-groningen-gas-production-28-bcm-20222023-2022-09-26/
https://hydrogentechworld.com/repurposing-gas-transmission-pipelines-for-hydrogen#:~:text=Repurposing%20natural%20gas%20infrastructure%20to,at%20typical%20transmission%20pipeline%20conditions
https://hydrogentechworld.com/repurposing-gas-transmission-pipelines-for-hydrogen#:~:text=Repurposing%20natural%20gas%20infrastructure%20to,at%20typical%20transmission%20pipeline%20conditions
https://hydrogentechworld.com/repurposing-gas-transmission-pipelines-for-hydrogen#:~:text=Repurposing%20natural%20gas%20infrastructure%20to,at%20typical%20transmission%20pipeline%20conditions
https://hydrogentechworld.com/repurposing-gas-transmission-pipelines-for-hydrogen#:~:text=Repurposing%20natural%20gas%20infrastructure%20to,at%20typical%20transmission%20pipeline%20conditions
https://www.sciencedirect.com/science/article/pii/B978012823796000009X
https://www.sciencedirect.com/science/article/pii/B978012823796000009X


[20] Hongwei Zhang, Jie Zhao, Jingfa Li, Bo Yu, Jialong Wang, Ran Lyu, and Qian Xi.
Research progress on corrosion and hydrogen embrittlement in hydrogen–natural
gas pipeline transportation. Natural Gas Industry, 43:126–138, 12 2023. ISSN
10000976. doi: 10.3787/J.ISSN.1000-0976.2023.06.013.

[21] Paul Martin, Ilissa B. Ocko, Sofia Esquivel-Elizondo, Roland Kupers, David Cebon,
Tom Baxter, and Steven P. Hamburg. A review of challenges with using the
natural gas system for hydrogen. Energy Science & Engineering, 8 2024. doi:
10.1002/ese3.1861. URL https://doi.org/10.1002/ese3.1861.

[22] Gasunie. Gegevens hoofdgasnet in Nederland en veiligheidsprocedures, n.d. URL
https://www.energiebufferzuidwending.nl/bibliotheek/$421/$462.

[23] Wenkang Zhang and Guanghui Zhao. Leakage and diffusion characteristics of
underground hydrogen pipeline. Petroleum, 6 2023. ISSN 2405-6561. doi: 10.1016/
J.PETLM.2023.06.002.

[24] W. Huinen. Onderzoek technische aspecten van waterstof in bestaande
buisleidingen t.b.b. de energietransitie. Technical Report 53052.01-1917001,
Bilfinger Tebodin, 11 2019. URL https://open.overheid.nl/documenten/

ronl-b50579b2-0461-4d88-98e5-9351a53e3692/pdf.

[25] DINOloket. Ondergrondmodellen kaart. https://www.dinoloket.nl/

ondergrondmodellen/kaart, n.d. Accessed: 2024-05-10.

[26] Ying Teng, Yongfeng Xu, Xiaomi Wang, and Peter Christie. Function of biohydrogen
metabolism and related microbial communities in environmental bioremediation.
Frontiers in Microbiology, 10:106, 2019. doi: 10.3389/fmicb.2019.00106.

[27] Anuj Chaudhary, Parul Chaudhary, Sami Abou Fayssal, Shivani Singh, Durges Ku-
mar Jaiswal, Vishal Tripathi, and J. Kumar. Exploring Beneficial Microbes and
Their Multifaceted Applications: An Overview. Microbial Inoculants, 2024. doi:
10.1007/978-981-97-0633-4 1.

[28] Oliver Schmidt, Linda Hink, Marcus A Horn, and Harold L Drake. Peat: home to
novel syntrophic species that feed acetate- and hydrogen-scavenging methanogens.
The ISME Journal, 10(8):1954–1966, 1 2016. doi: 10.1038/ismej.2015.256. URL
https://doi.org/10.1038/ismej.2015.256.

[29] Xinyun Fan, Xuemeng Zhang, Guohua Zhao, Xin Zhang, Lei Dong, and Yinguang
Chen. Aerobic hydrogen-oxidizing bacteria in soil: from cells to ecosystems.
Reviews in Environmental Science and Bio/Technology, 21:877–04, 2022. doi:
10.1007/s11157-022-09633-0.

[30] Simon P. Gregory, Megan J. Barnett, Lorraine P. Field, and Antoni E.
Milodowski. Subsurface microbial hydrogen cycling: Natural occurrence and
implications for industry. Subsurface Geomicrobiology, 7(2):53, 2019. doi:
10.3390/microorganisms7020053.

63

https://doi.org/10.1002/ese3.1861
https://www.energiebufferzuidwending.nl/bibliotheek/$421/$462
https://open.overheid.nl/documenten/ronl-b50579b2-0461-4d88-98e5-9351a53e3692/pdf
https://open.overheid.nl/documenten/ronl-b50579b2-0461-4d88-98e5-9351a53e3692/pdf
https://www.dinoloket.nl/ondergrondmodellen/kaart
https://www.dinoloket.nl/ondergrondmodellen/kaart
https://doi.org/10.1038/ismej.2015.256
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A Appendix

Additional Governing Equations and Constants

The following constants and auxiliary relations are used in the κ-ω Low Reynolds number
model:
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where Ωij is the mean rotation-rate tensor:
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and Sij is the mean strain-rate tensor:
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(A.5)

The production term Pk is given by equation 3.7. The following auxiliary relations for
the dissipation, ϵ, and the turbulent mixing length, l∗, are also used:

ϵ = β∗ωk, lmix =

√
k

ω
(A.6)

Variable Descriptions

• α, β, β∗, σ, σ∗: Model constants.

• β0, β
∗
0 : Base values for model constants.

• fβ, f
∗
β : Functions modifying the base model constants.

• χω, χk: Dimensionless variables used in the model.

• Ωij : Mean rotation-rate tensor, describing the rotation rate of the flow.

• Sij : Mean strain-rate tensor, describing the deformation rate of the flow.
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• ϵ: Turbulent dissipation rate.

• lmix: Turbulent mixing length, indicating the scale of turbulent eddies.

• ūi: Components of the mean velocity vector.

• xi, xj : Spatial coordinates.

Sand vs Clay all scenarios

Figures A.1 and A.2 show the leakage rate and the horizontal dispersion range in sand
and clay for each scenario and leak size.

(a) Hole size 0.25 cm

(b) Hole size 0.5 cm

Figure A.1: The percentage of hydrogen leaked in sand and clay for different depths of pipes and
groundwater levels. (continued)
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(c) Hole size 1 cm

(d) Hole size 2 cm

(e) Hole size 3 cm

Figure A.1: The percentage of hydrogen leaked in sand and clay for different depths of pipes and
groundwater levels.
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(a) Hole size 0.25 cm

(b) Hole size 0.5 cm

(c) Hole size 1 cm

Figure A.2: The horizontal dispersion of hydrogen measured from the center of the hole to the
point where the velocity reaches 0.5 m/s (continued).
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(d) Hole size 2 cm

(e) Hole size 3 cm

Figure A.2: The horizontal dispersion of hydrogen measured from the center of the hole to the
point where the velocity reaches 0.5 m/s (conclusion).
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