
UTRECHT UNIVERSITY

Department of Information and Computing Science

Applied Data Science master thesis

Entity Matching of Unlabelled Dataset

First examiner:

Ramon Rico Cuevas

Second examiner:

Dr. Ioana R. Karnstedt-Hulpus

Candidate:

Filips Veips

In cooperation with:

Unknown Group: Akela

August 4, 2024



Abstract

Entity matching is an essential field of study in terms of working with

data. Effective coinciding of the entities with each other can significantly

increase the effective output out of the data. The main problems with en-

tity matching comes from 2 sources: the flaws of the data and the the match-

ing effectiveness. This research is dedicated to proceeding through these

problems in order to state an effective entity resolution algorithm capable

of dealing with real-world data. We have constructed four different entity

matching models: probabilistic model SPLINK, machine learning models

logistic regression, support vector machines and BERT-based transformer.

All the models were applied to the same data which was preprocessed ac-

cordingly. SPLINK model showed the best result and can be used in simi-

lar tasks in the future. However, it is worth mentioning the performance of

other models is also quite optimistic and their usage can be viable.
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1. Introduction

1.1 Motivation & Context

Nowadays, multiple players in the IT industry face the huge increase in the

the number and in the sheer size of various databases. Corporations as well

as individuals collect, evaluate and analyse data on a massive scale. Today

there are several solutions towards data management. For example, there

are relational database management systems such as MS SQL, data ware-

housing solutions as Google BigQuery or data lakes as Amazon S3. How-

ever, with the increasing amount of data, there is a rising attention towards

the data integration [1].

The main question of the process of data integration is how to unite multi-

ple sources for more comprehensive data analysis. One of the key factors

influencing the effectiveness of the process of data integration is the pres-

ence of the same entities across the multiple data sources. Consequently,

issue of linking the records from the different datasets related to the same

object becomes evident. This issue is a primary concern of the process called

entity matching [2].

The process of entity matching is the process of locating, linking, and com-

bining records that relate to the same entity across many datasets. Entity

matching is also known in various sources as record matching, entity reso-

lution, record linkage, or deduplication.

The impact of entity matching is crucial to data analysis development as

this technique can be used across various domains. The key role of the en-

tity resolution lies in the spheres where accurate data processing is essential

such as education, healthcare and financial institutions. In such cases record

linkage is required to clearly define the object of education, medication or

financial applications respectively to make the treatment or actions towards

the object targeted and efficient by combining information from different
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Introduction

Figure 1.1: Entity resolution pipeline

Figure 1.2: The process of Entity Resolution

sources.

The process of entity resolution usually consists of several steps as it can

be seen in the figure 1.1 [3]. This figure shows a typical entity resolution

solution in the form of the pipeline. The first stage, tribute alignment, refers

to identifying common features among the several datasets. In the second

step, called blocking, entities which have similar features are combined to

the blocks. In such blocks, records are iteratively compared with each other,

the records that are not in the same block are considered to be non-matches.

If researched structures have one or more traits, they are assigned either to

more than one blocks or to blocks within blocks depending on method. In

either case, if the method is specified accordingly, there is no data loss. In

the entity resolution stage, related objects i.e. the objects having exactly the

same features are identified. This process is conducted within the blocks

constructed in the previous step. In the fourth stage, additional actions to-

wards the identified entities are applied. The process known as canonical-

ization refers to merging records, as such the resulting dataset lacks dupli-

cates. Therefore it can be also referred as deduplication.

The process of the pipeline is extensively illustrated in the figure 1.2.

Multiple datasets are united, so the common features of raw dataset entities
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1.1 Motivation & Context

can be found. Then, in the blocking stage, entities are split into blocks; enti-

ties having the same names into one block, having the same addresses into

the other. In the step of entity resolution, the objects are processed within

the blocks. In the last step, identified matches are returned in the form of

pairs or groups of same structures or as deduplicated dataset depending on

the purpose of the entity resolution.

Though the pipeline itself is a commonly appreciated solution [2] [4]

for the entity resolution, various problems may occur in each step of the

pipeline. The most common problems in the entity matching are: [5]

Poor data quality: Data from the real world is rarely perfectly unspoiled,

well-organized, and consistent. Raw data which can be both manually and

automatically entered may be incorrect, have different spellings, do not fol-

low the schema or simply be absent. Moreover, we cannot always depend

on various data sources to adhere to the same format, grammatical norms

or schema.

Too large or too small number of matches: If the number of entities is too

large, this leads towards O(N2) matches. In such a case, it is virtually im-

possible to explicitly compare every pair that could possibly exist. On the

other side, if the number of matches is too small, this is the result of the

significant imbalance in the data. This can lead to challenges in positive

example identification in the abundance of negative instances if a learning-

based strategy is employed.

Dependency on human intervention: The possibility of the first two is-

sues compared with often high number of instances leading to necessity of

human correction. Different methods of data storage, various features and

their impact are making it either unrealistic or impossible to perform entity

matching as automated, human-free process. The lack of standardisation is

both the result and the cause of such situation.

Though the problems themselves may seem unsolvable, there are mul-
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tiple approaches aimed towards the minimization of their negative effect

on the record matching[6] and further advancements in the field of entity

matching [7].

1.2 Related Work

Entity resolution is constantly growing and evolving, though there are al-

ready significant implications by many researchers to the topic. There are

several variation of entity matching: deterministic, probabilistic, machine

learning and hybrid algorithms.

Deterministic algorithms [8] match records according to precise attribute

values and predetermined rules. Although these techniques are simple,

they may not be able to handle variations and data entry problems. The

usual examples of such techniques are key-based blocking, phonetic encod-

ing (Soundex) or exact matching.

Probabilistic algorithms [9] determine the probability that two records are

identical using a combination of attribute comparisons and statistical mod-

els. These techniques use comparison functions such as Jaro-Winkler or Lev-

enshtein distances to assess the similarity between entities within the same

block, assign attributes weights and determine a composite score for every

pair of records. Based on a threshold score, the records are then categorized

as matches, non-matches, or possible matches.

Machine learning algorithms make use of both supervised and unsuper-

vised learning approaches in order to increase the precision of entity resolu-

tion [5] [10]. However such techniques require labeled training data in order

to identify patterns and apply them to the data. The possible examples are

neural networks, decision trees, random forests and even transformers.

Hybrid algorithms combine aspects of deterministic, probabilistic, and ma-

chine learning techniques. Their essential sense of combining the advan-

tages of the other approaches while omitting their shortcomings. In order

to limit the number of candidate pairs, the blocking can be used. For the

final resolution probabilistic matching or machine learning models may be

applicable. Complicated combination of these methods can be viewed as
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1.2 Related Work

brand new models capable of producing cutting-edge results [11].

In terms of dealing with the limitations of the entity resolution, it is

worth saying that real world datasets are often plundered with the data

which can be considered to be of insufficient quality. This issue is constantly

in the vision of the scientific community and is the point of applications of

the dedicated advanced methods [12]. Ranbaduge et. al. propose a novel

technique called signatures that can accurately link records even when can-

didate values contain errors or variations, or are missing. Signature is the

probability of the compared entity traits, for example names, to be the same

feature. Signatures are calculated using mutual feature comparison and if

the probability of traits to be the same feature is above the certain specified

threshold, such feature can be used in the process of blocking.

As the process of record linkage is constantly evolving, it is of particular

interest in using the cutting-edge techniques.The family of the probabilistic

algorithms is represented in our research by the SPLINK algorithm. SPLINK

is the latest realization of the fastLink algorithm [9]. The idea for the algo-

rithm itself was firstly mathematically introduced by I.P. Fellegi and A.B.

Sunter in 1969 [13]. However, fastLink is based on the improved algorithm

variations [14] [15]. In latest studies [16] SPLINK showed quite promis-

ing results towards the entity resolution. Implementation of the Fellegi-

Sunter algorithm is providing additional opportunities [17] in terms of the

record matching as for example additional features in terms of blocking and

data standardization were implemented there as well. The particular Fellegi

model is discussed in the section 3.1.

On the other hand, the advancements in the machine learning algo-

rithms also require to be paid attention on. A number of recent reports

[18] advise in favor of using Machine learning algorithms in order to match

records. This includes using the most novel neural networks [5]. Hou et al.

[10] propose innovative techniques pushing forward the usage of machine

7



Introduction

learning algorithms in entity resolution. Two different types of features

are proclaimed: attribute value similarity or the tokens occurring in both

records or in one and only one record. The first type of feature measures

a pair’s value similarity at each record attribute. Such attributes require

different similarity metrics such as Jaro-Winkler similarity [19] similarity or

Levenshtein distance [20]. The second type checks if the feature occurs in

both entities or in one entity. In such a case each feature occurrence can

show implications on feature match/non-match.

In the cases of the high presence of the textualised records in the data,

it becomes viable to use Large Language Models (LLMs) in order to link

records. The usage of such models can provide a better machine learn-

ing evaluation of the text data and therefore better linkage accuracy [21].

Though the datasets applicable for LLM-based algorithms such as BERT

[22] require labeled data without inconsistencies in features or missing data,

their usage provide the most advance design towards text-based machine

learning.

1.3 Research Objective

The primary focus of our research is the implementation of the contempo-

rary entity matching algorithms. There are several possible applications

towards the dealing with the issues of record linkage. However, it is essen-

tial to determine the most suitable algorithms towards the limitations of the

real-world data. By comparing several methods, the best one in terms of

metrics may be used as the universal algorithm or as the most suitable to-

wards given type of the dataset. The method realizations should follow the

entity resolution pipeline 1.1 in order to be comparable with each other and

with other possible applications. In order to proceed in this task, at first, it

is needed to state several key steps of the research.

1. To construct and apply the entity matching model on the input real-

world dataset in order to determine the effectiveness of the model on

real world data.
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1.3 Research Objective

2. To construct and evaluate another model or models and compare them

in order to research different approaches towards entity matching.

The process of model construction contains the steps of the attribute align-

ment,blocking and the entity resolution itself. Moreover, due to the nature

of the data models should be capable of possible data difficulties mitigation.

Therefore, the models which are compared are the probabilistic record link-

age model SPLINK, Machine learning models of logistic regression [23] and

Support Vector machines [24] for record matching and BERT-based trans-

former.

The choice of such models is determined by both their novelty and wide

selection. [2] SPLINK is the most contemporary iteration of probabilistic

record linkage algorithms. Both the logistic regression and support vec-

tor machine classifier are stable algorithms which can be used to the en-

tity matching task [25]. While the usage of LLMs in a record linkage is

also a contemporary idea. All the models represent different families of

the methods, so the selection is wide enough to compare the families as

well. The goal of the comparison is to determine the possible direction of

the record linkage algorithmic improvements based on the real-world data.

Using the resulting paradigm may provide a useful entity resolution solu-

tion for many data examples.

9



2. Data

2.1 Data Description

The data on which manipulations are conducted upon has been provided by

Akela of the Unknown Company. This enterprise is focused on providing

B2B and 2BC solutions aimed at increased efficiency of the data manage-

ment and data integration. The research in cooperation with them is also

focused on these topics which can influence positively on the company’s

profile.

The data provided by the Akela is in the form of the single dataset. This

dataset is a combination of the 3 raw data sources. The raw data sources

has different features and the merging process has been conducted as inner

join. However, the presence of the common traits doesn’t essentially lead

to the presence of the data inside these features leading to multiple missing

values.

The dataset itself contains about 1 million rows and 16 columns. It can be

described as a compilation of entities from various sources united by the

common features which can be found in the columns. Each row is a dif-

ferent entity (the business company) in the dataset. Based on the research

object mentioned above the idea is to find row which refer to the same en-

tity. In order for better optimization of the research a dataset of 100,000 rows

is used.

The columns of which the dataset consists off are:

1. id. The id refers to unique identificator of each entity. Ids are unique

for all the rows(entities) and have no duplicates. Ids are presented in

the form of strings consisting of both letters and numbers.

2. name. The name refers to the name of the company in the source

dataset, and is a primary mnemonic feature for manual validation and
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2.1 Data Description

result output. The main issue with the names is the fact that different

sources may have different names for one entity while in the same time

there can be occurrences of different companies which have similar or

close phonetically names.

3. legal_name. The legal name refers to official legal name of the com-

pany based on governmental sites and systems. Presence of the legal

name definitely increases chances for successful data match as legal

names are unique, however, there are rising concerns of the data oper-

ation problems due to data missingness caused by inability to import

the unique legal name of the company. This may occur due to various

reasons such as access limitations or low development of government

data.

4. alias[1-3]. The columns alias1, alias2 and alias3 refer to unique codes

representing company name reduction or asset market ticket in the

data. Such unique codes may be helpful in determining duplicates,

as the same companies are be referred to the same aliases across the

data. The number in the end refer to the source dataset from which

the information has been exported, in our case we can speak of 3 data

sources combined in our dataset. However, such information may be

limited and it may result in errors in the process of the data analysis.

5. phone. The phone of the company. It is presented as string.

6. crunchbase_url. The URL of the Crunch base - the major source of the

information of various businesses. Crunch base URL are unique fro

all the entities there, therefore the presence of such URL increases the

efficiency of data matching.

7. homepage_url. The URL of the companies site in the World Wide

Web. The URLs in WWW follow HTTP protocol which ensures the

uniqueness of each Internet domain. Unique URLs can be used for

data matching if duplicates.

8. linkedin_url. In the LinkedIn as well as in the other social networks

the architecture of the networks requires users to have unique iden-
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tification numbers. Therefore, entities which have the same id in the

social network may be the same value. In many cases such id can be

viewed in the unique social network URL-link to the company’s page

in the network. Therefore, here and below the social network URLs

can be used as flags for match.

9. twitter_url. The URL for the company’s page at Twitter/X.

10. facebook_url. The URL for the company’s page at Facebook.

11. instagram_handle. The URL for the company’s page at Instagram.

12. completeness_score. Such score shows how much features for the en-

tity are presented in the data and if there is any missing values for the

entity in the dataset.

13. updated_at. Such feature refer to time when the data was updated the

last time. Usually this time remains unchanged from the time when

the source dataset has been exported into the working dataset. While

such feature can theoretically be used in order to determine duplicates

there are also possibilities of misspecification regarding this feature.

There can be matches of the data entities which are uncorrelated but

have been inputted into the dataset in the same time.

14. SOURCE. This feature which is represented by string "source_N" where

N is the number of the source dataset from which the information has

been exported into the united dataset. In our case there are 3 source

datasets.

As it can be understood from above the data contains multiple features

which can be used in the process of entity resolution. However, the data

exploration is incomplete without the missing value exploration. It can be

seen in the figure 2.1

As it can be observed, there are a lot of missing values in the data. Some

features are almost entirely consist of missing values. Therefore, we can

state that the data should be prepared accordingly.
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2.2 Data Preparation

Figure 2.1: Missingness Chart for a sample of 100,000 records

2.2 Data Preparation

2.2.1 Data Cleaning

In order to make dataset suitable for the task it should be structured and

prepared. Cleaning is the first and crucial step in the process of data prepa-

ration. This method aims at detecting and correcting (or removing) inaccu-

rate, incomplete, or irrelevant records from a dataset. The cleaned dataset is

required to be accurate, consistent, complete and efficient in order for algo-

rithms to work correctly.

It is conducted in several steps:

1. Removed columns with excessive number of missing values. In our

case such columns are "alias[1-3]".

2. Filled the remaining missing values with empty strings or zeros.

3. Standardized data. All the strings have been lower-cased.

4. Deduplication has been performed. Based on the ground truth dataset

discussed in the section 2.2.2 and provided by Akela, duplicates within

each source datasets have been removed. This process has took a small

fraction of data and has not violated the objective as the task is to find
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Data

Figure 2.2: Distribution of matches/non-matches in dataset

duplicates from different source datasets.

The data proceeded the process of cleaning can be considered suitable for

the data analysis. However, the later used machine learning approaches

such as Logistic regression classifier, Support Vector Machines classifier and

BERT-based transformer require the ground truth labeled data for their cor-

rect application. These concerns are addressed in section 2.2.2.

2.2.2 Data Labeling

Labeling is a method which key part is assigning a label or score to pairs

of records to indicate the likelihood that they refer to the same entity. This

process is essential for the supervised machine learning methods as these

algorithms require ground truth matches for successful match pattern de-

tection.

The process of data labeling has been conducted using the ground truth

labels provided by Akela. The distribution of the matches and non-matches
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2.3 Legal & Ethical remark

can be seen in the figure 2.2. This figure depicts the clear imbalance in the

dataset, that can possibly influence predictions. As there is a significant

domination of non-matches in the dataset, it is evident that using a fraction

of the dataset is justified, so the blocking technique can be applied [26].

The process of blocking should be applied on the dataset, so the entity reso-

lution shall consider only the matching candidates. As being the candidate

means only a chance to be a match, possible candidate dataset is represen-

tative of the matches and non-matches with possible balance towards the

matches. The process of blocking is be discussed explicitly in the section

4.1.2.

2.3 Legal & Ethical remark

Another part worth mentioning is ethical and legal consideration of the

data. During the research process conducted along the Akela the non-disclosure

agreement(NDA) was signed between the parties. The NDA explicitly pro-

hibits data distribution and publication. However, the analysis performed

can be distributed freely as well as the results and the conclusions of the

research.

Regarding the origin of the data, the presented entities have been collected

with the attention towards ethical and legal question by Akela employees.

From the part of the research, it is possible to state the absence of any legal

and ethical concerns during the process of data analysis.
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3. Methods

3.1 Probabilistic Record Linkage

Probabilistic Record Linkage is a method used to identify, match, and merge

records that refer to the same entity across different data sources. This pro-

cess, successfully deals with various challenges connected to representa-

tions of entities in multiple datasets.

In the context of entity resolution, probabilistic record linkage offers a statis-

tical approach to estimate the likelihood that two records refer to the same

entity. Unlike deterministic methods that rely on exact matches of prede-

fined attributes, probabilistic record linkage calculates a probability score

for each pair of records, indicating the likelihood of a match [8]. This allows

for more flexibility and accuracy, particularly in handling incomplete or in-

consistent data [16].

The probabilistic record linkage approach we are using in our research is

SPLINK realization of the Fellegi-Sunter algorithm.

3.1.1 Fellegi-Sunter model

The Fellegi-Sunter model consists of the following probabilities:

P(Records match) = λ (3.1)

P(Observation | Records match) = m (3.2)

P(Observation | Records do not match) = u (3.3)

Where:

λ: probability that any two records match.

m: probability to be linked based upon the researched feature given the
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3.1 Probabilistic Record Linkage

records are a match.

u: probability to be linked based upon the researched feature given the

records are not a match.

m-probability in this model is a measure of data quality. The higher the

chance of the disturbance in the data, the less the m-probability.

u-probability is a measure of coincidence or cardinality. The less cardinality

the higher probability to match.

Then the probability to match entities given the feature (observation) is cal-

culated as follows:

P(Match | Observation) =
2log2(

λ
1−λ)+log2

(
∏features

i
mi
ui

)
1 + 2log2(

λ
1−λ)+log2

(
∏features

i
mi
ui

)

=

(
λ

1−λ

)
∏features

i
mi
ui

1 +
(

λ
1−λ

)
∏features

i
mi
ui

= 1 −
[

1 +
(

λ

1 − λ

) features

∏
i

mi

ui

]−1

(3.4)

The entity resolution model such as SPLINK using Fellegi-Sunter algo-

rithm receive the probabilities to match for each entity based on each fea-

ture as a result. Taking into account such probabilities it is possible to find

matches.

3.1.2 SPLINK

SPLINK (Scalable Probabilistic linkage) is a sophisticated record linkage

model designed to handle large-scale data linkage tasks efficiently. SPLINK

is distributed in the form of an open-source software package which is mainly

used for probabilistic data linking and entity resolution. It leverages prob-

abilistic techniques to estimate the likelihood that records across different

datasets refer to the same entity, thereby enabling accurate and scalable link-
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age [9]. The key feature of the SPLINK model is its exceptional performance

in scenarios where more conventional deterministic matching techniques

are insufficient, as in cases where the input data is inaccurate or missing as

in our case.

SPLINK package possesses a big variety of instruments which are useful in

probabilistic linkage. For example, data preprocessing techniques such as

data cleaning, blocking and pairwise comparison can be done within the

package. Weighted Scoring is used in the SPLINK model in order to deter-

mine weights of features in candidate pairs. The evaluation in its turn is

conducted through the usage of the Expectation-Maximization algorithm.

This algorithm calculates and then maximizes log-likelihood function for

pairs of candidates to be matches or not matches.

3.2 Machine Learning Algorithms

Machine learning algorithms is one more important family of the entity

matching algorithms, which can be used in order to estimate pairs in the

given data. Generally, they are divided into two parts: supervised and un-

supervised algorithms. Supervised machine learning algorithms require a

number of already matched or labeled data in order to estimate patterns

which allow the data to refer to the same entity[25].

The machine learning algorithms require cleaned and labeled data. Block-

ing is also an essential part as it highly increase the efficiency of the model.

All the the data preparation algorithms have been conducted using Python

Record Linkage toolkit. This is a powerful element capable of the data link-

age and of the application of the Machine learning algorithms. The algo-

rithms we used are discussed below. The whole structure of the entity res-

olution can be seen in the figure 3.1. The machine learning algorithms are

applied in the final processes of entity matching and clustering. Their par-

ticular structure depending from algorithm to algorithm are be discussed in

the according sections 3.2.1, 3.2.2 and 3.2.3.
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3.2 Machine Learning Algorithms

Figure 3.1: Entity resolution using the ML model

3.2.1 Logistic Regression

Logistic regression is a supervised learning algorithm used for binary clas-

sification problems. It models the probability that a given input belongs to a

particular class. This particular feature can be used in entity matching as lo-

gistic regression may be used to predict whether a pair of records is a match

or a non-match [23].

Basically, the algorithms uses the features belonging to entities as the pat-

terns for classification. The algorithms requires a labeling dataset with val-

ues of 0 and 1, which depict non-match and match respectively. Then the

sigmoid function is applied to the linear combination of input features in

order to find the probability of a match. Use the binary cross-entropy loss

to measure the difference between the predicted probabilities and the actual

labels. The binary cross-entropy loss function is used to measure the differ-

ence between the predicted probabilities and the actual labels. Its minimiza-

tion is done via the optimization algorithm, often the gradient descent. The

logistic regression is an obvious choice of the machine learning algorithm

which is capable of performing entity matching while is not very complex,

especially computationally.

3.2.2 Support Vector Machines

Support Vector Machines (SVMs) is a family of the supervised learning al-

gorithms used for classification and regression tasks [24]. They work by

finding the hyperplane that best separates the classes in the feature space.
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Regarding the process of the entity matching, SVMs can classify pairs of

records as matches or non-matches based on similarity features. The fea-

ture space is constructed for all the entities taking into account vectorised

feature similarity through kernel function application. The support vectors

identified after solving the optimization problem on the feature space. The

choice of SVM model is derives by its structure. This is the more complex

model compared to logistic regression and in the same time facilitates the

machine learning algorithm. Therefore, such a model is useful in fulfilling

the research objective [3].

3.2.3 BERT

Bidirectional Encoder Representations from Transformers (BERT) is a highly

efficient deep learning model based on the transformer architecture [22].

BERT can capture complex patterns from the text, making it highly effective

for natural language processing tasks. This ability makes it highly effective

for entity matching, where the goal is to determine if different records refer

to the same entity. The key advantage of BERT model is its ability to effec-

tively deal with text data, however its performance fades compared to other

models if there is plenty of numerical training data [21].

BERT is based on the transformer architecture, which, at first, embeds the

data in to encoded vectors with preserved order of the tokens. Feed-forward

neural network applies non-linear transformations to the encoded input

leading to pattern estimation which helps to determine matches. The in-

put data has to undergo labeling, tokenization and feature extraction in the

beginning of the process. This and the complex model algorithm determine

the most evident disadvantage of the model: its computational inefficiency.

However, it is worth noting that the complex structure of the model pro-

vides the reason of testing the model on the data in order to understand the

way it works with our dataset.

The whole idea of the BERT and other transformers can be viewed in the fig-

ure 3.2. The actions stated above here can be seen step-by-step. Here we can

see how 2 entities, 2 rows from the dataset in our case, are loaded into the

transformer. The entity features are embed and vectorized and then added
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3.2 Machine Learning Algorithms

Figure 3.2: Entity matching using transformers

to the transformer layer of the neural network. The output of the network

is a layer of contextualized embeddings. Such are further transformed and

inputted into the SoftMax function which determines the matches or non-

matches. The whole structure is rather complex, though it may give decent

results.
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4. Results

4.1 Metrics & Blocking

4.1.1 Metrics

Throughout the research, several key evaluation metrics have been used.

Their usage was determined by the research objective. To speak precisely,

the key factor influencing the effectiveness of the model is the ability to lo-

cate and produce the matched entities across the entity pool. Therefore, it

is possible to consider the matching as a classification task with matched

entities being the correctly classified objects. In such a case, the particular

attention should be paid towards the true positive results, while the impact

of true negative results should be neglected [27]. As such, it is more im-

portant to pay attention towards precision and recall and, subsequently, to

calculate F1 score than using accuracy [28].

Precision measures the proportion of the matches that are actually correct.

It is calculated as:

Precision =
True Positives (TP)

True Positives (TP) + False Positives (FP)
(4.1)

Recall which is also known as Sensitivity or True Positive Rate, measures

the proportion of matches that are correctly identified by the model. It is

calculated as:

Recall =
True Positives (TP)

True Positives (TP) + False Negatives (FN)
(4.2)
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4.1 Metrics & Blocking

Where:

True Positives (TP): The correct matches successfully identified by the model.

This is the predicted values which are also attributed to ground true matches.

False Positives (FP): The non-matches incorrectly classified as matches. The

matches are considered to be false positives, when they are predicted as

matches while not being the labeled as true matches.

False Negatives (FN): The matches incorrectly classified as different enti-

ties. False negatives are the successfully blocked matches, but that have

been predicted as non-matches.

The F1 Score is the harmonic mean of precision and recall, providing a sin-

gle metric that balances both the mentioned evaluative criteria. F1 score is

essentially important in the cases of the dataset imbalance, such as in our

case. The F1 score is calculated as:

F1 Score = 2 × Precision × Recall
Precision + Recall

(4.3)

The model are evaluated using the stated metrics. The decisive metric in the

research is F1 score as a measure combining both precision and recall.

4.1.2 Blocking

Blocking is a method which the main purpose is to reduce the number of

comparisons between records while performing record linkage [29]. This

effect can be achieved by dividing the data into smaller subsets, or blocks,

based on certain criteria instead of comparing every record with all other

records. The comparison of each record with all other records results in

the complexity of O(N2). On the contrary, record comparisons while using

blocking are performed only within the blocks which significantly reduces

computational complexity and time.

The blocking was performed on the following features: name, legal_name,

crunchbase_url, homepage_url, facebook_url, twitter_url, linkedib_url,

instagram_handle, phone. In such a case all the database features defining

the comparison to be possible are accounted in the blocking. crunchbase_-
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url, homepage_url, legal_name are blocked on the exact matching, as such

URL features are a representation of unique id and the location of the se-

mantically close instances is harmful to the accuracy of the model. "Legal_-

name" is also a unique feature when presented, so it is also blocked using

the exact match rule.

facebook_url, twitter_url, linkedib_url, instagram_handle, phone are blocked

using the Jaro-Winkler similarity [19]. The threshold for successful blocking

is 0.9. This is done due to the fact that the entities (businesses) may use

semantically close, but not identical names for different social networks.

For example, trade company "Trade Company" may use Facebook "...trade_-

company..." URL while using "...tradecompany1..." URL in Twitter. The thresh-

old is put high in order not to match different businesses named closely to

each other. name is blocked sing the Jaro-Winkler similarity and Leven-

shtein distance [20]. The threshold for successful blocking is 0.75. The loose

threshold for Jaro-Winkler is needed to allow for more comparison results.

The accuracy of the model is preserved by adding additional requirement

of Levenshtein distance.

The process of blocking provides us with the list of candidates. The block-

ing package construct pairs of the entities within the blocks. The proportion

of correctly labeled matches among the candidate pairs is present in the fig-

ure 4.1. As we can see several potential matches are not among the candi-

date pairs, though the matches are making almost 25% of candidate dataset.

Therefore we may consider the proportion of matches/non-matches to be

sufficient.

4.2 Entity Resolution

4.2.1 SPLINK

As was stated in the previous sections data was prepared for the model.

The data underwent cleaning, blocking, labeling and was handled into the

SPLINK model. The model calculates weights and estimates probabilities

to match using log-likelihood function[14]. The weights for each compar-
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4.2 Entity Resolution

Figure 4.1: Proportion of matches and non-matches after blocking was applied

ison feature can be seen in the figure 4.2. On this figure we can observe

the SPLINK model emphasis on the exact match of the URLs, while Jaro-

Winkler similarity doesn’t influence the probability to be matched signif-

icantly. The possible interpretation of this fact, is that the social network

URLs tend not to differ across the domains. On the contrary, Jaro-Winkler

similarity and Levenshtein distance provided a significant number of pos-

sible matches for names and legal names. This stands for the divergence of

entity namings across the domains.

The performance of the SPLINK model are observed on the figure 4.3. The

AUC area on the graph equals to 0.88. The results of the metrics for the

SPLINK model are presented in the table 4.1. Additional insights on the

SPLINK model can be observable in appendix figure A.1.

4.2.2 Machine Learning Algorithms

According to discussed architecture of the Machine learning models, both

logistic regression and support vector machine classifiers as well as BERT-
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Figure 4.2: SPLINK feature weights
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4.2 Entity Resolution

Figure 4.3: SPLINK ROC curve
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Figure 4.4: Log. Reg. & SVM ROC-AUC

based transformer have been constructed and applied on data.

The figure 4.4 shows the resulting ROC curves for the Logistic regression

and support vector machines. The figure 4.5 shows the confusion matrix as

a result of the BERT-based transformer.

The results of the models according to evaluation metrics are presented

in the table 4.1. Here we can see the comparison of the models using metrics

of precision, recall and F1 score.

The highest F1 score as the decisive measurement is shown by the SPLINK

probabilistic linkage model. Both SPLINK and BERT models show the dom-

inance of precision over recall. Taking into the account BERT confusion

matrix in the figure 4.5, it is possible to state that both models tend to be

conservative in predictions. These model overestimate the precision while

neglecting many possible matching candidates. However, as the recall Of

the SPLINK model is higher leading to higher F1 score, we can derive a

more suitability of SPLINK model as its wider assumption of matches helps

to link more entities.
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4.2 Entity Resolution

Figure 4.5: Confusion Matrix of BERT algorithm

SVM and logistic regression models show similar and not very high results.

This fact may be explained by the difficulties that may occur during the us-

age of classification algorithms in the process of entity matching. Taking

also into account AUC values from the figure 4.4, it is possible to derive

several conclusions. Firstly, the higher recall than precision in both cases

speaks of wider range of candidates considered to be matching, leading to

rise in false positive instances and lower precision. Secondly, AUC is high in

both cases, this means the models are capable of successfully identifying the

matches in 86 % case for Logistic regression and 79 % cases for SVM. How-

ever, their range of identification is too wide, leading to much false positive

instances.

In addition it is worth saying that BERT’s behaviour was highly computa-

tionally expensive which led to some simplifications of the model such as

lower amount of epochs. This might lead to less accurate results than theo-

retically possible.
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Table 4.1: Table with model results and comparison metrics
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5. Conclusion & Discussions

To sum up, several scientifically advanced models were implemented. The

model constructed show wide range of the methods capable of dealing with

entity resolution problems. The real-world data presented several difficul-

ties such as data missingness and overall imbalance. In such a case SPLINK

model representing probabilistic record linkage model family showed the

best result. Logistic regression classifier, support vector machine classifier

and BERT transformer showed decent results, but unmatched to SPLINK

model.

While SPLINK showed the best results, BERT also showed substantial re-

sult though we can observe difficulties, especially computational, related to

its complexity. The logistic regression and support vector machines both

showed rather mediocre results, but they also showed a potential for im-

provement in the future.

All the models may be theoretically improved and show better results by

adjusting internal thresholds as well as threshold used for blocking.
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A. Appendix

A.1 Appendix visualization

In this section additional materials are presented in order to increase the

thesis clearness.

In the figure A.1 the weights for the entity 0 are presented. Here we may

see the example of how the model is working. The model calculates the

weights for each feature of each candidate entity influencing probability to

be a match or non-match.
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Figure A.1: SPLINK weights for entity 0
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