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This thesis delves into the intersection of artificial intelligence and creativity, specif-
ically focusing on the application of text-to-image synthesis models. These mod-
els, gaining significant attention in recent years, hold the potential to redefine the
boundaries of human imagination and challenge conventional notions of creativ-
ity. However, they also raise pertinent questions about originality, copyright, and
the role of human input in the creative process.

The study investigates the use of prompt engineering to augment the creativity
of the generated artworks. Various prompt modifiers, including artist names and
aesthetic quality descriptors, are employed to guide the synthesis process. The
results indicate that the strategic use of these modifiers significantly enhances the
creativity of the generated images, providing a concrete strategy for both novice
and experienced users of these models.

The research also explores the use of topic modeling methods, such as Gibbs
Sampling Dirichlet Mixture Model (GSDMM) and BERTopic. However, several
challenges, including computational constraints and limitations in the clustering
methods used, are identified. Despite these challenges, the research offers valu-
able insights into the potential of text-to-image synthesis models and the role of
prompt engineering in enhancing creativity. Future work aims to address these
challenges and further explore the potential of these models in various creative
domains.
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Chapter 1

Introduction

The field of Artificial Intelligence (AI) has made tremendous strides in recent
years, with major advances being made in text-guided synthesis of images us-
ing deep generative models. Various tools such as Stable Diffusion, Midjourney,
and Dall-E have been made public for everyone to use, without needing prior
knowledge of the underlying technologies of these models. These AI models are
able to generate a wide range of artistic styles and forms, including paintings and
drawings, by analyzing prompts or instructions given to them by humans. The
prompts used to generate art with these models can take many forms, including
text descriptions, images, and even audio clips. In this thesis however, the focus
will be on the use of text descriptions, also known as prompts, to generate art-
works. The emergence of AI-art generating tools have sparked many discussions
over the definition of art and creativity. Discussions concerning AI-generated art
include questions about the ownership of the generated artefacts (Eshraghian,
2020), constitutional concerns over art and copyright (Ihalainen, 2018),questions
about the role of human intention and originality in AI art generation (Weiner,
2018; Clarke, 2022), and questions about whether prompting is really creating art
(McCormack et al., 2023). Recently, (Hertzmann, 2020) has argued that text-to-
image models such as Stable Diffusion and Dall-E do not create art themselves,
but that the artists and technologists who apply them as tools are the ones creat-
ing art.

In this study, the notion of creativity in the process of creating art with text-to-
image models will be examined, as human creativity will be studied through the
analysis of the prompts that humans use to generate art with the recently intro-
duced AI-art generation algorithms. After all, it is the user who crafts the prompt,
often meticulously, iterating over different versions of the prompt before arriving
on the final prompt. In the ongoing discussions surrounding the artistry and cre-
ativity inherent in AI-generated art, the aim is to evaluate the prompts’ role in
gauging how this emerging AI technology triggers human creativity.

In this study, the primary objective is to examine the creativity inherent in
prompts, by using the methodologies of Natural Language Processing (NLP).
NLP, a specialized branch of AI, is dedicated to equipping computers with the
capability to comprehend text and spoken words in a manner akin to human un-
derstanding. It combines computational linguistics with statistical models, ma-
chine learning, and deep learning methodologies, providing a robust framework
for text analysis.

By utilizing NLP techniques, the analysis of text prompts in diffusion mod-
els provides insight into the factors contributing to satisfactory AI-generated art
outcomes. This involves examining the types, structure, and formatting of the
prompts. The objectives are thus: (1) to reveal the prompts used by people for art
generation, offering an understanding of their preferences in the creative process,
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and (2) to determine the specific components of the prompts that influence over-
all creativity. However, there are several challenges to address. Firstly, a creativ-
ity assessment framework must be defined for the short-text prompt data, which
varies in length and verbosity. For instance, comparing the creativity of "a cat"
to "photography of a Cat sitting on a box in a cyberpunk street,
award-winning photo, saturated, colored, colors, 100mm, sharp, high res"
raises questions. Secondly, a suitable framework for text analysis needs to be
established to critically evaluate prompt creativity. Lastly, the aim is to assess
whether deep learning techniques can accurately predict prompt creativity, simi-
lar to existing methods for assessing creativity.

For the current research project, the following research question and subques-
tions will be used to guide the research:

RQ: "How can NLP methods be used to assess the creativity of short-text prompt data
in AI-art generation?"

This research question will be guided by the following subquestions:

SQ1: How does the level of detail and specificity in prompts impact the perceived
creativity of the generated images?

SQ2: What role do elements like artist names and aesthetic quality modifiers play in
enhancing or diminishing the perceived creativity of a prompt?

Overall, the goal is to better understand the role of prompting in text-to-image
art generation by using NLP methods, and to find out in what way practitioners
use their creativity within prompts to get desired results.
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Chapter 2

Literature

2.1 Creativity

Machine creativity is an emerging field that explores the capacity of artificial intel-
ligence systems to generate novel and valuable outputs. It encompasses various
domains, such as music composition, visual art, and storytelling, where machines
are programmed to exhibit creative behavior. With advancements in deep learn-
ing and generative models, machines can now mimic human creativity by gen-
erating original and aesthetically pleasing compositions. By using large datasets
and complex algorithms, these systems can learn patterns, explore new possibili-
ties, and produce outputs that exceed traditional boundaries. One of such appli-
cations of machine creativity are deep learning text-to-image models like Dall-E,
Midjourney, and Stable Diffusion. These models have become more popular and
widespread within a short period of time. They have ignited many discussions on
the internet over the originality and creativity of the generated artworks (Roose,
2022). Since these art-generator models have been trained on data which include
the original artworks of various artists without giving consent to the inclusion of
their art in the training data, it has also led to lawsuits (Edwards, 2023) and con-
cerns over copyright and ownership (Strange, 2022). These text-to-image models
hold immense potential for pushing the boundaries of human imagination and
challenging conventional notions of what we consider to be creative. However,
due to the nature of how these models work, it also raises questions about the
nature of creativity, the role of human input, and the implications of machines
producing creative works on society.

2.1.1 Defining Creativity

To investigate the creative aspects of the text-to-image generation process, it is
important to establish a clear definition of creativity. Throughout the years, the
concept of creativity has sparked considerable debate, resulting in multiple defini-
tions by researchers and authors across different disciplines. This section provides
an overview of various definitions of creativity from different fields and authors.
The goal is to identify a widely accepted definition that aligns with the objectives
of this thesis project.

Creativity is a multi-faceted concept with various definitions across different
contexts and areas of research. According to Dictionary.com, creativity is defined
as "the ability to transcend traditional ideas, rules, patterns, relationships, or the
like, and to create meaningful new ideas, forms, methods, interpretations, etc.;
originality, progressiveness, or imagination."

According to (Cropley, 2011), the definition of creativity has evolved over time,
with the central idea of novelty remaining consistent across different definitions.



4 Chapter 2. Literature

He distinguishes between two meanings of creativity: (1) production of novel
products, in the sense that they have only recently come into existence, and (2)
production of relevant and effective novelty, which he refers to as "sublime" cre-
ativity. The author also notes the distinction between "minor" creativity, which
extends the known, and "major" creativity, which goes beyond the known and
can lead to a paradigm shift.

In the context of AI-generated art, the introduction of these art generators has
caused a paradigm shift and is analogous to the industrial revolution according
to (Newton and Dhole, 2023). The act of producing a piece of art through the use
of a prompt can be considered both "minor" and "major" creativity. The output
produced by the algorithm is based on the data it has been trained on and ex-
tends what it knows, but is also novel for each instance of generation, therefore
going beyond what is already known. Additionally, (Cropley, 2011) discusses the
relationship between creativity and intelligence, stating that conventional intelli-
gence relies on recognition, recall, and reapplication, while creativity requires the
production of novelty through departure from facts and finding new solutions.

In (Runco and Jaeger, 2012), the authors revise the Standard Definition of cre-
ativity. They go over the history of creativity studies, rooted in the 1930s, 40s,
and 50s, and make a correction to the Standard Definition of creativity, which is
defined as follows: "Creativity requires both originality and effectiveness". Orig-
inality is required to be creative: if something is not unusual, novel, or unique, it
is commonplace, mundane, or conventional. When something is not original, it is
not creative. However, originality is not sufficient to deem something as creative.
Ideas that are just original might also be useless, hence creativity also requires
effectiveness, or usefulness according to the Standard Definition. (Feist, 2021) de-
fines this second component of creativity not as effectiveness or usefulness, but as
meaningfulness: “to be classified as creative, thought or behavior must also have
meaning to other people”.

(Boden, 1990) states her definition of creativity as follows: "the ability to come
up with ideas or artifacts that are new, surprising, and valuable". This definition
aligns with (Cropley, 2011) and (Runco and Jaeger, 2012)’s central notions of nov-
elty and value being key properties of creativity in different definitions of the con-
cept. Boden’s definition has been adopted for the study of machine creativity, as
discussed in (Franceschelli and Musolesi, 2022b) and (Franceschelli and Musolesi,
2022a), due to its consideration of the three crucial factors: value, novelty, and
surprise. Value refers to the comparison of an object to others in its class based on
factors such as utility, performance, or attractiveness, as stated in (Franceschelli
and Musolesi, 2022b). Novelty represents the deviation of an artifact from previ-
ously established artifacts within its class. Lastly, surprise is defined as the degree
of discrepancy between the real input and the observer’s expectation, according
to (Berlyne, 1973). Considering the widespread adoption of Boden’s definition of
creativity, this project will adopt the same definition to refer to creativity.
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2.2 Assessing Creativity

Having defined creativity, the next step is to explore methods for assessing this
concept. Creativity assessment is the process of evaluating and measuring an in-
dividual’s creative thinking skills and abilities. It aims to gauge their capacity to
generate unique ideas, think outside the box, and approach problems from inno-
vative angles. Various methods are employed to assess creativity, including tests,
questionnaires, and performance-based tasks that encourage divergent thinking
and originality. These assessments typically consider factors such as fluency, flex-
ibility, originality, and elaboration. Creativity assessment plays a crucial role in
identifying and nurturing creative talent, guiding educational programs, and sup-
porting innovation in various fields, such as arts, sciences, and business. This
section will discuss diverse methods of creativity assessment and explore their
application in the context of text.

2.2.1 Creativity Assessment Techniques

Torrance Tests of Creative Thinking

One way to assess creativity is through the use of the Torrance Tests of Creative
Thinking (TTCT). The TTCT is a widely-accepted measure of creativity, pioneered
by E. Paul Torrance, a prominent figure in the field of creativity assessment (Tor-
rance, 1972). Extensive research, as demonstrated in a review by (Kim, 2006), has
validated the TTCT as a reliable and valid tool for assessing creativity and diver-
gent thinking skills. The TTCT consists of two parts: a verbal test and a figural
test, each designed to evaluate creativity across different domains. In the verbal
test, for instance, one subtest prompts the test taker to generate uncommon uses
for ordinary objects, such as a brick or a newspaper. Another subtest requires the
test taker to speculate on the causes or consequences of specific events, like envi-
sioning what would happen when a cow jumps over the moon. The figural test
assesses fluency, originality, elaboration, and abstractness through activities such
as picture construction, picture completion, and lines tasks (Lubart et al., 2022).

The TTCT has gained popularity in studies related to child behavior and devel-
opment due to its demonstrated reliability and consistency over time. Individuals
who achieve high scores on the TTCT tend to exhibit higher levels of creativity
throughout their lives, indicating that the test serves as a valuable indicator of
long-term creative potential.

Consensual Assessment Technique

Another popular method of assessing creativity is Consensual Assessment Tech-
nique (CAT) (Amabile, 1982). The CAT method is specifically designed to examine
the social and environmental influences on creativity. In this assessment method,
experts in a particular field evaluate and rate the creativity of products within that
field. These experts use their own criteria and standards to judge the level of cre-
ativity exhibited by each product, and their ratings are then averaged to obtain a
final score.

The CAT addresses the challenge of defining an objective criterion for creativ-
ity by using the collective judgment of the domain experts. By combining the
perspectives of multiple judges, it provides a nuanced understanding of creative
achievements. Additionally, the CAT method has demonstrated its reliability,



6 Chapter 2. Literature

even when a relatively small number of judges are involved (Baer and McKool,
2009).

One of the advantages of the CAT method is its applicability across different
cultures, making it a valuable tool for studying creativity in multicultural con-
texts. Research by (Hennessey et al., 2008) highlights the cross-cultural reliability
of the CAT in assessing creativity, indicating that it produces consistent results
across diverse cultural backgrounds. This characteristic of the CAT contributes
to its versatility and enhances its usefulness in exploring creativity from a global
perspective.

It is however important to acknowledge that the CAT method also has lim-
itations. A major bottleneck lies in the need to acquire experts with sufficient
domain expertise, which can be challenging. Finding individuals who possess the
necessary knowledge and experience to evaluate creative products accurately is
important for ensuring the validity of the assessments. Nevertheless, despite this
bottleneck, the CAT method has demonstrated its reliability and effectiveness in
measuring creativity in various fields and cultural contexts.

Alternate Uses Task

One more popular method of assessing creativity is the Alternate Uses Task (AUT)
(Guilford, 1967). The AUT is a widely used psychological test designed to assess
a person’s divergent thinking abilities. Divergent thinking refers to the ability
to generate multiple solutions, ideas, or responses to a given problem or task.
Guilford, the author of the AUT, believed that divergent thinking was a critical
component of creativity and innovation.

The AUT is a simple and straightforward test that can be administered indi-
vidually or in a group setting. The test consists of presenting individuals with a
common item and asking them to generate as many alternative uses for that item
as they can within a specified time limit. For example, if the object is a brick, par-
ticipants might generate alternative uses such as a paperweight, a doorstop or a
bookend.

The primary goal of the AUT is to measure the fluency, flexibility, and origi-
nality of a person’s thinking. Fluency refers to the total number of alternative uses
generated by an individual. A higher number of responses suggests a greater abil-
ity to produce a large quantity of ideas. Flexibility refers to the different categories
or types of alternative uses generated. A more diverse range of uses demonstrates
cognitive flexibility and the ability to think outside the box. Originality is a mea-
sure of how unique or uncommon the generated alternative uses are. It reflects the
individual’s ability to produce new and innovative ideas. The AUT is often used
in research settings to study various aspects of creativity and cognitive processes.
Beyond research, the AUT has practical applications in fields such as education
and personnel selection. In educational settings, for example, it can be used to
assess and develop students’ creative thinking skills. Benefits of using the AUT is
that the test is easy to administer and can be adapted to different context. Draw-
backs include that it may not be able to capture different aspects of creativity and
it may not reflect real-world creative performance or potential.
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2.2.2 Automating Creativity Assessment

Though subjective creativity scoring methods such as the CAT and AUT have
been valuable in creativity research, these approaches are hampered by a signif-
icant limitation: the reliance on human raters. The involvement of human raters
not only introduces subjectivity into the evaluation process but also incurs sub-
stantial labor costs. To address these limitations of subjective scoring and labor
costs, research has been done to automate the creativity assessment process (Acar
and Runco, 2014; Dumas, Organisciak, and Doherty, 2021). One tool for automat-
ing creativity assessment Latent Semantic Analysis (LSA) which quantifies the
semantic distance between concepts within a semantic space, first introduced by
(Landauer, Foltz, and Laham, 1998). For instance, the semantic distance between
’hammer’ and ’nail’ would be small, indicating high similarity, while the distance
between ’hammer’ and ’tissue’ would be larger, indicating lower similarity. This
aligns with the associative theory of creativity, which posits that creative thinking
involves making connections between seemingly remote concepts.

However, while LSA and other tools like Linguistic Inquiry and Word Count
(LIWC) provide valuable insights, they may not fully capture the complexity of
creativity. For example, LIWC categorizes each word in a text into one of 80 prede-
fined dictionaries and calculates the percentage of words in each category. While
this can predict psychologically relevant outcomes, it may not be the most suitable
method to assess creativity (Zedelius, Mills, and Schooler, 2018; Ahmed and Feist,
2021).

In contrast, the SemDis platform presented by (Beaty and Johnson, 2020) ad-
dresses many of these issues. SemDis automates creativity assessment using NLP
by calculating the semantic distance between a response and a given item. The
authors argue that semantic distance can capture the novelty of ideas generated
in tasks such as the AUT, and compare different methods of combining seman-
tic distances across words. They demonstrate that SemDis can provide reliable
and valid scores of novelty that correlate with human ratings. SemDis works by
calculating the semantic distance between the response and the given item, in
either a creative or common condition. The creative condition requires out-of-the-
box thinking for the responses, whereas the common condition requires uses for
the item that are commonplace. For example, when given the item ’brick’ and
the response ’outdoor dog bed’ within the creative condition, SemDis will return
a semantic distance of 0.97994, meaning that the given response scores high on
semantic distance, and is therefore ’more creative’ than responses that return a
lesser semantic distance score. SemDis can thus be used as a substitution of hu-
man raters of textual data. However, the authors warn that meaningless responses
yield high semantic distance. Therefore, users are encouraged to carefully screen
the data before calculating the semantic distance. For the prompt dataset, SemDis
can prove to be useful tool for quickly analyzing the semantic distance between
different prompts. However, since SemDis emulates the AUT, this also poses a
challenge, since the prompt dataset is not structured nor created with the AUT in
mind.

In conclusion, while tools like LSA and LIWC provide valuable insights into
creativity, SemDis in particular stands out for its ability to automate creativity
assessment and its correlation with human ratings. This makes SemDis a crucial
tool for this study and for the field of creativity research.
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2.3 Text-to-Image Algorithms

2.3.1 Art Generation

The field of deep learning has seen incredible progress in the synthesis of images
guided by text since the introduction of Generative Adversarial Network (GAN)s
in 2014 and Google’s Deep Dream in 2015 (Goodfellow et al., 2014; Mordvintsev,
Olah, and Tyka, 2015). However, it was the launch of OpenAI’s CLIP in 2021 that
really accelerated advancements in text-to-image generation (Radford et al., 2021).

CLIP, which is a model that pairs images with their corresponding visual cat-
egories, was trained on a great amount of images and text from the internet. This
extensive training enabled CLIP to learn a broad range of visual concepts and as-
sociate them with their respective labels. This ability to link natural language with
images has made CLIP a valuable tool in generative systems.

In the realm of text-to-image generation, CLIP’s first significant application
was in GAN-based image generation systems. When used as a discriminator in a
generative deep learning architecture, CLIP can guide the generator to create dig-
ital images that closely match a given text prompt. The release of CLIP prompted
AI enthusiasts to develop GAN+CLIP based systems specifically for generating
digital art. One such system, "Big Sleep," combined a GAN called BigGAN with
CLIP (Brock, Donahue, and Simonyan, 2018). This inspired the creation of an even
more powerful system that paired VQGAN with CLIP, which became a standard
technique for generating artworks in 2021 until it was surpassed by diffusion-
based systems.

Diffusion models, which were first introduced in 2015, are a type of genera-
tive model that can generate new samples by simulating a random walk through
a latent space (Sohl-Dickstein et al., 2015). The idea behind diffusion models is
to start with a simple distribution, such as a Gaussian, and then gradually trans-
form it into a complex distribution that represents the data. This transformation
is achieved through a series of small, reversible steps, each of which slightly mod-
ifies the distribution. This process is similar to a particle undergoing Brownian
motion, or diffusion, which is why these models are named diffusion models.

In the context of image generation, diffusion models can be used to generate
new images by starting with a random noise image and then gradually transform-
ing it into a realistic image through a series of diffusion steps. Each step is guided
by a neural network, which is trained to predict the next step given the current
state of the image.

The popularity of diffusion models for art generation began to rise in 2021
with the introduction of models like Dall-E and Stable Diffusion. These mod-
els improved upon the original diffusion models by introducing techniques to
make the diffusion process more stable and efficient, allowing for the generation
of higher-quality images.

It was specifically the release of OpenAI’s DALL-E in 2021 that really brought
diffusion models into the mainstream (Ramesh et al., 2021). DALL-E is a variant
of GPT-3, a powerful language model, that was trained to generate images from
textual descriptions. Unlike previous models, which used GANs in combination
with CLIP. However, the specifics of DALL-E’s architecture and training process
are proprietary, meaning they are not publicly disclosed or available for use by the
broader AI community. Additionally, in order to use Dall-E, users are required to
pay a monthly fee.
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Another popular model and a contender to OpenAI’s Dall-E is Stable Diffu-
sion (Mostaque, 2022). The defining feature of Stable Diffusion is its open-source
nature. The model’s architecture, training process, and codebase are all pub-
licly available, which has democratized access to this advanced technology. This
transparency encourages a collaborative approach to development, allowing re-
searchers and developers worldwide to use, modify, and build upon the model.
This has led to a lot of enhancements and applications, contributing to the model’s
popularity and its status as a mainstream tool in text-to-image generation. Futher-
more, the open-source nature of Stable Diffusion has cultivated a vibrant commu-
nity of AI enthusiasts and professionals. This community continually contributes
to the model’s development, pushing the boundaries of what’s possible in the
realm of text-to-image generation. As such, Stable Diffusion remains a highly rel-
evant and influential model in the field, alongside DALL-E and Midjourney. In
this study, the focus will be on art generated through Stable Diffusion.

2.3.2 Prompting

In AI art generation, prompting refers to the process of providing input to the AI
model in order to generate a desired output. This input can take many forms,
depending on the specific model and the type of art it is generating. For exam-
ple, a model that generates images might be prompted with tags such as colors,
shapes, or objects. A model that generates music might be prompted with genre,
instrumentation, or tempo (Dhariwal et al., 2020).

In this study, the focus will be on textual prompts that are provided for art
generation algorithms. Prompting allows the user to control the type of content
generated by the AI model, thus enabling them to create more art that meets their
creative vision. In (Rombach, Blattmann, and Ommer, 2022) prompting is de-
scribed as a practice in which carefully selected and composed sentences are used
to achieve a certain visual style in the synthesized image”. Prompt engineers are
individuals who are responsible for designing the input that is provided to AI
art generation models. The goal of a prompt engineer is to create input that is
both specific and engaging, in order to produce the best possible output from the
model. This can be a challenging task, as the AI model may have a very different
way of interpreting the input than a human would. Prompt engineers must care-
fully craft their input in order to effectively guide the model and produce high-
quality art. An example of such a prompt could be "a purple night sky over
green grassy hills, oil painting, van Gogh", which would generate the im-
age as shown in 2.1. In some cases, prompt engineers may also be responsible
for tuning the model itself in order to improve its performance and generate even
better output. Since the AI-art explosion of 2022, various prompting guides and
online prompt stores have spawned, signifying the importance of the prompt in
the art generation pipeline.

In a three-month ethnographic study by (Oppenlaender, 2022), the authors
provides a taxonomy of prompts. After researching online art generation com-
munities, they found that the aesthetic qualities and subjective attractiveness of
images can be improved by adding certain keywords and key phrases, referred
to as prompt modifiers, to the text input. They found six categories of prompt
modifiers:

• Subject terms (indicate the desired subject to the text-to-image system)
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FIGURE 2.1: An image generated with the prompt "a purple night
sky over green grassy hills, oil painting, van Gogh", using Mid-

Journey

• Image prompts (provides the text-to-image system a target for synthesis of
the image)

• Style modifiers (added to a prompt to achieve a certain style)

• Quality boosters (added to the prompt to increase aesthetic qualities)

• Repetitions (to potentially strengthen the associations formed by the gener-
ative system)

• Magic terms (to introduce randomness to the image that can lead to surpris-
ing results)

From the six modifiers the style and quality modifiers are the most commonly
used. In (Liu and Chilton, 2022) , the authors also conducted a study exploring
what prompt keywords and model hyperparameters can help produce coherent
outputs. The authors use a series of five experiments to address key questions
around prompt engineering. They test different phrasings of the prompt, different
random initializations, vary the number of iterations for optimization, explore
styles as a parameter of the prompt to understand the breadth of styles the system
can reproduce, and explore subjects as a parameter of the prompt to understand
how subject and styles interact with each other. They found significant differences
between the quality of generations that fell into different categories of style as well
as subject and style. In their study, the authors utilized the VQGAN+CLIP text-to-
image generation model to conduct a series of experiments. The results of these
experiments were distilled into a set of design guidelines intended to assist users
in effectively utilizing art generation models.

(Pavlichenko, Zhdanov, and Ustalov, 2022) presents a human-in-the-loop ap-
proach to learning the most useful combination of prompt keywords for text-to-
image models using a genetic algorithm. The authors propose a method for eval-
uating the quality of generations produced by different prompt templates and
show that their approach can improve the aesthetic appeal of images depicting
the same descriptions. Examples of prompt keywords are ’trending on ArtSta-
tion’, or ’highly detailed’. They found that adding their prompt keywords in-
creases the aesthetic quality of the produced images better than the most popular
prompt keywords from the art generation community. The data and code used
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are publicly available, and is therefore useful for the research conducted in this
thesis.

Lastly, more research on image prompts alongside text prompts for text-to-
image models was conducted by (Qiao, Liu, and Chilton, 2022). The paper dis-
cusses how image prompts alongside text prompts can improve subject repre-
sentation in AI generated art. The authors conducted an annotation experiment
to quantify the effect of initial images on generations of abstract, concrete plural
and concrete singular subjects. They found that initial images improved subject
representation across all subject types with the most noticeable improvement in
concrete singular subjects. Though image prompts are not within the scope of
this thesis project, their research shows how multimodal prompting can provide
better subject representation in the output.
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2.4 NLP and Text Analysis

NLP is a subfield of AI that explores how computers can understand and manip-
ulate natural language text or speech to perform useful tasks. NLP researchers
aim to learn how humans understand and use language so that appropriate tools
and techniques can be developed to make computer systems understand and ma-
nipulate natural languages to perform desired tasks (Goodfellow, Bengio, and
Courville, 2016).

With the proliferation of online documents that contain short-text data, such
as texts generated through social media platforms like Twitter, Instagram, and
Facebook, the need for a special type of text analysis arises. Short-text data often
contain slang, emojis, misspellings, abbreviations, and grammatical errors, which
present challenges for traditional text analysis methods (Ahmed et al., 2022). As
a result, short-text clustering has become an essential task for clustering various
unlabeled texts into meaningful clusters.

2.4.1 Topic Modeling

Topic modeling is a type of statistical modeling for discovering the abstract "top-
ics" that occur in a collection of documents. Traditional topic modeling algo-
rithms, such as Latent Dirichlet Allocation (LDA) (Blei, Ng, and Jordan, 2003),
are probabilistic methods that analyze the words of the original texts to discover
the themes that run through them. However, when it comes to short-text data,
traditional topic modeling techniques may not perform as well due to the sparsity
and high dimensionality of the data.

Gibbs Sampling Dirichlet Mixture Model (GSDMM)

Gibbs Sampling Dirichlet Mixture Model (GSDMM) is a Bayesian nonparametric
method specifically designed for short-text corpora (Yin and Wang, 2014). It as-
sumes a mixture of Dirichlet distributions and uses Gibbs sampling to estimate
the model parameters. GSDMM has been shown to outperform Latent Dirichlet
Allocation (LDA) in terms of topic coherence for short-text corpora, making it a
suitable choice for such data.

2.4.2 BERT

Bidirectional Encoder Representations from Transformers (BERT) is a model in the
field of NLP. Introduced by researchers at Google AI Language in 2018, BERT has
significantly influenced the landscape of NLP research and application (Devlin et
al., 2018a).

BERT is based on the Transformer architecture, which uses an attention mech-
anism that weighs the influence of different input words on each output word
(Vaswani et al., 2017). Unlike other models that processed words in an input se-
quence one at a time in order (either left-to-right or right-to-left), BERT takes into
account the full context of a word by looking at the words that come before and
after it. This bidirectional approach allows BERT to understand the context and
semantic meaning of a word within a sentence more accurately.

BERT has been pre-trained on a large corpus of text, which includes the entire
English Wikipedia (2.5 billion words) and BooksCorpus (800 million words). This
pre-training step involves learning to predict missing words in a sentence and
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learning to predict whether a sentence follows another sentence. The pre-trained
BERT model can then be fine-tuned with just one additional output layer to create
state-of-the-art models for a wide range of NLP tasks, without requiring big task-
specific architecture modifications.

BERTopic

BERTopic is a topic modeling technique that uses the power of transformers and
class-based Term Frequency-Inverse Document Frequency (TFIDF) to create dense
clusters representing topics (Grootendorst, 2022). It uses BERT embeddings, which
capture the semantic meaning of words and their context within a document, to
transform documents into embeddings. These embeddings are then clustered us-
ing a density-based algorithm to group similar documents together. Each cluster
represents a potential topic. BERTopic has been shown to generate more coherent
and distinct topics compared to traditional topic modeling techniques, and is ca-
pable of handling large text corpora and identifying fine-grained topics due to its
use of dense vector representations.

In conclusion, both GSDMM and BERTopic provide efficient solutions for topic
modeling of short-text data, offering more coherent and distinct topics than tradi-
tional methods. These advanced methods are particularly useful for later analysis
of creativity in short-text data, as they allow for topics to be found within the
prompt data. A more detailed description of the inner workings of GSDMM and
BERTopic are provided in the Methods section 3.
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Chapter 3

Methods

This chapter shows the methods used in this study. It begins by detailing the
data used for the project, namely the DiffusionDB dataset, and how it was col-
lected. The chapter then moves on to explain the data clustering methods used,
which are the Gibbs Sampling Dirichlet Mixture Model (GSDMM) and BERTopic.
The chapter concludes with an explanation of SemDis, an online platform used
to compute semantic distance, which is used in this project to generate creativity
scores for the prompt dataset.

3.1 Data

To evaluate the creativity of prompts used in generating art, a dataset of prompts
is required for this project.

AI art is usually generated through the websites that provide these services,
such as Dall-E (Ramesh et al., 2022) and Imagen (Saharia et al., 2022), or through
the use of writing prompts on specific Discord servers, which is the case for Sta-
ble Diffusion (Rombach et al., 2022) and Midjourney. As these text-to-image have
become more popular over the last few years, more and more data has been col-
lected from these sources, one of which is the DiffusionDB dataset (Wang et al.,
2022), which contains data collected from the Stable Diffusion Discord channel.
For the purpose of this thesis project, the DiffusionDB dataset will be worked
with, as it contains raw, authentic data from real users, with useful metadata that
can be used for analysis.

3.1.1 The DiffusionDB dataset

For this research project, the DiffusionDB-2M dataset will be used, which is part
of the DiffusionDB dataset (Wang et al., 2022). The DiffusionDB dataset contains
over 14 million images and prompts generated with the Stable Diffusion model.
The text in the dataset is mostly English, but also contains other languages such as
Spanish, Chinese, and Russian. According to the dataset description, the data was
collected by scraping user-generated images on the official Stable Diffusion Dis-
cord server. The Stable Diffusion data was chosen because it was at the time the
only open-source large text-to-image generative model, and all generated images
have a CC0 1.0 Universal Public Domain Dedication license that waives all copy-
right and allows uses for any purpose. Furthermore, the Stable Diffusion Discord
server was chosen, because it is public, and it has strict rules against generating
and sharing illegal, hateful, or images not suitable for work (NSFW). However,
the dataset might still contain generated harmful images that were not detected
by the NSFW filter in the server or removed by the server moderators. The dataset
contains images generated with prompts by users from the Discord server. The
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server is open for everyone, meaning that the prompts are generated at any level
of prompting expertise.

3.1.2 DiffusionDB Data Collection

The data in the DiffusionDB dataset is collected from the Stable Diffusion discord
channel, using DiscordChatExporter (Tyrrrz, 2023). This tool saves chat messages
in a HTML file format. For the DiffusionDB dataset, the creators of the database
focused on channels in which Discord users can request a bot to run Stable Diffu-
sion to generate images with the prompt provided by the user. The usernames of
the Discord users have been anonymized by only including their SHA256 hashes
in the dataset distribution. Since some images might have made it past Discord’s
NSFW filter, the creators of the dataset also applied their own NSFW classifier to
predict NSFW images and prompts. The original DiffusionDB dataset contains
over 14 million images and 1.8 million unique prompts. For prompt analysis, the
creators also constured DiffusionDB2-M, which is a subset of DiffusionDB which
includes 2 million images and about 1.5 million unique prompts. For this research
project, the DiffusionDB2-M dataset will be used. Since we are interested in the
prompts used, we will use the metadata file of DiffusionDB-2M, which excludes
the images in the dataset. Each instance in the dataset represents a prompt-image
pair prompted by a user in the Stable Diffusion Discord channel.

3.2 Data Clustering

The data requires to be clustered before SemDis can be applied to the data. This
will be done by applying two methods of topic modelling to the data, namely
GSDMM and BERTopic. After having found clusters with similar prompts, these
clusters will then be labeled, which will serve at the ’item’ to which the prompts
within a cluster will be compared with in SemDis.

3.2.1 GSDMM

The GSDMM is a topic modelling method that can deal well with the scarce and
high-dimensional issue of short-text data, making it an attractive approach for
finding topics within the prompt dataset (Yin and Wang, 2014). GSDMM is a
modified version of LDA that assumes that a document (such as a text, tweet, or
in this case, a prompt) has just one topic. This is different from LDA, which as-
sumes that a document can have more than one topic. The model combines the
Dirichlet Multinomial distribution and Gibbs sampling to effectively group simi-
lar data points together. The core formulas used in the GSDMM algorithm include
the updating rule of Gibbs sampling and the Dirichlet Multinomial distribution.
GSDMM can automatically determine the amount of clusters, and has a quick
convergence time, making it a better method than LDA when it comes to finding
topics from short text data (Mazarura and De Waal, 2016).

The Movie Group Process

To understand the inner workings of GSDMM, the authors of the <paper> use an
analogy known as the Movie Group Process (MGP) to explain how the algorithm
works. Consider a situation in which a teacher wants to organize their students
into film discussion groups. The teacher believes that students who have watched
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similar films will have more to discuss within the group. This situation is anal-
ogous to the GSDMM algorithm, grouping documents (the students) by shared
words (the movies).

In order to find the right discussion groups, the teacher asks the students to
write down the names of movies they have watched. The list of movies is con-
strained by the students’ memory and a time limit, which results in a short list of
movies, typically containing recently watched films.

The students (documents) are randomly assigned to K tables (potential clus-
ters). The subsequent process of populating the tables (clusters) follows two rules:

1. A student prefers to choose a table with more students (documents in the
same cluster tend to be more similar).

2. A student prefers to choose a table where the other students have watched
similar movies (documents sharing more words are more likely to belong to
the same cluster).

As this process continues iteratively, after each iteration, some tables (clusters)
will attract more students and grow, while others may lose all their students and
vanish. Eventually, only some tables remain, each representing a group where the
students share similar movie interests.

The two above rules relate to goals of clustering, namely completeness and
homogeneity. This means that completeness aims to for all members of a ground
true group to be assigned to the same cluster, while homogeneity aims for a clus-
ter to contain only members of a single ground true group. Rule 1 of the MGP
results in a higher completeness, since it leads to popular tables to be more popu-
lar, which the authors of the paper refer to as ’the rich get richer’ property. Rule
2 of the MGP results in a higher homogeneity, because it it leads the students in
the same table to be more similar to each other. At the same time, these rules also
represent the parameters within the GSDMM model, which are α and β. The pa-
rameter α influences the form of the probability distribution, or more specifically,
the likelihood of a document being assigned to a cluster. In the MGP analogy, this
means the likelihood of a student picking a table. The parameter β refers to the
resemblance of one text to another. In the MGP analogy this is the likelihood that
a student would join a table with similar movie interests.

In the context of GSDMM, these remaining tables represent the final clusters
of documents, and the students at each table represent the documents that share
common words. This process of iteratively shifting documents between potential
clusters is similar to the Gibbs Sampling process used in GSDMM.

The DMM explained

To understand how GSDMM works, it is necessary to understand how a Dirich-
let distribution works. A Dirichlet distribution is a Beta distribution over many
dimensions, which in this case entails documents. A Beta distribution is a dis-
tribution of probabilities that represent the prior state likelihood of a document
joining a cluster as well as the similarity of that document to the cluster. Two pa-
rameters, α and β influence the shape of this Beta distribution. The two rules of
the MGP and the parameters of the model are the same:

• α: This parameter affects the shape of the distribution. This parameter repre-
sents the probability that a document will be grouped in a cluster. Recall the
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first rule of the MGP: A student prefers to choose a table with more students (doc-
uments in the same cluster tend to be more similar). In other words, α represents
the probability of a student choosing a table.

• β: This parameter also affects the shape of the distribution. Beta represents
the similarity of words within a document compared to words in another
document. Recall the second rule of the MGP: A student prefers to choose a ta-
ble where the other students have watched similar movies (documents sharing more
words are more likely to belong to the same cluster). In other words, β represents
the probability a student will join a table with similar movie interests. Note
that when β is 0, the student will only choose tables with movies they have
in common.

The Dirichlet Mixture Model (DMM) model then also uses the following parame-
ters:

• ϕ: ϕ is the multinomial distribution of clusters over words such that p(w|z =
k) = ϕ, where w = words, z = cluster label, and k = the number of clusters.

• θ: θ is the multinomial distribution taking α into account, so that p(d|z =
k) = θ, where d = document, z = cluster label, and k = the number of
clusters.

All of this is then combined into the following probability where document d
is generated by a cluster k, with the assumption of Dirichlet priors, meaning that
the priors follow the aforementioned Dirichlet distribution. This is all bundled in
the following formula:

p(d|z = k) = ∏
w∈d

p(w|z = k) (3.1)

Now, the Gibbs Sampling part of GSDMM refers to the method of iterating over
conditional distributions of variables, whose distribution over states converges to
the true distribution after several iterations. In this case, that means that clusters
are reassigned based on a conditional distribution after each iteration.

GSDMM implementation

To apply the GSDMM algorithm on the cleaned DiffusionDB dataset, the GSDMM
python package will be used (rwalk, 2017). This python implementation is mod-
eled after the original paper by (Yin and Wang, 2014), using the principles men-
tioned above. Initialization of a GSDMM model is shown in 3.1, with K being the
max amount of clusters that will be found, alpha = α , beta = β , and n_iters
being the amount of iterations of the algorithm.

LISTING 3.1: the GSDMM clustering algorithm

mgp = MovieGroupProcess (K=10 , alpha = 0 . 1 , beta = 0 . 1 , n _ i t e r s =30)
vocab = s e t ( x for doc in docs for x in doc )
n_terms = len ( vocab )
y = mgp. f i t ( docs , n_terms )
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3.2.2 BERTopic

FIGURE 3.1: BERTopic visual overview.
Taken from (Grootendorst, 2022)

BERTopic is an algorithm that lever-
ages BERT and transformer embed-
dings from HuggingFace in order
to generate topics using state-of-the-
art embeddings (Grootendorst, 2022).
BERT is a transformer-based lan-
guage model developed by Google
that is pre-trained on large amounts
of unlabeled text data. It is de-
signed to understand and generate hu-
man language, achieving state-of-the-
art performance on various natural
language processing tasks (Devlin et
al., 2018b). BERTopic uses a class-
based variation of TFIDF named Class-
based Term Frequency-Inverse Docu-
ment Frequency (cTFIDF) to extract co-
herent topic representations. The first stage of BERTopic involves using sentence-
BERT (sBERT) to generate document embeddings. These high-dimensional vec-
tors capture the semantic meaning of documents in a corpus of data. Afterwards,
Uniform Manifold Approximation and Projection (UMAP) is applied. UMAP
is a dimensionality reduction technique that aims to preserve the global struc-
ture of high-dimensional data while revealing its underlying patterns in a lower-
dimensional space. Thus, by applying UMAP, it reduces the dimensionality of the
sBERT embeddings, which reduces the computational load.

Then, the Hierarchical Density-Based Spatial Clustering of Applications with
Noise (HDBSCAN) algorithm is applied to the UMAP embeddings to create a
cluster of documents, with each cluster representing a topic. HDBSCAN is a
density-based clustering algorithm that identifies clusters of varying densities in
data and assigns data points to clusters based on their local density (McInnes and
Healy, 2017). The documents within a cluster are semantically similar to each
other. As a last step, BERTopic applies a cTFIDF vectorization to the documents
within each cluster. This generates a list of terms for each topic, showing the im-
portance of each term. This is determined by the frequency of a document within
the topic and the infrequency of its appearance in other topics. Figure 3.1 visually
lays out the stages in the BERTopic procedure.

BERTopic implementation

BERTopic is initialized as seen in 3.2. First, the data is transforme into a list of
documents. Then the BERTopic model is initalized with the n-gram range set to
(1, 1), indicating that only unigrams will be taken a look at. The model was fit to
the data using the fit_transform method, which returns the predicted topics for
each document. No specific sentence model is specified, meaning that BERTopic
will work with the out-of-the-box pre-trained transformer model "all-MiniLM-L6-
v2".
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LISTING 3.2: BERTopic initialization

from b e r t o p i c import BERTopic

# C r e a t e documents
docs = d a t a s e t [ ’ prompt_tokenized ’ ] . values . t o l i s t ( )

# I n i t i a l i z e BERTopic
topic_model = BERTopic ( verbose=True , n_gram_range =(1 , 1 ) )
topics , _ = topic_model . f i t _ t r a n s f o r m ( docs )

3.3 SemDis

SemDis is an open online platform to efficiently compute semantic distance, which
emulates the Alternative Uses Task (AUT) and has shown correlation with creativ-
ity measures(Beaty and Johnson, 2020), as previously described in 2.2.2. SemDis
uses NLP to quantify the semantic relatedness of texts by using several seman-
tic models, including Global Vectors for Word Representation (GloVe), an unsu-
pervised learning algorithm for obtaining vector representations for words, and
Continuous Bag of Words (CBOW), a word embedding model for predicting word
from context.

FIGURE 3.2: The SemDis online homepage (top) and
upload page (bottom)

SemDis , an accessible on-
line platform, computes se-
mantic distance resembling the
AUT and which has shown
correlation with creativity mea-
sures (Beaty and Johnson, 2020).
SemDis leverages NLP tech-
niques to quantify the se-
mantic relatedness of texts
through the application of var-
ious semantic models, includ-
ing GloVe, an unsupervised
learning algorithm generat-
ing vector representations for
words, and CBOW, a word
embedding model predicting
words from context. Semantic

distance is calculated by using the common variance from these semantic models,
which forms a latent semantic distance variable. The semantic distance scores are
derived from the semantic models and are used to predict human judgments of
creativity on the AUT. The latent semantic distance variable has been found to
reliably and strongly predict human creativity and novelty ratings across a range
of creativity tasks, which is why SemDis will be used to generate creativity scores
for the prompt dataset. In terms of the calculation of semantic distance, the online
platform provides users the option to extract and download a latent factor score
comprised of the five semantic models. For this study, the cbowukwacsubtitle
semantic space will be used to calculate creativity scores. The cbowukwacsubtitle
semantic space is particularly suited for this project for several reasons.

Firstly, The cbowukwacsubtitle model is built on a concatenation of the ukwac
web crawling corpus and the subtitle corpus. The ukwac corpus contains about 2
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billion words from web pages in the .uk domain, and the subtitle corpus contains
about 385 million words from movie and TV subtitles. These sources provide a
wide range of language use and contexts, making it a good fit for assessing the
creativity of prompts, which can also cover a wide range of topics and styles.

Secondly, the cbowukwacsubtitle model has demonstrated good performance
when it comed down to human judgments of relatedness, lexical decision speed,
and free associations. This means that the semantic distances it calculates are
likely to align well with human judgments of semantic relatedness, which is ben-
eficial for assessing the creativity of prompts.

Additionally, the cbowukwacsubtitlemodel uses the CBOW architecture, which
predicts a target word based on its context. This model is particularly suited for
assessing creativity because it captures the semantic relationships between words
based on their co-occurrence in the same contexts. This is in line with the assump-
tion that words that share similar contexts also share meaning.

Finally, the cbowukwacsubtitle model uses a context window size of 12 words,
300 dimensions, and the most frequent 150,000 words. This means it captures a
broad range of semantic relationships and can handle a large vocabulary, making
it well-suited for assessing the creativity of a diverse set of prompts.

The SemDis online platform also provides an option between two composi-
tional models to calculate the semantic distance, namely the additive model and
the multiplicative model. These models are used to combine individual word vec-
tors into a single compositional vector, which represents the semantic content of
the entire response. The additive model simply adds together the vectors of each
word in the response. This is a straightforward method, but it can sometimes
lead to issues. For example, results from the SemDis paper showed that responses
with a higher word count tend to receive lower semantic distance scores, which
can be problematic if longer (and potentially more creative) responses are being
penalized.

The multiplicative model, on the other hand, multiplies the vectors of each
word in the response. This model has been found to perform better than the addi-
tive model in predicting human creativity ratings. It also circumvents the issue of
word count affecting the semantic distance scores. With the multiplicative model,
responses with more words (i.e., more elaborate responses, or in this case longer
prompts) receive a boost in semantic distance, which aligns better with human cre-
ativity ratings that also tend to favor more elaborate responses. Therefore, when
calculating the creativity scores during this study, the multiplicative model will
be used.

SemDis requires a .csv datafile that has the following column names id,
item, response. The id is a unique index number, item corresponds to the ’item’
in the AUT, which in this case is the topic label of a group of prompts, and
response corresponds to the ’response’ within the AUT, which will be a prompt
in the case of this project. In the next chapter, the necessary preprocessing steps
will be shown that result in the required .csv format for SemDis.
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Chapter 4

Experimentation and Results

In this chapter, the investigation of the research objectives is presented, employ-
ing topic modeling and topic labeling methodologies to find meaningful clusters
within the dataset. The central aim is to derive creativity scores by using SemDis
and to analyze the results. The procedure of experimentation unfolds in three
steps:

1. Exploration and Preprocessing of the Dataset: This section starts by thor-
oughly exploring the initial dataset and carefully applying preprocessing steps to
prepare the data for further analyses.

2. Comparative Analysis of Topic Modeling and Labeling Techniques: In
this section, two distinct topic modeling methods and two automated topic label-
ing methods are applied to a subset of the dataset. The outcomes of these tech-
niques are evaluated and compared.

3. Scaling Topic Modeling and Labeling to a Large Dataset: In this final
section, the analysis of the data is expanded by using one topic modeling and one
topic labeling method on a larger portion of the data. This comprehensive analysis
allows for a deeper understanding of the underlying patterns and insights that
emerge within the broader data context, which will aid in the understanding of
how creativity is being represented in the prompts.

4.1 Exploration and Preprocessing of the Dataset

The dataset used in this study is the DiffusionDB dataset, as outlined in 3.1.1. Be-
fore utilizing the dataset with SemDis to derive creativity scores for the prompts,
it is necessary to format, clean, and cluster the data. In this section, the data will
be explored to understand its structure. Additionally, the data will undergo a
cleaning and reformatting process to ensure its suitability for later stages of the
study.

4.1.1 Dataset Details

The original DiffusionDB dataset is comprised of a dataframe with dimensions of
(2,000,000 × 13) and a total size of 26,000,000 data points. The data is collected
from the Stable Diffusion Discord server between 2022-08-07 and 2022-08-19. Fig-
ure 4.1 shows the number of entries over this period of time. The dataset consists
of 13 columns which are: ’image_name’, ’prompt’, ’part_id’, ’seed’, ’step’,
’cfg’, ’sampler’, ’width’, ’height’, ’user_name’, ’timestamp’, ’image_nsfw’,
and ’prompt_nsfw’.

The dataset holds a total of 2,000,000 prompts, with an average of approxi-
mately 197 prompts per user, and a median count of 54 prompts per user. The
dataset contains a considerable number of duplicate prompts since users tend to
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FIGURE 4.1: Entries Over Time in the Original Dataset

use the same prompt multiple times (in order to view different generated out-
comes with the same prompt). Out of the total prompts, there are 1,528,514 unique
entries.

The dataset includes data from 10,176 unique users. The user with the most
prompts submitted 25,551 prompts. In total, there are 645,035 duplicate entries.

The average prompt length in the dataset is 24.56. In 4.2, the original dataset is
compared with the resulting datasets after preprocessing. Table 4.1 shows the top
25 term pairs that occur in the same prompt. From this it can be seen that there is
an overwhelming amount of artist names and prompt modifiers that are prevalent
in the data, showcasing the need for removal in the next preprocessing steps of the
data. The original dataset, though containing some duplicates, provides many
unique prompts from a large number of distinct users, making this a qualified
dataset for this project.

4.1.2 Dataset Preprocessing

The data for this study originates from the DiffusionDB, as previously mentioned.
This dataset, available on HuggingFace’s website, is loaded as a .parquet file
before any preprocessing steps are applied to it. The initial data structure includes
many unnecessary variables and duplicate instances, which are irrelevant for the
further analysis of the creativity in the text. The aim of the preprocessing part is
to reduce the original dataset to only the necessary instances that are relevant to
this research, as well as to create two separate datasets: one dataset that includes
artist names in the prompts, and another dataset that excludes artist names. This
enables the evaluation of the influence of including artist names on the creativity
of a prompt.

The first step in this preprocessing process reduces the dataframe to only three
columns: prompt, user_name, and timestamp. After this step, other irrelevant
columns are removed. This includes entries where user_name is listed as
deleted_account, entries with an empty user_name field, and prompts that are
empty. Cases with multiple prompts by a user_name are also removed. The first
instance is left in the dataset. This is done because having duplicates of prompts
prompted by one user is irrelevant, but the same prompt being prompted by dif-
ferent users gives a better idea of the behavior of the prompters in the dataset.
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Top 25 Bigrams in the Original Dataset
Bigram Frequency
(’highly’, ’detailed’) 301,512
(’concept’, ’art’) 230,704
(’!’, ’!’) 224,221
(’greg’, ’rutkowski’) 217,787
(’trending’, ’artstation’) 205,858
(’sharp’, ’focus’) 187,858
(’8’, ’k’) 173,394
(’octane’, ’render’) 152,777
(’digital’, ’painting’) 150,502
(’unreal’, ’engine’) 107,588
(’digital’, ’art’) 102,773
(’4’, ’k’) 100,432
(’alphonse’, ’mucha’) 96,798
(’detailed’, ’digital’) 93,970
(’artstation’, ’concept’) 88,088
(’focus’, ’illustration’) 82,834
(’painting’, ’artstation’) 79,662
(’smooth’, ’sharp’) 75,450
(’cinematic’, ’lighting’) 72,704
(’artgerm’, ’greg’) 61,484
(’oil’, ’painting’) 59,885
(’art’, ’artgerm’) 59,334
(’intricate’, ’elegant’) 57,350
(’art’, ’smooth’) 56,982
(’illustration’, ’art’) 54,441
(’stylized’, ’character’) 50,891
(’anime’, ’art’) 50,780

TABLE 4.1: Top 25 Bigrams in the Original Dataset

After this part of the cleaning process, a new variable prompt_length is added to
store the length of each prompt.

An extensive list of stopwords is created, which includes over 500 words that
aid prompters in the generation of their art, also known as prompt modifiers.
These terms do not add anything to the essence of a prompt; rather, they are added
to aid with the aesthetics of the generated piece of art. Example prompt modifiers
include: ’ambient’, ’4k resolution’, ’minimalism’, ’steampunk’. Prompters
usually also include artist names as a prompt modifier, such as ’greg rutkowski’
and ’alphonse mucha’. In order to analyze the influence of these artist names on
the creativity of a prompt, we create two pre-processed datasets, one which in-
cludes the artist names and one without these names. The full list of stopwords
and artist names can be found in C. The lists were initially compiled based on
engineering guidelines from (Taylor, 2023), and subsequent additions were made
manually.

After initializing the stopwords lists, these words are removed from the prompts
and saved in a new column prompt_full_tokens, which aids in comparison be-
tween original and processed prompts. An additional prompt_tokenized column
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DiffusionDB Cleaned w/ artists Cleaned no artists
Dataframe shape (2000000, 13) (709975, 6) (724775, 6)
Dataframe size 26000000 4259850 4348650
# of prompts 2000000 709975 724775
Mean prompts per user 196.53 69.81 71.26
Median prompts per user 54.0 31.0 32.0
# of unique prompts 1528514 696053 710919
Avg. prompt length 24.56 16.91 17.0
Median prompt length 22 13.0 13.0

TABLE 4.2: Dataset Comparisons

is created where the prompts undergo further processing, including tokeniza-
tion and stemming by using methods from the nltk Python package (Loper and
Bird, 2002). The preprocessing concludes with the removal of any rows where
prompt_full_tokens is left empty after all modifications since this indicates that
the original prompt contains nothing more than prompt modifiers for aesthetic
reasons. As a final step, prompts that score high in similarity are removed. Highly
similar prompts add noise to the clustering process in the later steps. This is done
by partitioning the dataset per user and removing prompts with a cosine similar-
ity higher than 0.7, if the prompt is prompted within a time window of 15 minutes
of the original prompt.

4.2 Data Preprocessing Results

After having removed unnecessary columns, rows, duplicate entries, and similar
entries from the dataset, the resulting two datasets have been greatly reduced in
size. Table 4.2 shows a comparison between the original dataset and the two re-
sulting datasets. As can be seen is that the amount of remaining prompts were
reduced to 709975 and 724775 for the dataset including artists and the dataset
excluding artists respectively. The reduction was mainly due to the removal of
empty, duplicate, or highly similar prompts during the cleaning and filtering pro-
cess. What can be noted is that the dataset with artist names included contains
fewer prompts than the dataset without the artist names. This can be attributed to
the fact that the prompts including artist names make prompts more similar and
are therefore removed in the later stages of the preprocessing process.

FIGURE 4.2: Top prompts in the cleaned
dataset

Regarding the columns, the orig-
inal dataset initially contained 13
columns. After preprocessing, a set of
columns were added, which resulted
in a total of 6 columns. The col-
umn names of the resulting datasets
are prompt, user_name, timestamp,
prompt_length, prompt_full_tokens,
prompt_tokenized. Tables 4.3 and 4.4
show the top 25 bigrams for the result-
ing datasets after preprocessing. What
can be seen is that it becomes more
clear what the users are prompting
after having removed the stopwords
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from the original data, especially when the artist names are also removed. From
the data including the artist names it becomes clear which artists’ styles are popu-
lar among prompters, signifying the importance of the aesthetic qualities that cer-
tain artists hold. Figure 4.2 shows the most common prompts in the pre-processed
dataset. Note that duplicate prompts per user are removed and that these prompts
are shared by multiple unique users.

Before delving into the next analyses and results, it’s important to understand
the nature of the data under examination. The prompts used in this study ex-
ist in two forms: full prompts and cleaned prompts. Full prompts refer to the
original, unaltered text descriptions used to generate artworks. However, for the
purposes of this study, these prompts undergo a cleaning process to eliminate po-
tential noise and redundancy, and make them more suitable for comparison and
clustering in SemDis. This cleaned version of the prompts is what is referred to as
’cleaned prompts.

Bigrams with artist names
Bigram Frequency
(’greg’, ’rutkowski’) 41593
(’alphonse’, ’mucha’) 19296
(’artgerm’, ’greg’) 12810
(’rutkowski’, ’alphonse’) 10775
(’makoto’, ’shinkai’) 7953
(’ilya’, ’kuvshinov’) 7411
(’studio’, ’ghibli’) 6529
(’james’, ’jean’) 6077
(’smooth’, ’artgerm’) 6020
(’black’, ’white’) 5752
(’sci’, ’fi’) 5256
(’craig’, ’mullins’) 4404
(’donald’, ’trump’) 4265
(’movie’, ’still’) 3985
(’global’, ’illumination’) 3865
(’ruan’, ’jia’) 3749
(’tom’, ’bagshaw’) 3467
(’ross’, ’tran’) 3439
(’dan’, ’mumford’) 3201
(’krenz’, ’cushart’) 3166
(’golden’, ’hour’) 3125
(’norman’, ’rockwell’) 3093
(’joe’, ’biden’) 3048
(’lois’, ’baarle’) 3026
(’thomas’, ’kinkade’) 2908

TABLE 4.3: Bigrams
with artist names

Bigrams no artist names
Bigram Frequency
(’black’, ’white’) 5838
(’sci’, ’fi’) 5427
(’donald’, ’trump’) 4282
(’movie’, ’still’) 4001
(’global’, ’illumination’) 3988
(’krenz’, ’cushart’) 3332
(’lois’, ’baarle’) 3199
(’golden’, ’hour’) 3194
(’joe’, ’biden’) 3084
(’emma’, ’watson’) 2861
(’gaston’, ’bussiere’) 2808
(’golden’, ’ratio’) 2787
(’character’, ’design’) 2719
(’walter’, ’white’) 2643
(’movie’, ’poster’) 2625
(’anime’, ’girl’) 2612
(’color’, ’scheme’) 2607
(’charlie’, ’bowater’) 2547
(’wayne’, ’barlowe’) 2478
(’victo’, ’ngai’) 2464
(’new’, ’york’) 2435
(’ilya’, ’rossdraws’) 2374
(’elon’, ’musk’) 2313
(’archdaily’, ’wallpaper’) 2312
(’comic’, ’book’) 2269

TABLE 4.4: Bigrams
no artist names
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4.3 Comparative Analysis of Topic Modeling Techniques

After data preprocessing, clustering is necessary before applying SemDis. Two
topic modeling methods, namely GSDMM and BERTopic, will be used for clus-
tering. Once clusters with similar prompts are identified, they will be labeled to
serve as the ’item’ value for comparison in SemDis.

4.3.1 Data Clustering

A subset of the two datasets will be used, in order to find the right parameter
values. Using the same procedure as in (Udupa et al., 2022), different values for
alpha, beta will be used to measure topic coherence and the amount of clusters
generated with GSDMM. Similarly, different values for the n_gram_range will be
used to evaluate the amount of topics found and the coherence within the top-
ics. The effects of the alpha and beta values will be evaluated on both the artist
and no artist datasets. GSDMM will be applied on the tokenized prompt data.
Will be done for the two datasets, different parameter values for the two datasets
for BERTopic. For GSDMM, we will only use the dataset without artist names,
because of time constraints.

4.3.2 Validation of Topic Modeling

To evaluate the topic modelling process, the u_mass measure of coherence will
be used. The u_mass measure is a metric used to evaluate the quality of topic
models, such as LDA and GSDMM, by assessing the interpretability of the topics
generated. The u_mass coherence measure is readily available through the gensim
python library. Coherence measures help determine how coherent or meaningful
the topics are by examining the degree of semantic similarity between the words
within a topic. The u_mass assesses the coherence of topics by quantifying the like-
lihood of observing specific word co-occurrences within documents. It measures
how well the words within a topic tend to appear together in the same context,
indicating their semantic relatedness and coherence. The coherence measure ben-
efits from being topic-model agnostic, meaning that it will work for both GSDMM
and BERTopic’s clusters. Additionally, it has a quicker runtime compared to other
coherence measures (Röder, Both, and Hinneburg, 2015). A close to zero u_mass
score indicates higher topic coherence (Tijare and Rani, 2020).

The u_mass measure of coherence is based on word co-occurrence statistics
gathered from the corpus being modeled and does not depend on an external
reference corpus. This calculation is designed to measure the semantic coherence
of a topic, with the idea that words belonging to a single concept will co-occur
within a single document.

The u_mass coherence score for a topic is calculated as follows:
Let V(t) = (v1, ..., vM) be a list of the M most probable words in topic t. The

coherence score is then defined as the sum of the log probabilities of finding word
pairs (v, v′) in the same document, where v and v′ are words in V(t), and v′ ap-
pears after v in the list. A smoothing count of 1 is included to avoid taking the
logarithm of zero (Mimno et al., 2011). Here it is shown as a formula:

CUMass(t) =
M

∑
m=2

m−1

∑
l=1

log
D(vm, vl) + 1

D(vl)
(4.1)



4.4. Topic Modeling Results 29

In this formula, CUMass(t) represents the U-Mass coherence of topic t. D(vm, vl)
is the number of documents in which words vm and vl co-occur, and D(vl) is the
number of documents in which word vl appears. The outer sum goes from the
second most probable word to the Mth most probable word in the topic, and the
inner sum goes from the first most probable word to the (m − 1)th most proba-
ble word. The +1 in the numerator is the smoothing count to avoid taking the
logarithm of zero.

4.4 Topic Modeling Results

4.4.1 Data Clustering - GSDMM Results

In this section Gibbs Sampling Dirichlet Mixture Model (GSDMM)’s performance
will be examined using different α, β and n_iters values. Samples of size 50000
are taken from both datasets. Parameter k is set at 10 across all evaluations.

FIGURE 4.3: Comparison of Alpha against Coherence and Topics
without artists (left) and with artists (right)

Effect of α

Different values of α are evaluated with the other parameters set at β = 1 and
n_iters = 10. The amount of clusters found and the coherence for the different
values of α can be seen in 4.3. The α parameter in GSDMM topic modeling has an
impact on coherence and the number of topics. Lower α values (close to 0) tend
to result in higher coherence scores, indicating more meaningful topics. They em-
phasize document-topic sparsity, resulting in distinct and focused topics. Higher
α values (closer to 1) tend to produce a larger number of topics by promoting
topic-document sparsity, allowing documents to contain a mixture of more topics.
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On this project’s data, what can be seen is that the coherence scores stay between
-0.30 and -0.20 for both datasets, with only slight variability. Higher values for α
do seem to produce more topics, but not as consistently as expected.

Effect of β

Different values of β are evaluated with the other parameters set at α = 1 and
n_iters = 10. The amount of clusters found and the coherence for the different
values of β can be seen in 4.4. Higher values of β tend to result in a lower number
of clusters produced by GSDMM, as the MGP explains that students select tables
with common movie interests, resulting in less clusters. For both datasets, this
also seems to be the case, as lower values for β produce more topics, and higher
values produce less. What can also be seen is that higher scores for β produce
significantly higher coherence scores.

FIGURE 4.4: Comparison of Beta against Coherence and Topics
without artists (left) and with artists (right)

4.4.2 Data Clustering - BERTopic Results

In this section BERTopic’s performance will be examined using different n_gram
values. Samples of size 5000 are taken from both datasets. The N-gram range is
set from (1, 1) to (6, 6).

Effect of the N-Gram range

An N-Gram is a chain of n elements from a text or speech, with n representing the
number of words in the sequence. For the sentence "I love eating ice cream," the
n-grams are as follows:
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Unigrams Bigrams Trigrams
"I" "I love" "I love eating"

"love" "love eating" "love eating ice"
"eating" "eating ice" "eating ice cream"

"ice" "ice cream"
"cream"

TABLE 4.5: The sentence ’I love eating ice cream’ in uni-, bi-, and
trigrams

Using an appropriate N-gram range is beneficial to the quality of classifica-
tions by capturing the intricate composition of words. When multiple words are
considered, the complexity of language is better understood. BERTopic, being
a neural topic model that leverages semantic meaning, has better performance
when the N-gram Range is sufficiently broad. This enables a more effective cap-
turing of contextual information. To evaluate the effect of the N-gram range on the
coherence of the topic modelling process, the N-gram range is varied between (1,1)
and (6,6). In Figure 4.5 the results of varying between different N-gram ranges can
be seen for the two different datasets. In general, it can be seen that from N-gram
range (2,2) onwards, the coherence scores significantly improve and get closer to
zero, which signifies a better topic coherence. What can be seen is that coher-
ence scores for N-grams of type (x, x) where the minimum and maximum of the
N-gram are equal, the coherence scores increase significantly, which suggest over-
fitting. What can also be seen is that as the minimum N-gram range increases, the
coherence score increases. N-grams beyond (3, 3) are producing coherence scores
close to zero, meaning that the topic model is capturing highly coherent and con-
textually rich topics. In Figure 4.6 the number of topics within the dataset at dif-
ferent N-gram ranges are shown. The amount of clusters found range between
70 and 85 for both datasets regardless of the N-gram range. An examination of
the Pearson correlation coefficients was carried out for both datasets. The Pearson
correlation coefficient is a measure of the linear correlation between two variables.
It has a value between +1 and -1, where +1 is total positive linear correlation, 0 is
no linear correlation, and -1 is total negative linear correlation. The calculated
coefficients yielded values of 0.115 and -0.201, respectively. Moreover, the corre-
sponding p-values were determined to be 0.619 and 0.382. These findings suggest
that there is no significant correlation between the N-gram range and the number
of clusters in either dataset.

4.5 Comparative Analysis of Labeling Techniques

To use SemDis for generating results, the found topics need to be appropriately
labeled. These labels serve as the ’items’ in the SemDis method, which enables
the calculation of semantic distances between an item and a response. In this
context, the responses correspond to the prompts within the dataset, while the
items will be represented by the topic labels themselves. Manual topic labeling
is a time-intensive process, as it requires observing documents from each cluster
and assigning suitable labels. To aid this process, two automatic cluster labeling
techniques will be employed on sample datasets, and the resulting SemDis scores
will be compared for evaluation.
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FIGURE 4.5: Comparison of n-gram ranges against Coherence
without artists (top) and with artists (bottom)

4.5.1 top_n Topic Labeling

With the top_n topic labeling technique, the top frequently used terms within a
topic category will be observed and used as the label for the topic. The n will be
ranged between 1 and 5 terms, meaning that the topics will be labeled with 1 to 5
terms.

4.5.2 OpenAI Topic Labeling

In the OpenAI cluster labeling method, a sample of high-frequency words from
each cluster is presented to the OpenAI API. Leveraging GPT-3.5’s language mod-
eling capabilities, this method generates comprehensive and meaningful cluster
labels. This is done by feeding the top 10 frequently used terms in a cluster to the
OpenAI API, and prompting it with the following task: "I am given a set of
related concepts: {topic_words}. Summarize these concepts in {max_words}
words.". The max_words will be ranged from 1 to 5 words, meaning that the clus-
ter labels will be labeled with 1 to 5 words.
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FIGURE 4.6: Comparison of n-gram ranges against number of top-
ics without artists (top) and with artists (bottom)

4.5.3 Topic Labeling Setup

A sample of 3000 entries is taken from both datasets, with and without artist
names and clustered with both GSDMM and BERTopic. For GSDMM, the fol-
lowing parameters are used: α, β = 0.5, n_iters = 10, and num_topics = 300.
For BERTopic, an n_gram range of (1,1) is used, since this range will result in sin-
gle terms that can be used for the labels. The top_n and OpenAI cluster labeling
techniques are applied on datasets for both topic modelling techniques, resulting
in a total of 20 files on which SemDis will be applied to.

4.6 Topic Labeling Results

Upon labeling the clusters using the top_n and OpenAI methods, a substantial
difference between the labels can immediately be observed. Table 4.6 presents the
generated labels for a representative cluster. The top_n labels appear less descrip-
tive, whereas the OpenAI labels more effectively encapsulate the subject matter
of the topic. he top_n labeling method generates labels using the most frequent
terms within the cluster. As a result, the variability between label lengths is mini-
mal. However, for labels generated by the OpenAI method, increased label length
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Label Length top_n OpenAI
1 woman Gender
2 woman hair Feminine Hair
3 woman hair wear Feminine Stylish Hair
4 woman hair wear dress Fashion Beauty Style Access
5 woman hair wear dress face Fashion Runway Stylish Photography

TABLE 4.6: Generated labels for the prompt ’fashion
young woman model jewel watch black woman white dress

hasselblad medium format’

results in a clearer representation of the subject matter. The topic of the example
above contains 122 documents. Below, five of them are listed:

female character study cute young plus size todd solondz tan skin
clear faces screenwriter introvert outsider geek disturbed emotional
character sheet fine design kim jung gi pixar body head turnaround
front view back view

solarpunkthemed lolita outfit fabric pictures windmills solar panels
tall ecofriendly green buildings covered leaves lolita dress themed
lush green ecofriendly future city angelic pretty

woman holding inspired head shoulders white cute pixar character

female knight cat head wild nature armor design wayne barlowe blonde
hair symmetry sci fi dark perfect composition hd sense awe

red woman dark glasses eyes show blue makeup eyes single eyelashes
color eyebrows red red lipstick pink tongue shadow neck head nails
color holding small man brought mouth man wearing black suit black
tie pink shirt quiff dark glasses arms raised flat design solid colors

What can be seen is that the top_n labeling method directly uses terms from
the prompts in the cluster labels, whereas the OpenAI generated labels uses terms
that are not present directly in the documents. The prompts above include terms
that are related to women, style, clothing, and beauty, which is encapsulated by
both labeling techniques. However, OpenAI tends to overgeneralize the topic
when the label length is set to 1, as seen in the ’Gender’ label, which might not
capture the full context of the cluster. However, as the topic labels extend beyond
a length of 1, they tend to provide a much more comprehensive representation of
the topic.

4.6.1 SemDis Results after Labeling

After having labeled the clusters, the data has been put through the SemDis algo-
rithm, generating creativity scores for the prompts within the clusters. Figures 4.7
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and 4.8 show the average SemDis scores for the prompts, grouped by topic label
length. What can be seen immediately is that the mean scores are incredibly high,
averaging between 0.95 and 1.00 for both clustering label methods, topic mod-
elling techniques, and label lengths. However, the SemDis scores range higher for
the OpenAI labeling method, which is expected since the OpenAI labeling method
generates a label which is less likely to be term that is present in the prompts, thus
creating more semantic distance between the the item and the response. The top_n
labeling method uses terms that are directly derived from the prompts, resulting
in less semantic distance. To gain more insight into the scores, the scores are nor-
malized using min-max normalization.

Min-max normalization, also known as feature scaling, is a data normalization
technique used to transform numerical data to a common scale. It rescales the
values of a dataset so that they fall within a specific range, typically between 0
and 1.

The process of min-max normalization involves subtracting the minimum value
from each data point and dividing it by the range (the difference between the max-
imum and minimum values). Mathematically, the formula for min-max normal-
ization is as follows:

xnormalized =
x − min(x)

max(x)− min(x)
(4.2)

where x represents the original data point, and xnormalized is the normalized
value.

By applying min-max normalization to the SemDis scores, the values can be
rescaled to the range between 0 and 1, which allows for better comparison and
interpretation of the scores. Figures 4.10 and 4.9 show the average average nor-
malized SemDis scores for the prompts, grouped by topic label length.

From the original SemDis scores, we see high variability for the scores in
the BERTopic dataset, with top_n cluster labeling. However, the scores are still
high, ranging between 0.95 and 1. OpenAI’s approach to generating cluster la-
bels shows a more uniform distribution of scores, regardless of the label length,
with the SemDis scores uniformly high, varying between 0.97 and 1.The OpenAI
methodology, which generates new cluster labels not necessarily present in the
prompts, logically contributes to these higher SemDis scores due to the increased
semantic distance between the item and the response. This pattern is replicated
within the GSDMM dataset, as it can be seen that the OpenAI generated clus-
ter labels score higher than the top_n cluster labels, reinforcing the assertion that
OpenAI’s approach generates more semantically distinct labels, thus enhancing
the validity of the clustering process.

Upon applying normalization to the scores across each label length dataset, a
significant change in the distribution of these scores can be seen. Now, they fall
within a consistent range of 0.3 to 0.7, regardless of the dataset, labeling methods,
and label lengths involved. The process of normalization serves an important
function in making the data more comprehensible.

Upon examination of the results derived from the various labeling methods
and label lengths, the decision has been made to proceed with the OpenAI label-
ing method for several reasons. Firstly, the scores of the OpenAI generated labels
score higher than the top_n method on average, implying a more varied scoring
of the creativity within the prompts. As previously stated, this is expected, since
the generated labels allow SemDis to compare the prompts to a label (item) that is
not (frequently) present in the prompts. Secondly, using the generated labels al-
lows for a better encapsulation of the subject matter within the topics, making the
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topics more interpretable at first glance. Lastly, employing the OpenAI generated
labels aligns more coherently with the principles of the AUT, what the SemDis
procedure is originally based on. In the AUT, respondents are required to con-
ceive as many creative uses as possible for a given item, such as a ’brick’, with
possible answers ranging from ’a step’ to ’a diving aid’. The OpenAI labeling ap-
proach mimics this inventive generation process more closely, further solidifying
its suitability for this application.

In summary, these points collectively establish a strong case for the use of the
OpenAI labeling method. This method showcases its effectiveness by consistently
generating high SemDis scores, enhancing data interpretation, and faithfully up-
holding the core ideas within the AUT, thus demonstrating its superiority over
the alternative labeling method.

FIGURE 4.7: Effect of label word length (generated with openAI
and top_n) on average SemDis scores after BERTopic clustering

4.7 Scaling Topic Modeling and Labeling to a Large Dataset

After having evaluated the two clustering methods, GSDMM and BERTopic, and
two different methods of cluster labeling, top_n and OpenAI, we proceed to move
forward and generate scores for a bigger piece of the dataset. We will use BERTopic
to generate clusters, and OpenAI to generate cluster labels. This is done for sev-
eral reasons. Firstly, BERTopic generates more and more equally distributed clus-
ters. What can be seen after multiple uses of GSDMM using different parameters,
is that GSDMM tends to overpopulate one specific cluster and minimally popu-
late all other clusters. A suspected reason for this is the probabilistic nature of
GSDMM. Within one prompt, several concepts and themes can be found, which
can make the probabilistic clustering process that GSDMM uses more likely to
group these prompts all together, and making small clusters with prompts that
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FIGURE 4.8: Effect of label word length (generated with openAI
and top_n) on average SemDis scores after GSDMM clustering

FIGURE 4.9: Effect of label word length (generated with openAI
and top_n) on average normalized SemDis scores after BERTopic

clustering
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FIGURE 4.10: Effect of label word length (generated with openAI
and top_n) on average normalized SemDis scores after GSDMM

clustering

are actually similar. This is different compared to BERTopic, which leverages the
pretrained BERT model to capture complex semantic relationships between words
and sentences. In contrast, GSDMM is a probabilistic model that primarily relies
on word frequency and distribution, lacking the same level of semantic under-
standing as BERTopic. BERTopic’s use of contextual embeddings enables it to
capture the meaning and context of words, leading to more accurate clustering re-
sults. Secondly, the BERTopic topic modelling process is significantly quicker than
GSDMM. Where BERTopic can take up to a few hours on a dataset with 700,000
rows, GSDMM can take up to several days.

BERTopic was applied to a preprocessed dataset comprising a subset of 50,000
rows. This subset was taken, because SemDis only allows for files up to 40,000
rows. After removing the rows with prompts that were not assigned to a cluster, it
is expected that the resulting dataset would be smaller than 40,000 rows. Two ver-
sions of the dataset were used, one with artist names and one without. The n_gram
range chosen for feature extraction was (3,5), as it produced a considerable num-
ber of clusters while maintaining a favorable coherence score, as observed in ex-
periment 1. To ensure the presence of substantial clusters, the min_cluster_size
parameter in BERTopic was set to 50.

4.8 Final Results

After running BERTopic on the two datasets, we find a coherence scores of −0.0084
and −0.0028 for the datasets with and without artists respectively indicating that
the clusters may overlap. By using the BERTopic method, we have generated 88
distinct clusters. After removing the prompts that were assigned to cluster ’-1’,
which is the topic number for prompts that BERTopic was not able to assign to a
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cluster. This resulted in datasets with 19710 rows without artists, and 19445 rows
with artists.

Next up in the process is the labeling of the topics, before the data is inserted
in SemDis. In Experiment 2, we see that for both the datasets with and without
artists, a label length of 3 has lower normalized SemDis scores compared to the
other label lengths. This is favourable, since this allows for a more diverse range
of scores in the data. Additionally, a label length of 3 allows for a better encapsu-
lation of the subject matter within the topics.

FIGURE 4.11: Distribution of the normalized scores in the with
artist and without artist data sets

Table 4.7 presents the initial fifteen topics and the number of associated docu-
ments within the clusters, after the generation of the cluster labels. In the dataset
including artist names, it is expected to to find clusters centered around these
names, represented by their respective labels.

After reviewing Table 4.7, this assumption holds true. For instance, artist
names such as Rutkowski and Mucha are part of the topic labels, implying that
these topics are organized based on the artist names present in the prompts.

For a complete overview of the generated topics and labels, refer to Appendix
C. This list strengthens the observation that the artist names in the dataset signifi-
cantly impact how the topics are clustered.

After putting the data through SemDis, rows with a NaN value for the score
were removed. The next step in the process is to feed the resulting clusters with
their cluster labels into SemDis. After generating the SemDis scores, the scores
are normalized. The resulting dataset descriptions can be seen in Table 4.2. As
the results of the analysis are explored in the subsequent sections, it should be
noted that these findings are based on the cleaned prompts. The difference be-
tween the results ’with artists’ and ’without artists’ lies in these cleaned prompts.
In the ’with artists’ case, the artist names are included in the cleaned prompts,
while in the ’without artists’ case, they are not. This distinction is important for
understanding the differences in topic comparison and clustering in SemDis.
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no_artist with_artist
Topic # Topic #
Fashion, Beauty, Art 2275 Manga, Art, Adventure 1595
Science Fiction Hybrid 718 Beauty, Art, Shade 1147
Tabbi Cat Fur 412 Food, Bowl, Candy 887
Art, Politics, Fear 333 Art, Rutkowski, Mucha 861
Appropriate Icons 315 Golden Ratio, Compositing, Faces 806
Armor, Knights, Dragons 259 Tabbi, White, Grey 478
Electronic, Dance, Music 233 Art, Women, Portraits 433
Aging, jewelry, symbolism. 223 Colour, Warm, Artist 431
Early photography technology. 203 Color, Monochromatic, Soft 410
Extraterrestrial, Flying, Dragons 196 Cyberpunk, Steampunk, Syn 373
Nature, beauty, light. 190 Comic, Joshua, Albuquerque 366
Awards, Horror, Gloom 175 Art, Geometry, Surrealism 332
Geometric Shapes. 162 Artificial Intelligence, Storytelling, Post 331
Urban, Destruction, Desolation 151 Automobiles, Technology, Suzuki 295
Heavy, Grain, Cinema 148 Medieval, Armor, Magic 282

TABLE 4.7: Top 15 topics for the no_artist and with_artist
Datasets

4.8.1 Statistical Assessment of Creativity Scores

ANOVA

To find whether there is a correlation between the users and the creativity scores,
and the topics and the creativity scores, an ANOVA test can be conducted. Before
an ANOVA test can be conducted, the data has to meet the three assumptions of
an ANOVA test, which are:

• Independence of observations: The bservations should be independent of
each other.

• Normality: the residuals of the model should approximately follow a nor-
mal distribution.

• Equality of variances: also called homoscedasticity, this assumes that the
variance of data in groups should be the same.

The datasets are not suitable for conducting an ANOVA test due to several
reasons. Firstly, the extremely low p-values obtained from the Shapiro-Wilk test
(0.0 for both datasets) indicate that the data does not follow a normal distribution,
which is a fundamental assumption for ANOVA. Additionally, the p-values from
the Levene’s test (1.17 × 10−195 for the dataset with artist names and 6.64 × 10−140

for the dataset without artist names) reveal that the variances among the groups
are significantly different. This violation contradicts the assumption of homo-
geneity of variances required for ANOVA. Consequently, due to these violations,
it might be more appropriate to employ alternative non-parametric tests or data
transformations for analyzing this dataset.

Kruskal-Wallis H Test

The Kruskal-Wallis H test is a non-parametric statistical test used to determine
if there are statistically significant differences between two or more groups of an
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with_artist no_artist

Statistic Value Value

Dataset length 19074 19445
Amount of different user_names 672 666
Amount of different topics 86 88
Average SemDis score 0.9881 0.9879
Median SemDis score 0.9942 0.9938
Average Norm_score 0.4927 0.6039
Median Norm_score 0.4962 0.6075
Mean number of prompts per topic 221.79 220.97
Median number of prompts per topic 143.0 142.5

TABLE 4.8: Comparative Statistics for ’with_artist’ and ’no_artist’
Datasets

independent variable on a continuous or ordinal dependent variable (McKight
and Najab, 2010). It is especially applicable when the data does not meet the
assumptions of parametric tests like ANOVA, which is the case.

The Kruskal-Wallis H test essentially ranks all the data from all groups to-
gether, then analyses the ranks to determine whether the data from each group
tends to have higher or lower ranks than would be expected under the null hy-
pothesis. The null hypothesis of the Kruskal-Wallis H test is that the medians of
all groups are equal, meaning that there is no difference between the groups.

Within the context of the two created datasets, this means that the username
or topics are the independent variables, which are categorical variables represent-
ing different users or topics, and the normalized SemDis scores as the dependent
variable, a continuous variable representing the scores assigned to the users. The
test will determine if there’s a statistically significant difference in scores among
the different users or topics.

To apply the test, the data will be grouped usernames or topics and rank all
the ’score’ values from lowest to highest, ignoring which user or topic they belong
to. The test then calculates a test statistic based on these ranks, with a larger value
indicating greater divergence between the groups.

The result of the test is a p-value, which tells the probability of observing the
given data, assuming the null hypothesis is true. If the p-value is less than 0.05,
the null hypothesis is rejected and it can be concluded that the usernames or topics
do indeed make a difference to the ’score’, meaning that the medians of the scores
across different users are not equal.

The Kruskal-Wallis H test was thus used to determine if there were differences
in the normalized scores across various user groups and topic categories. This
test revealed significant differences in both cases. Specifically, a p-value of ap-
proximately 4.92 × 10−7 was found for user groups in the dataset with artists.,
and 0.00633 in the dataset without artists, indicating a significant difference in the
scores associated with different users. For the topic categories, the p-value was ap-
proximately 1.54× 10−43 in the dataset with artists, and 1.82× 10−25 in the dataset
without artists. These results point to a significant variation in scores across var-
ious topics. Also, it can be inferred that both the user who initiated the prompt
and the topic category of the prompt do influence the creativity score the prompt
received.
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4.8.2 Topics

Figure 4.12 provides a comparison between the highest and lowest scoring topics.
Notably, the higher scoring topics exhibit relatively low variability. For further
insight, an examination of some prompts from both the highest and lowest scoring
topics is conducted.

It is hypothesized that prompts associated with the highest scoring topics
likely have a greater semantic distance from the cluster label, resulting in a higher
creativity score. This suggests the inclusion of diverse elements not directly re-
lated to the words in the topic label. In contrast, prompts from lower scoring
topics are anticipated to incorporate terms that closely align with the topic label.

FIGURE 4.12: Highest and lowest scoring topics for datasets with-
out artists (top) and dataset with artists (bottom)

Table 4.9 presents a subset of prompts from the ’Animals, Photography, Na-
ture’ topic derived from the no_artist dataset, while Table 4.10 offers a selection of
prompts from the ’Medieval Castles’ topic from the with_artists dataset. As antic-
ipated, the scores for the ’Medieval Castles’ topic are generally lower, attributable
to the frequent repetition of terms that match the topic label. Specifically, the
term ’medieval’ appears in all sample prompts, and ’castle’ features in two. Con-
versely, the typically higher scoring ’Animals, Photography, Nature’ topic includes
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prompts that relate to the topic but refrain from using the label terms. A prime ex-
ample is the highest scoring prompt: a frog bumblebee, a hybrid animal that
is half - frog half - bumblebee, cute animal photography, which mentions
’animal’ and ’photography’ yet incorporates additional terms not present in the
label.

Prompt Username Norm_Score

a dog and a racoon fusing via dance, anime art style, cgi
render

00bc(...) 0.6056

an illustration of a jaunty ferret with a monocle 0199(...) 0.5686
a portrait of a jaunty ferret with a cane by edward gorey 0199(...) 0.6973
a frog bumblebee, a hybrid animal that is half - frog half -
bumblebee, cute animal photography

0240(...) 0.7606

a fox squirrel, a hybrid animal that is half - fox half - squir-
rel, cute animal photography

0240(...) 0.7541

TABLE 4.9: Topic: Animals, Photography, Nature - Average Norm
Score: 0.6215

Prompt Username Norm_Score

mideval fantasy castle in an epic forrest clearing in style
of Jhonen Vasquez, dawn, photorealistic, detailed, trending
on artstation

016e(...) 0.5163

ancient medieval art depicting a shoggoth entering into this
reality

0195(...) 0.5411

medieval depictions of lovecraftian sights 0195(...) 0.4473
grand fantasy castle by martin deschambault 01cc(...) 0.5286
medieval prince, origami 0240(...) 0.3628

TABLE 4.10: Topic: Medieval Castles - Average Norm Score: 0.4057

Building upon the understanding of topic-specific prompts, another key factor
comes into play: the unique individual preferences of users in the prompting pro-
cess. A question: Do users tend to gravitate towards and prompt only in specific
topics? Data reveals that users, on average, prompt across 10.43 different topics.
However, outliers exist, such as user ’0f0c127(...),’ who has demonstrated a wider
interest by prompting across 52 distinct topics.

A next area of investigation is the potential correlation between a user’s in-
clination to prompt across multiple topics and their creativity scores. For this
purpose, a correlation analysis is performed.In the analysis, a Pearson correla-
tion test was used to determine the relationship between the number of topics
users prompted and their respective creativity scores in both the ’with_artist’ and
’no_artist’ datasets. The correlation coefficients yielded are 0.054 and 0.028 respec-
tively, which indicates a marginal positive linear relationship.

This suggests a slight trend of increased creativity scores as users prompt
across a wider array of topics. However, given the weak correlation, the influ-
ence can be considered minor. Consequently, it is concluded that the diversity of
topics a user prompts in, has a negligible impact on their creativity scores. IIt can
thus be stated that a user’s proliferation in topics does not have a significant effect
on their creativity score.
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4.8.3 Users

Figure 4.13 shows a comparison between the highest and lowest scoring users in
the two data sets. Similar to how it is expected that prompts resemble the topic la-
bel when inspecting the prompts within the dataset, we expect that higher scoring
users in the dataset exhibit prompts that are semantically distant to the topic labels
that they prompt in. Lower scoring users are expected to prompt highly similar
to the topic label or prompt with short texts. displays a User ’05f(...) has dis-
played the highest average scores across all users in both datasets. Looking into
their prompts, it shows that this user has only prompted once, with the follow-
ing prompt ’Darth Vader walking his dog through a snowy forest, Thomas
Kinkade painting’ in the topic ’Dark, Force, Vader’ for the no_artist data, and the
topic ’Star Wars, Vader, Movies’ in the with_artist dataset. This prompt was rated
with a normalized score of 0.75. This prompt exhibits a high degree of novelty, as
it combines elements from disparate domains (Star Wars and Thomas Kinkade’s
art style) in an unexpected way. This aligns with the definition of creativity as the
production of novel and relevant ideas, and also maintains a sufficient semantic
distance from the topic labels, which grants it a relatively high creativity score.

A test for correlation between the amount of prompts a user has to their name
and the creativity scores can be done. Again, a Pearson correlation test was used to
determine the relationship between the number of prompts users have prompted
and their respective creativity scores in both ’with_artist’ and ’no_artist’ datasets.
The correlation coefficients were found to be 0.0123 and -0.0132 for ’with_artist’
and ’no_artist’ respectively, which indicates a weak positive linear relationship in
the dataset with artist names included, and a faint negative linear relationship for
the data excluding the artist names. Both correlation scores are very weak, imply-
ing the effect is again, not strong and negligible. Again, the number of prompts
assigned to a user does not have a significant effect on a user’s creativity score.

4.8.4 Prompts

An examination of the highest and lowest scoring prompts in both datasets - one
with artists and one without - is conducted. It’s expected that the top-scoring
prompts will use words that diverge significantly from the topic label, indicating
a larger semantic distance. This divergence is what contributes to a higher score,
as it demonstrates more creativity and originality.

On the other hand, prompts that score lower are likely to adhere closely to
the topic labels, demonstrating a smaller semantic distance. While these prompts
may be relevant, they lack novelty, which is why they receive lower scores.

What can be seen from the higher scoring prompts is that they demonstrate a
significant semantic distance from the topic labels. These prompts contain imag-
inative and unique ideas that diverge from the conventional expectations associ-
ated with the given topics. Take for example prompts like "highly detailed full
body portrait of a zombie swimming underwater in a zombie-apocalypse, in
a swimming pool, style of plants vs zombies" and "boa constrictor and Komodo
dragon mutant animal" These prompts incorporate unexpected combinations and
elements, indicating higher creativity and originality.

On the other hand, it can be seen from the lower scoring prompts that they
adhere moreclosely to the topic labels. They lack novelty and creativity, present-
ing more conventional and expected ideas. For instance, prompts such as "wlop
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FIGURE 4.13: Highest and lowest scoring users for datasets with-
out artists (top) and dataset with artists (bottom)
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masterpiece, Emma Watson as Hermione portrait, detailed, high quality, high res-
olution" and "Homer Simpson as the Discobolus" demonstrate adherence to the
topic labels and receive lower scores due to their lack of uniqueness. The semantic
distance is calculated on cleaned prompts, where prompt modifiers are removed,
leaving only the essential terms used to calculate semantic distance from the topic
label. Because of this, it is logical for the scores to be lower, as the remaining terms
in the prompts overlap with those in the label.

A test for correlation between a prompt length and the creativity scores can
be done. Again, a Pearson correlation test was used to determine the relationship
between the number of prompts users have prompted and their respective creativ-
ity scores in both ’with_artist’ and ’no_artist’ datasets. The correlation coefficients
were found to be 0.06 for both datasets, indicating a positive but weak correlation
between the length of a prompt and the creativity scores. This suggests that while
longer prompts may see a slight increase in creativity scores, the relationship is
not strong. In other words, while there’s a hint of a trend suggesting that longer
prompts could lead to slightly higher creativity scores, the correlation is too weak
to conclude that prompt length significantly impacts creativity scores. Thus, the
length of a prompt seems to have minimal influence on its creativity score.

Tables 4.11, 4.12, 4.13, and 4.14 show the highest and lowest scoring prompts
for both datasets.
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Prompt norm_score Topic
highly detailed full body portrait of a zombie
swimming underwater in a zombie - apoca-
lypse, in a swimming pool, style of plants vs
zombies

1.00 Zombies, Swim-
ming, Underwa-
ter

highly detailed full body portrait of a zombie
swimming underwater in a zombie - apoca-
lypse, in a swimming pool, style of plants vs
zombies, octane render

1.00 Zombies, Swim-
ming, Underwa-
ter

boa constrictor and Komodo dragon mutant
animal

0.98 Animals, Photog-
raphy, Nature.

an extremely detailed Darth vader standing
portrait in front of a highly detailed landscape
of a big and structured city inpired by Star
Wars, portal to outer space, digital art, 8k, dis-
ney render, disney

0.97 Dark, Force,
Vader

an ultra detailed Darth vader standing portrait
in front of a highly detailed landscape of a big
and structured city inpired by Star Wars, por-
tal to outer space, 4k digital art, octane render,
trending on artstation, digital art, 8k, disney
render, disney

0.97 Dark, Force,
Vader

an ultra detailed Darth vader standing portrait
in front of a highly detailed landscape of a big
and structured city inpired by Star Wars, por-
tal to outer space, 4k digital art, octane render,
trending on artstation, digital art

0.97 Dark, Force,
Vader

pixar darth vader giving two thumbs up, ren-
der, 3d modelling,

0.97 Dark, Force,
Vader

close - up portrait of isabelledeltore with tattoos
wearing a balaclava with colourful intricate
psychodelic patterns, by edgar maxence and
caravaggio and michael whelan and delacroix
style, artistic, intricate drawing, light brazen,
realistic fantasy, extremely detailed and beau-
tiful aesthetic face, establishing shot, 8 k reso-
lution, dramatic lighting

0.97 Tattoo, Design,
Cate

darth vader made of wool and felt, soft toy, tex-
tures, puppet, wool, knitted

0.97 Dark, Force,
Vader

hawk and crocodile mutant hybrid, bipedal, re-
alistic picture taken in zoo

0.97 Animals, Photog-
raphy, Nature.

TABLE 4.11: Top 10 Highest Scoring Prompts in no artist dataset



48 Chapter 4. Experimentation and Results

Prompt norm_score Topic
wlop masterpiece, emma watson as hermione
portrait, detailed, high quality, high resolution

0.00 Emma Watson
Hermione

photorealistic homer simpson 0.00 Simpson, Homer,
Nihei

Homer Simpson as the Discobolus 0.00 Simpson, Homer,
Nihei

tlingit art of homer simpson 0.00 Simpson, Homer,
Nihei

homer simpson 0.00 Simpson, Homer,
Nihei

a renaissance style portrait painting of Bart
Simpson

0.13 Simpson, Homer,
Nihei

a close - up photo - real delicate ceramic porce-
lain sculpture of sophie turner with flowing
hair detailed on an intricate white surface by
victo ngai and takato yamamoto, micro detail,
subsurface scattering, translucent, thin porce-
lain, octane renderer, white color, physically
based rendering, japanese pottery, trending on
cgsociety

0.16 Artistic, Sculpt-
ing, Design

man eating potato chips, Daguerreotype 0.18 Eating, Photogra-
phy, Sweets

human nervous system with spinal skeleton
surrounded with geometric luminous polished
glass cube, carbo, oxyd and glass materials,
anatomical sculpture

0.21 Artistic, Sculpt-
ing, Design

darth vader enjoying a day at that beach with
lightsaber umbrella, by rossdraws and annie
leibovitz, artstation

0.22 Dark, Force,
Vader

TABLE 4.12: Top 10 Lowest Scoring Prompts in no artist dataset
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Prompt norm_score Topic
scenic view of a Star Trek Enterprise spaceship
flying in a starry outer space, realistic epic im-
age

1.00 Space Explo-
ration, Sci-Fi,
Flying

photograph of a rusty generational spaceship
landing on a new hopefully habitable planet.

0.99 Space Explo-
ration, Sci-Fi,
Flying

an enormous alien space ship flying towards
earth. menacing, dangerous. dark. depressing.
insane intricate detail. sophisticated compos-
tion. feature shot. high fidelity. ultra hd. 8 k.
gold. yellow

0.98 Space Explo-
ration, Sci-Fi,
Flying

a space ship landing on a foreign planet, con-
cept art, highly detailed, ultra realistic

0.95 Space Explo-
ration, Sci-Fi,
Flying

doom eternal eating an hot dog, mutant in
a shape of a burger, tubes fused with the
body, painted by stanley lau, painted by greg
rutkowski, painted by stanley, artgerm, master-
piece, digital art, trending on arts

0.94 Color, Monochro-
matic, Soft

vector style the abstract painting of an image of
a lady artistic flat illustration, cyber punk min-
imal figure art, soft colors mono chromatic, art
in the style of Bryen Frost

0.94 Color, Monochro-
matic, Soft

mise en abyme!!!, joe biden paints a painting of
joe biden who is in the frame painting a frame
of joe biden, droste effect!!!, mise en abyme!!!

0.94 Color, Monochro-
matic, Soft

a boat sitting on top of a lush green forest, an
art deco painting by Romare Bearden, behance,
synthetism, ukiyo-e, matte drawing, picasso

0.94 Color, Monochro-
matic, Soft

fractals by picasso, by dan mumford, moe-
bius, sss, barclay shaw, karol bak, jean baptiste
monge, high quality, high resolution, smooth
8 k octane rendered with volumetric cinematic
dramatic light rutkowsky

0.92 Color, Monochro-
matic, Soft

A cyberpunk street riot painted by Claude
Monet

0.92 Color, Monochro-
matic, Soft

TABLE 4.13: Top 10 Highest Scoring Prompts in with artist dataset
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Prompt norm_score Topic
spaceship inspired by star trek orbiting a
planet, 4 k, nasa photography, hd

0.00 Space Explo-
ration, Sci-Fi,
Flying

new space giant planets and dwarf planets,
full body high detail, high modernization, high
stylization, divine render

0.00 Space Explo-
ration, Sci-Fi,
Flying

Mythological creature holding planet Earth in
space

0.01 Space Explo-
ration, Sci-Fi,
Flying

alien space ship flying in space, dramatic„
matte painting, super resolution, beautiful ren-
der, octane render, concept art by wlop

0.03 Space Explo-
ration, Sci-Fi,
Flying

alien space ship flying in space, matte painting,
super resolution, beautiful render, octane ren-
der, concept art by wlop

0.03 Space Explo-
ration, Sci-Fi,
Flying

vintage, minimalism, figurative, beautiful, col-
orful, cyber punk, minimal, figure art, soft col-
ors, mono chromatic, black color on white back-
ground, casey baugh, 1 1 4 5

0.06 Color, Monochro-
matic, Soft

vintage, minimalism, figurative, beautiful, col-
orful, cyber punk, minimal, figure art, soft col-
ors, mono chromatic, black color on white back-
ground, casey baugh, 3 3 7 4 2 1 6 5 8 1

0.06 Color, Monochro-
matic, Soft

vintage, minimalism, figurative, beautiful, col-
orful, cyber punk, minimal, figure art, soft col-
ors, mono chromatic, black color on white back-
ground, casey baugh, 1 1 4 3

0.06 Color, Monochro-
matic, Soft

vintage, minimalism, figurative, beautiful, col-
orful, cyber punk, minimal, figure art, soft col-
ors, mono chromatic, black color on white back-
ground, casey baugh, 2 2 2 1 1 4 3

0.06 Color, Monochro-
matic, Soft

vintage, minimalism, figurative, beautiful, col-
orful, cyber punk, minimal, figure art, soft col-
ors, mono chromatic, black color on white back-
ground, casey baugh,

0.06 Color, Monochro-
matic, Soft

TABLE 4.14: Top 10 Lowest Scoring Prompts in with artist dataset
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Chapter 5

Discussion and Conclusion

This study aimed to investigate the creativity of the prompt dataset, designed by
(Wang et al., 2022), based on the automated version of the Alternate Uses Task
(AUT), titled SemDis, created by (Beaty and Johnson, 2020). The goal was to find
and apply a creativity assessment tool on prompts, in order to investigate the
creativity of short-text prompt data. The results from this study contribute to a
better understanding of the design processes behind the generation of AI art, a
rapidly evolving field that lies at the intersection of technology and art.

5.1 Findings and Interpretation

The main research question, How can Natural Language Processing (NLP) methods
be used to assess the creativity of short-text prompt data in AI-art generation?, was con-
structed to assess the current capabilities and limitations of methods used for cre-
ativity analysis. The study used various NLP clustering techniques to ultimately
examine the text prompts used in diffusion models to generate art, providing in-
sights into the elements that contribute to a satisfactory final outcome.

The exploration and preprocessing of the dataset, which prepares the prompts
for further analysis, was found to be an important step in the study. This process
not only removed potential noise from the data but also highlighted the difference
in results when artist names were included or excluded from the cleaned prompts.
The resulting datasets provided a base for the subsequent analyses done in this
project.

The primary research question of this study was guided by two subquestions.
The first subquestion, How does the level of detail and complexity in prompts impact the
perceived creativity of the generated images?, was formulated to analyze the perceived
creativity, as indicated by the creativity score, in relation to the complexity and
intricacy of a prompt. The results suggest that prompts that are more detailed
and specific, often involving complex and imaginative scenarios, are perceived as
more creative.

This observation can be attributed to the bigger semantic distance between
the item and the prompts to which they were compared, indicating a more cre-
ative use of language. This finding aligns with the idea that divergent thinking
contributes to higher perceived creativity (Syahrin, Suwingyo, PRIYATNI, et al.,
2019).

These results are consistent with the definition of creativity as the generation
of ideas that are both novel and surprising (Runco and Jaeger, 2012). This suggests
that the ability to generate detailed and specific prompts, which inherently require
a higher level of divergent thinking, may be a crucial aspect of creativity in the
context of text-to-image models.
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Therefore, it can be said that prompts exhibiting higher complexity and diver-
gence can lead to the generation of more creative ideas, and subsequently, more
creative art. This finding has significant implications for the field of AI art gener-
ation, as it highlights the importance of the quality of prompts in influencing the
creativity of the generated art.

The second subquestion, What role do elements like artist names and aesthetic qual-
ity modifiers play in enhancing or diminishing the perceived creativity of a prompt?, was
formulated in response to the prompting guidelines that are widely distributed on
the internet to guide new prompters in their art creation journey (Oppenlaender,
2022; Pavlichenko, Zhdanov, and Ustalov, 2022; Taylor, 2023). These guidelines
often recommend the use of prompt modifiers, which are intended to enhance the
outcome of the text-to-image process. These modifiers typically include aesthetic
quality descriptors and artist names.

In the course of the study, it was observed that prompters frequently incorpo-
rate artist names and style modifiers into their prompts. These elements make up
a significant portion of the terms found in the prompts, indicating their perceived
importance in the art creation process. The inclusion of these elements can pro-
vide a more detailed and specific context for the AI model, potentially enabling it
to generate images that are aesthetically more to the prompter’s liking.

To analyse the influence of artist names on the perceived creativity of a prompt,
two pre-processed datasets were created: one that includes artist names and one
that excludes them. The results revealed that the inclusion or exclusion of artist
names influenced the labeling of the topics found in the dataset. Interestingly, the
dataset that included artist names had a slightly lower average perceived creativ-
ity score compared to the dataset without artist names. However, this difference
was not statistically significant. This suggests that while artist names and style
modifiers are frequently used in prompts, their impact on the perceived creativity
of a prompt may not be as substantial as initially thought.

The skill of prompting has gained significant importance, not only in the realm
of AI-art generation but also in other areas where tools like ChatGPT are used. The
process of prompting requires the formulation of our ideas in a manner that yields
the desired results. Therefore, understanding how individuals interact with these
tools and construct their prompts is crucial.

This is particularly important when considering the enhancement of diffusion
models through improved prompt understanding, as demonstrated in (Lian et al.,
2023). The study illustrates that the quality of the generated image is not solely
dependent on the AI model’s capabilities, but also on the quality and clarity of the
prompts provided. This observation aligns with the focus of our study on the role
of prompts in AI-art generation and the creativity behind them.

Moreover, the findings of this study suggest that regardless of the perceived
creativity in the text itself, the quality of prompts helps users achieve the gener-
ated images they desire. This underscores the importance of prompt construc-
tion in the process of AI art generation. It suggests that the careful selection and
use of prompt modifiers, including artist names and aesthetic quality descriptors,
can be a powerful tool for enhancing the creativity of the generated art. This in-
sight could be valuable for both new and experienced prompters, as it provides
a concrete strategy for enhancing the creativity of their prompts and the art they
generate.
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5.2 Limitations

This research encountered several challenges that should be discussed.
Firstly, the GSDMM method, which was initially anticipated to be a good fit for

the data, fell short of expectations. The method proved to be time-consuming and
failed to generate evenly distributed clusters, thereby limiting its effectiveness in
this context.

Secondly, computational constraints restricted the application of BERTopic to
the entire dataset. As a result, the study had to resort to using a subset of the data
for BERTopic application. This limitation could potentially skew the results and
does not provide a comprehensive view of the entire dataset. Additionally, the file
size limit of SemDis posed another challenge, making it impossible to generate
creativity scores for larger file sizes.

Thirdly, the study applied SemDis to short-text data, which is not the typical
data structure SemDis is designed to handle. This deviation from the intended
use of SemDis could potentially affect the validity of the scores. Furthermore, the
absence of human ratings on the creativity of these prompts means the study lacks
a benchmark against which to validate the results of the SemDis algorithm.

Lastly, the nature of the data prevented the execution of an ANOVA test, neces-
sitating the use of a nonparametric validation technique, specifically the Kruskal
Wallis H Test. While this test is a valid statistical method, it may not provide the
same depth of insight as an ANOVA test, thus limiting the study’s findings.

Despite these limitations, the study offers valuable insights into the applica-
tion of AI in creativity assessment. However, these constraints should be taken
into account when interpreting the results and planning future research.

5.3 Future Work

This study’s findings suggest several intriguing future research directions.
Firstly, the study successfully employed SemDis, an automated creativity as-

sessment tool, on a prompt dataset. However, this usage doesn’t fully align with
the AUT, suggesting that the results might not capture all aspects of human cre-
ativity assessment. Future research could enhance this by integrating a human
element into the creativity assessment process. Human judges could rate the cre-
ativity of prompts, providing a validity measure for SemDis’s automated results.
This would offer a better understanding of the prompts’ creativity and a robust
validation of SemDis results. Additionally, human judges could help explore the
relationship between prompts and AI-generated art, potentially revealing how to
optimize prompts for enhanced creativity and aesthetic appeal.

Secondly, the study primarily focused on the creativity inherent in the prompt
text data, generating a creativity score for these prompts. Future research could
extend this by evaluating the AI-generated artworks themselves. Assessing whether
the creativity scores of prompts correlate with the perceived creativity of the gen-
erated artworks would provide a holistic view of the creative process. Human
judges could evaluate the creativity of the generated artworks, providing a sub-
jective measure of creativity and insights into audience perception. Alternatively,
using an already rated dataset, such as the dataset assembled in (Pressman, Crow-
son, and Contributors, 2022), could offer a more objective assessment of creativity.

Thirdly, the rise of text-to-image models and AI prompt marketplaces presents
an opportunity to integrate creativity score mechanisms. Implementing a system
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that quantifies the potential creativity of the to-be-generated art could provide
users with insights into their prompts’ creative possibilities before the art genera-
tion process. This could save time and computational resources, fostering a more
informed and creatively rich process. A neural network model, trained on a large
dataset of prompts, could predict a given prompt’s creativity score. Incorporating
creativity scores into AI prompt marketplaces could revolutionize the user ex-
perience, making AI art generation more transparent, interactive, and creativity-
focused.
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5.4 Conclusion

In conclusion, this thesis has explored the intersection of creativity and artificial
intelligence, specifically focusing on how prompts can be used to generate art-
works through text-guided synthesis of images using deep generative models.
The research has delved into the intricacies behind the prompting process which
is a fundamental part of creating art with text-to-image models.

The study has also examined the use of different topic modeling methods,
which were applied to understand and analyze data, which in turn helps under-
standing the prompts. The findings from this research have shed light on how
creativity is represented in the prompts and how it can be objectively measured
by text-mining models.

However, it’s important to acknowledge that this field is still rapidly evolv-
ing, and there are many aspects of creativity and AI that are yet to be explored.
Future work could delve deeper into the understanding of how different prompt
templates can improve the aesthetic appeal of images and how the use of different
topic modeling and labeling techniques can provide further insights into the data.

Overall, this research marks a significant contribution to the expanding body
of knowledge on AI and creativity, offering valuable insights of relevance to both
academics and practitioners in the field. In a period where the concepts of art and
creativity are undergoing an evolution, the need to understand the creative pro-
cess behind AI art generation intensifies. This study addresses that need, laying a
foundation for future discourse and investigations of art and creativity within the
AI context.
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Appendix A

Ethics and Privacy Scan



Response	Summary:

Section	1.	Research	projects	involving	human	participants
	
P1.	Does	your	project	involve	human	participants?	This	includes	for	example	use	of	observation,	(online)
surveys,	interviews,	tests,	focus	groups,	and	workshops	where	human	participants	provide	information	or
data	to	inform	the	research.	If	you	are	only	using	existing	data	sets	or	publicly	available	data	(e.g.	from
Twitter,	Reddit)	without	directly	recruiting	participants,	please	answer	no.	

No

	
Section	2.	Data	protection,	handling,	and	storage
The	General	Data	Protection	Regulation	imposes	several	obligations	for	the	use	of	personal	data	(defined	as	any
information	relating	to	an	identified	or	identifiable	living	person)	or	including	the	use	of	personal	data	in	research.

	
D1.	Are	you	gathering	or	using	personal	data	(defined	as	any	information	relating	to	an	identified	or
identifiable	living	person	)?

No

	

Section	3.	Research	that	may	cause	harm
Research	may	cause	harm	to	participants,	researchers,	the	university,	or	society.	This	includes	when	technology	has
dual-use,	and	you	investigate	an	innocent	use,	but	your	results	could	be	used	by	others	in	a	harmful	way.	If	you	are
unsure	regarding	possible	harm	to	the	university	or	society,	please	discuss	your	concerns	with	the	Research	Support
Office.	

	
H1.	Does	your	project	give	rise	to	a	realistic	risk	to	the	national	security	of	any	country?

No

	
H2.	Does	your	project	give	rise	to	a	realistic	risk	of	aiding	human	rights	abuses	in	any	country?

No

	
H3.	Does	your	project	(and	its	data)	give	rise	to	a	realistic	risk	of	damaging	the	University’s	reputation?	(E.g.,
bad	press	coverage,	public	protest.)

No

	
H4.	Does	your	project	(and	in	particular	its	data)	give	rise	to	an	increased	risk	of	attack	(cyber-	or	otherwise)
against	the	University?	(E.g.,	from	pressure	groups.)

No

	
H5.	Is	the	data	likely	to	contain	material	that	is	indecent,	offensive,	defamatory,	threatening,	discriminatory,
or	extremist?

No

	
H6.	Does	your	project	give	rise	to	a	realistic	risk	of	harm	to	the	researchers?

No

	
H7.	Is	there	a	realistic	risk	of	any	participant	experiencing	physical	or	psychological	harm	or	discomfort?

No

	
H8.	Is	there	a	realistic	risk	of	any	participant	experiencing	a	detriment	to	their	interests	as	a	result	of
participation?

No

	



H9.	Is	there	a	realistic	risk	of	other	types	of	negative	externalities?
No

	

Section	4.	Conflicts	of	interest
	
C1.	Is	there	any	potential	conflict	of	interest	(e.g.	between	research	funder	and	researchers	or	participants
and	researchers)	that	may	potentially	affect	the	research	outcome	or	the	dissemination	of	research
findings?

No

	
C2.	Is	there	a	direct	hierarchical	relationship	between	researchers	and	participants?

No

	
Section	5.	Your	information.
This	last	section	collects	data	about	you	and	your	project	so	that	we	can	register	that	you	completed	the	Ethics	and
Privacy	Quick	Scan,	sent	you	(and	your	supervisor/course	coordinator)	a	summary	of	what	you	filled	out,	and	follow	up
where	a	fuller	ethics	review	and/or	privacy	assessment	is	needed.	For	details	of	our	legal	basis	for	using	personal	data
and	the	rights	you	have	over	your	data	please	see	the	University’s	privacy	information.	Please	see	the	guidance	on	the
ICS	Ethics	and	Privacy	website	on	what	happens	on	submission.	

	
Z0.	Which	is	your	main	department?

Other,	namely::
Natural	Sciences

	
Z1.	Your	full	name:
Saif	Abdoelrazak

	
Z2.	Your	email	address:
s.abdoelrazak2@students.uu.nl

	
Z3.	In	what	context	will	you	conduct	this	research?

As	a	student	for	my	master	thesis,	supervised	by::
Almila	Akdag

	
Z5.	Master	programme	for	which	you	are	doing	the	thesis

Artificial	Intelligence

	
Z6.	Email	of	the	course	coordinator	or	supervisor	(so	that	we	can	inform	them	that	you	filled	this	out	and
provide	them	with	a	summary):
coordinator-ai-master@uu.nl

	
Z7.	Email	of	the	moderator	(as	provided	by	the	coordinator	of	your	thesis	project):
d.p.nguyen@uu.nl

	
Z8.	Title	of	the	research	project/study	for	which	you	filled	out	this	Quick	Scan:
Creativity	Behind	the	Prompts:	Automated	Creativity	Assessment	in	Prompting	for	Text-to-Image	Models

	
Z9.	Summary	of	what	you	intend	to	investigate	and	how	you	will	investigate	this	(200	words	max):
In	this	thesis	project	I	will	assess	the	creativity	of	short-text	prompt	data	that	is	used	to	generate	art	with	text-to-image
algorithms.	The	data	that	is	being	used	is	lifted	from	the	Stable	Diffusion	Discord	channel.	To	be	more	specific,	the
open	source	database	named	DiffusionDB	will	be	used.	To	analyze	the	creativity,	I	will	apply	GSDMM	and	Bertopic	to
find	categories	in	the	dataset,	to	prepare	it	for	a	SemDis	analysis,	which	will	emulate	the	Alternative	Uses	Task,
essentially	creating	a	creativity	score	for	the	prompts.

	



Z10.	In	case	you	encountered	warnings	in	the	survey,	does	supervisor	already	have	ethical	approval	for	a
research	line	that	fully	covers	your	project?

Not	applicable

	

Scoring
Privacy:	0
Ethics:	0
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List of stopwords

Alphonse Mucha Pablo Picasso Piet Mondrian Jackson Pollock
Mark Rothko Georges Braque Andy Warhol Roy Lichtenstein
René Magritte Frida Kahlo Dean Cornwell Craig Mullins
Henri Matisse Johannes Vermeer Vincent van Gogh Michelangelo
Leonardo da Vinci Georges Seurat Thomas Cole Greg Rutkowski
Gustave Doré Ralph McQuarrie Zdzislaw Beksinski Claude Lorrain
James Gurney Francisco Goya Pierre Auguste Renoir Hayao Miyazaki
Bill Watterson Claude Monet Edvard Munch Katsushika Hokusai
Funko Pop Lucian Freud Yoji Shinkawa Utagawa Kuniyoshi
Toshi Yoshida Diego Rivera Hatsune Miku Hieronymus Bosch
Caravaggio Frank Frazetta John Constable Salvador Dalí
Galen Pieter Brueghel Annie Leibovitz Wes Anderson
Frank Gehry Saul Leiter Dorothea Lange Terry Richardson
Simon Stålenhag Banksy Hanna-Barbera Beatrix Potter
Norman Rockwell Dr. Seuss Axel Schaefer Keith Haring
Edward Hopper Lisa Frank Thomas Kinkade Basquiat
H.R. Giger Brueghel the Elder Duffer Brothers Arcimboldo
Fellini Keith Haring Tim Burton M.C. Escher
Robert Hargreaves Ivan Shishkin Albert Bierstadt Robert McCall
Samuel Daniell

TABLE B.1: List of Artist Names
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Hudson River School Photograph
Trending On ArtStation Control
The Soul From Behind
Surrealism Painting Beautiful Futuristic
Wide Angle Dadaism Oil
Vivid Utopian Fisheye Lens
Cubism Line Drawing Professional
Dystopian Telephoto Fauvism Charcoal
Drawing Extremely Detailed Blade Runner
Wide Angle Renaissance Macro
35mm Photograph Stunning Cinematic
Panoramic Impressionist Album Art
Cover Wondrous Fantasy Bokeh
Baroque One-line Drawing Fantastic
Elegant Lens Flare Rococo Crayon
Drawing Contest Winner No Mods
Hard Lighting Romanticism Pastel Drawing
Postprocessing Magnificent Landscape Realism
Watercolor Detailed Retrofuturistic Drone
Pointillism Pencil and Watercolor Drawing Trending On r/art
Awesome On Canvas Symbolism Vector Art
8K Transhumanist Close Up Neoclassicism
Stained Glass Window 4K Resolution From Below Art Nouveau
Van Gogh Cartoon VFX Wormhole
From Above Expressionism 3D Render Rendered In UE
Eclectic Through a Periscope Constructivism Da Vinci
Line Art Octane Render Epic Through a Porthole
Futurism Pixel Art Digital Art Tasteful Framed
Suprematism Product Photography Photo Minimal
Minimalistic Mixed Media Monochrome Moody
Mysterious Mystical Natural Lighting Naturalistic
Night Scene Nostalgic Noir Octane
Oil Oil Painting Organic Origami
Panoramic Pastel Pastel Colors Photography
Photorealistic Photo Pixel Art Playful
Pointillism Polished Polychromatic Portrait
Pop Art Psychedelic Realistic Realistic
Retro Romantic Romantic Rule of Thirds
Rural Sci-Fi Sensual Serene
Serene Saturated Single Color Sketchy
Soft Lighting Square Stark Static
Style Stylized Subtle Surreal
Surrealistic Symmetrical Textured Textured
Tenebrism Tranquil Trending Trending On
"Trompe l’oeil" Ultra Unreal Unreal Engine
Urban Utopian Vanishing Point Vertical
Vibrant Vibrant Vintage Vivid
Watercolor Whimsical Whimsical Wide Shot
Whispering

TABLE B.2: List of Extra Prompt Modifiers
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Data

FIGURE C.1: Average Prompt Length (No Artist)

FIGURE C.2: Average Prompt Length (With Artist)
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FIGURE C.3: Entries Over Time (Cleaned Dataset, No Artists)

FIGURE C.4: Top 10 Common Prompts (Cleaned Dataset, No
Artists)
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FIGURE C.5: Top 10 Common Prompts (Cleaned Dataset, With
Artist)

FIGURE C.6: Entries Over Time (Cleaned Dataset, With Artist)
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FIGURE C.7: Distribution of Prompt Lengths (No Artist)

FIGURE C.8: Distribution of Prompt Lengths (With Artist)
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FIGURE C.9: Entries Over Time (Original Dataset)

FIGURE C.10: Top 10 Prompts (Original Dataset)

FIGURE C.11: Top 25 Bigrams (Original Dataset)
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FIGURE C.12: Top 10 Active Users (No Artists)

FIGURE C.13: Top 10 Active Users (With Artist)
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FIGURE C.14: Top 25 Bigrams (No Artist Names)

FIGURE C.15: Top 25 Bigrams (With Artist Names)
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FIGURE C.16: Top 25 Occurring Words (With Artist)

TABLE C.1: SemDis results after BERTopic clustering and labeling

Label Length Mean Median Std Dev
top_n No Artist 1 0.9557 0.9777 0.1529
top_n No Artist 2 0.9610 0.9795 0.1736
top_n No Artist 3 0.9647 0.9807 0.1822
top_n No Artist 4 0.9900 0.9902 0.2134
top_n No Artist 5 0.9772 0.9845 0.1937
top_n With Artist 1 0.9565 0.9778 0.1652
top_n With Artist 2 0.9584 0.9772 0.1674
top_n With Artist 3 0.9805 0.9887 0.1740
top_n With Artist 4 0.9730 0.9858 0.2096
top_n With Artist 5 0.9909 0.9935 0.2232
openai No Artist 1 0.9773 0.9835 0.0817
openai No Artist 2 0.9845 0.9939 0.1006
openai No Artist 3 0.9863 0.9899 0.1111
openai No Artist 4 0.9845 0.9925 0.1047
openai No Artist 5 0.9878 0.9929 0.1264
openai With Artist 1 0.9834 0.9879 0.0848
openai With Artist 2 0.9881 0.9948 0.0941
openai With Artist 3 0.9891 0.9921 0.1124
openai With Artist 4 0.9899 0.9950 0.0944
openai With Artist 5 0.9923 0.9943 0.1394
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TABLE C.2: SemDis Results after GSDMM clustering and labeling

Label Length Mean Median Std Dev
top_n No Artist 1 0.9774 0.9777 0.0944
top_n No Artist 2 0.9794 0.9818 0.1156
top_n No Artist 3 0.9887 0.9906 0.1304
top_n No Artist 4 0.9882 0.9926 0.1858
top_n No Artist 5 0.9898 0.9988 0.2313
top_n With Artist 1 0.9840 0.9859 0.1002
top_n With Artist 2 0.9849 0.9859 0.1035
top_n With Artist 3 0.9830 0.9858 0.1095
top_n With Artist 4 0.9825 0.9879 0.1414
top_n With Artist 5 0.9806 0.9885 0.1889
openai No Artist 1 0.9906 0.9912 0.0702
openai No Artist 2 0.9957 0.9966 0.0783
openai No Artist 3 0.9979 0.9972 0.1956
openai No Artist 4 0.9963 0.9970 0.1035
openai No Artist 5 0.9865 0.9952 0.1982
openai With Artist 1 0.9853 0.9904 0.0803
openai With Artist 2 0.9925 0.9944 0.0699
openai With Artist 3 0.9940 0.9976 0.0702
openai With Artist 4 0.9949 0.9975 0.1503
openai With Artist 5 0.9937 0.9969 0.2032
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