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Abstract 
Respiratory syncytial virus (RSV) infections are the leading cause of acute lower respiratory infections (ALRI) 

among young children and the elderly. The RSV virion contains a negative-sense single-stranded RNA genome 

(vRNA) that encodes eleven proteins that facilitate the propagation of the viral life cycle in infected cells. 

Progressing RSV infections in A549 cells are known to dysregulate the host cell cycle by inducing G1 phase arrest. 

Studies attempting to further investigate the patterns between of RSV infection and cell cycle progression are 

limited to bulk biochemical assays quantifying exclusively progressed RSV infections. We combined the 

intracellular vRNA visualization system RSV-P-ST/STAb-AausFP1 (P-STAb)  developed by our group, with the PIP-

FUCCI cell cycle reporter to generate a novel cell line (P-STAb-PIP-FUCCIG/R). We utilized this model to monitor 

early and progressed RSV infections, as well as RSV entry, with the aim to examine their interrelation with the host 

cell cycle state and cell cycle phase durations. Our results suggest possible preferential entry for RSV virions in S 

phase cells and disfavored entry in G1 cells, which could likely be attributed to cell cycle-dependent RSV receptor 

dynamics. We noted seemingly arrested infected cells with prolonged G1 phases, however some of these cells 

ultimately progressed into S phase, perhaps suggesting that RSV-induced G1 arrest can be reversed.  We also 

discovered cases of infected cells entering prolonged mitosis. Progressed RSV infections displayed significant 

elongations in G1 and S phase compared to their non-progressing counterparts, with a large majority of cells 

stalling at G1. We theorize that these cycling patterns in progressed infections are caused by a buildup of oxidative 

stress concomitantly induced by RSV infection. 
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Introduction 
Epidemiological impact of RSV 

Within the last 40 years, human respiratory syncytial virus (RSV) has been continuously identified as the leading 

pathogen contributing to the development of acute lower respiratory infections (ALRI) in children aged <5 years. 

(Berman 1991; Hall 2001; L. Liu et al. 2016; You 2022). In 2015, there was an estimated 33.1 million cases of RSV-

associated ALRI, with approximately 59 600 in-hospital deaths and 118 200 overall deaths in children below 5 

years old. About 45% of those mortalities are attributed to infants younger than 6 months (Shi et al. 2017). A follow-

up review, which factored in several of emerging community surveillance studies (Srikantiah, Vora, and Klugman 

2021), estimated a total of 33 million RSV-ALRI episodes in children <5 years in 2019, resulting in around 26 300 

in-hospital deaths and 101 400 overall mortalities (You 2022). On top of that, RSV is considered to be a major cause 

of ALRI in elderly patients. A study focusing on adults aged ≥60 years living in high-income countries presented 

estimations of 5.2 million cases of RSV-associated respiratory infections in 2019, along with 33 000 in-hospital 

mortalities (Savic et al. 2023). In the US alone, the annual economic burden stemming from RSV-ALRI patients at 

60 years or older has been approximated to $6.6 billion (Carrico et al. 2023), which is only projected to increase 

as the population continues to age. 

                                                                                                         
The RSV virion 

RSV is a non-segmented negative-sense single-strand RNA (-ssRNA) virus, meaning it needs to synthesize a 

positive-sense antigenome to use as a template for viral RNA genome (vRNA) replication and transcription. The 

vRNA is packaged in a lipid envelope, generally forming either spherical virions 100-250nm in diameter or 

filamentous particles 60-100 nm in diameter and lengths extending up to 1μm (Bächi and Howe 1973; Jeffree et al. 

2003) (Figure 1B). The -ssRNA genome consists of ten genes that encode eleven separate proteins (Figure 1A). 

Three of these are integral transmembrane proteins: attachment glycoprotein (G), fusion (F) glycoprotein and short 

hydrophobic (SH) protein (Figure 1B). G protein attaches virions to target host cells through susceptible receptors, 

while the F protein facilitates membrane fusion (McLellan, Ray, and Peeples 2013). SH protein functions as an ion 

channel that has been shown to manipulate the host cell environment in a manner that inhibits host cell 

apoptosis, although the exact pathways it modulates are yet to be elucidated (Fuentes et al. 2007; Gan et al. 2012). 

The matrix (RSV-M) proteins coat the inner leaflet of the viral envelope, surrounding the vRNA. Viral nucleoproteins 

(N) encapsidate the vRNA, forming a helical nucleocapsid that protects the genome from degradation by cellular 

nucleases and serves as a scaffold for the viral replication and transcription machinery (Tawar et al. 2009). The 

nucleocapsid associates with phosphoproteins (P), large (L) protein and the viral transcription processivity factor 

M2-1 to form the viral ribonucleoprotein (vRNP)(Kiss et al. 2014). P proteins form homotetramers upon their 

phosphorylation, enabling them to chaperone free newly-synthesized N proteins to encapsulate nascent vRNAs. 

On top of that, P proteins mediate L protein attachment to the encapsidated vRNA, stabilizing the complex and 

acting as polymerase cofactors (Castagné et al. 2004). The L protein catalizes the replication and transcription of 

the vRNA, as well as the post-transcriptional processing of nascent mRNAs, such as through the addition of a 5’ 

cap and poly-A tail (Barr and Wertz 2001; Stillman and Whitt 1999). While all of the aforementioned proteins are 

encoded by single corresponding genes, the M2 gene contains two partially overlapping open reading frames 
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(ORF) that encode for two different proteins: M2-1 and M2-2 (Collins and Wertz 1985). M2-1 regulates vRNA 

transcription and acts as a transcription anti-termination factor (Fearns and Collins 1999), while M2-2  plays a role 

in mediating the balance between vRNA transcription and replication (Bermingham and Collins 1999). The final 

two RSV proteins are expressed abundantly in infected cells, but are not packaged within mature virions, hence 

their being referred to as non-structural protein 1 (NS1) and 2 (NS2). NS1 and NS2 cooperate to form complexes 

that mitigate the induction of type I interferons (IFN-I) and IFN-stimulated genes (ISG), thereby suppressing the 

infected cell’s innate antiviral response and inhibiting premature apoptosis (Bitko et al. 2007; Schlender et al. 

2000). Despite the seemingly low number of proteins encoded by the RSV vRNA, their versatile interactivity and 

multifunctionality provide the elements necessary for successful RSV life cycle progression. 

                                                                                                                                                                                                                     
Figure 1. RSV genome and virion structure. (A) The RSV genome consists of 11 open reading frames (ORF), 
encoding for non-structural proteins (NS1 & NS2), nucleoprotein (N), phosphoprotein (P), matrix (M) protein, small 
hydrophobic (SH) protein, glycoprotein (G), fusion (F) protein, M2-1, M2-2 and polymerase (L) protein. Adapted 
from (Shang, Tan, and Ma 2021). (B) Composition of the RSV virion and the general distribution of its viral proteins. 
NS1 and NS2 are not packaged in the viral particle. Human RSV virions generally present with spherical or 
filamentous morphologies, between 100 and 1000nm in length. Adapted from (Boersma 2022).                                                                    

 

The RSV life cycle 

RSV infection begins with viral entry, which involves the virion-host cell attachment and fusion, orchestrated by 

the G and F proteins respectively (Figure 2). Both glycoproteins interact with the target cell through a range of 

specific receptors. G protein can bind heparan sulphate proteoglycans (HSPG) (Krusat and Streckert 1997), which 

seem to strongly promote RSV infection in immortalized cell lines (Hallak, Collins, et al. 2000; Martinez and Melero 

2000). However, HSPGs are shown to be scarcely expressed on the apical membranes of primary human bronchial 

A 

B 
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epithelial (PHBE) cells, one of the main primary cell types associated with RSV infections (Duan et al. 1998; Hallak, 

Spillmann, et al. 2000; Zhang et al. 2002). G proteins contain a CX3C motif, which allows them to bind to CX3C 

chemokine receptor 1 (CX3CR1) through chemokine mimicry (Tripp et al. 2001). Additionally, CX3CR1-G protein 

interaction was shown to mitigate the antiviral immune response against infected cells, mainly by suppressing the 

induction of IFN-γ (Harcourt et al. 2006). Following cell attachment, RSV F can bind to host surface receptors to 

mediate the process of membrane fusion. More specifically, F protein has been shown to interact with  

intercellular adhesion molecule-1 (ICAM-1), epidermal growth factor receptor (EGFR), nucleolin (NCL) and insulin-

like growth factor-1 receptor (IGF1R). EGFR, ICAM-1 and NCL have all been directly implicated in mediating virion 

macropinocytosis (Krzyzaniak et al. 2013; Patel et al. 1995; Tayyari et al. 2011), whereas IGF1R binds F proteins to 

activate protein kinase C zeta (PKCζ), triggering a signalling cascade that facilitates the translocation of nuclear 

NCL to the cell membrane, further augmenting RSV internalization (Griffiths et al. 2020).  

Upon entry, the RSV nucleocapsid is released into the cytosol, along with all other viral proteins contained in the 

envelope. L and P proteins form the RNA-dependent RNA polymerase complex (RdRp), which mediates both 

genome replication and viral mRNA transcription, jointly regulated by M2-1 and M2-2 (Figure 2). The resultant 

vRNPs aggregate within liquid-liquid phase separated cytoplasmic inclusion bodies (IB). IBs are often described 

as viral factories, harboring invading vRNPs and drastically amplifying infection progression by facilitating active 

vRNA replication and transcription (Garcia-Barreno, Delgado, and Melero 1996). vRNA replication involves the 

generation of a full-length positive-sense copy of the genome, called the antigenome, which in turn serves as the 

template for the synthesis of new negative-sense vRNAs. vRNA transcription results in the production of 

subgenomic mRNAs that are translated by host cell ribosomes into functional viral proteins. In early infection 

stages, newly-synthesized vRNP-associated proteins are contributed back into the transcription and replication 

cycles, thereby establishing positive feedback loops that exponentially expand the manufacture of vRNPs. 

Simultaneously, RSV-M proteins are temporarily transported to the nucleus, where they generally inhibit host cell 

transcription (Ghildyal et al. 2003). NS1 and NS2 monomers can bind and functionally inhibit certain pattern 

recognition receptors (PRR), e.g. retinoic acid-inducible gene I (RIG-I), or combine to form degradasome 

complexes that degrade various effectors of the IFN-I signaling cascade (Elliott et al. 2007; Ling, Tran, and Teng 

2009; Swedan, Musiyenko, and Barik 2009).  As host cell infection progresses, synthesized G, F, SH and RSV-M 

proteins are shuttled to the cell membrane, seemingly concentrating in lipid-raft rich regions (Jeffree et al. 2003). 

Once the cell is primed for the assembly of new virions, vRNP complexes are transferred to the cell periphery, 

where they may interact with membrane-associated RSV-M proteins to initiate virion budding (Ke et al. 2018). The 

released viral progeny continues to propagate the RSV infection cycle by infecting neighbouring cells.   

 

Effects of virus infection on cell cycle  

Viruses are known to hijack cellular machinery and systematically manipulate the host cell environment in order 

to optimize their replication prospects, which may entail host cell cycle dysregulation. The eukaryotic cell cycle 

can be divided into two main stages: mitosis (M), where cells are duplicated into two identical daughter cells, and 

interphase, where cell undergo multiple phasic processes to prepare for mitosis. Phase progression is robustly 

controlled by sequentially activated families of cyclins and cyclin-dependent kinases (CDK). In early interphase, 
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cyclin D-bound CDK4 and CDK6 drive the cell into G1 phase, where it grows in size and synthesizes more proteins 

and mRNA in preparation for DNA replication (Sherr 1994). After some time, cyclin E binds CDK2 to promote 

transition from G1 to S phase, where DNA synthesis is stimulated by the cyclin A-CDK2 complexes (Girard et al. 

1991; Ohtsubo et al. 1995). After S phase, the cell will transition to G2 phase, where it prepares for mitosisIn late 

G2, cyclin A will interact with CDK1 to promote mitosis initiation, while cyclin B-associated CDK1 regulates M 

progression and completion (King, Jackson, and Kirschner 1994). Following mitotic cell division, the resultant 

daughter cells enter G1 phase, thereby marking the start of a new cycle. Cell integrity during the cycle is overseen 

by three checkpoints stationed at the G1/S and G2/M junctions, as well as in the middle of mitosis, which can 

prompt cell cycle arrest or p53-dependent apoptosis in response to DNA damage (Fernandez-Capetillo et al. 

2002; Gottlieb and Oren 1998; Musacchio and Salmon 2007; Pardee 1974). Studies investigating the interrelation 

between viral infection and host cell cycle state determined that viruses often incite arrest at specific cell cycle 

stages or disparately overturn checkpoint-induced arrest (Bagga and Bouchard 2014).  

  

                                                                                                                                                                                                                      
Figure 2. RSV life cycle. RSV virion surface glycoproteins bind to host cell receptors and fuse to the host cell 
membrane (I), releasing the viral genome and proteins into the cytosol. The viral proteins facilitate -RNA genome 
replication (IIa), by producing +RNA antigenomes to be used as templates for -RNA genome synthesis, and viral 
mRNA transcription (IIb). Viral mRNAs are translated (III) by host cell ribosomes. Newly synthesized viral proteins 
contribute to infection progression by further promoting viral transcription and replication, inhibiting host cell 
processes like innate immune recognition (IV) and priming the cell membrane for the assembly of new virions (V). 
In later infection stages, RSV progeny will bud from the host cell (VI) and go on to infect neighbouring susceptible 
cells (VII). Adapted from (Boersma 2022). 
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As an example, the +ssRNA severe acute respiratory syndrome coronavirus 1 (SARS-CoV-1) has been shown to 

induce G1 arrest in infected cells through the action of its nonstructural proteins 3b and 7a (Yuan et al. 2005, 

2006). Interestingly, the method of cell cycle dysregulation is not consistent among members of the same virus 

families, as SARS-CoV-2 infections precipitated arrest in the S and G2 phases (Suryawanshi et al. 2021). Evidence 

suggests that virus-induced effects on cell cycling can be strictly cell type-specific. For instance, hepatitis B virus 

(HBV) infection in HepG2.2.15 cells leads to G1 arrest (T. Wang et al. 2011), while HBV infections in Huh7 cells 

lead to stalls in G2 phase (Chin et al. 2007). Small DNA tumour viruses, such as human papillomavirus (HPV), can 

force cells to bypass G1 checkpoint arrest by inhibiting the expresson of tumor-suppressing retinoblastoma 

protein (Rb) and forcedly driving infected cells into S phase (Bourgo et al. 2009). Since HPV does not encode its 

own DNA polymerase, this process allows it to efficiently hijack the host DNA replication machinery and initiate 

viral genome replication (Helt and Galloway 2003). 

Focusing on the realm of -ssRNA viruses, RSV infection has been shown to induce G1 arrest in adenocarcenomic 

lung epithelial (A549) cells and primary human bronchial epithelial (PHBE) cells, through increased activation of 

p53. p53 upregulates the expression of CDK inhibitor p21, which inhibits the kinase activity of CDK2 and halts the 

G1/S transition step (Harper et al. 1995).  The exact method of p53 activation employed by the virus is yet to be 

elucidated, however this overactivation has been linked to the host cell transcriptional alterations induced by RSV-

M (Bian et al. 2012). Furthermore, NS1 has been shown to activate transcription factor Kruppel-like factor 6 (KLF6), 

which positively regulates the expression of transforming growth factor-β (TGF-β) and triggers TGF-β-dependent 

G1 arrest (Bakre et al. 2015; Laiho et al. 1990). Influenza A virus (IAV) parallels RSV in inducing G1 arrest through 

the action of its respective M and NS1 proteins, although the mechanisms they target differ slightly from their RSV-

counterparts (Jiang et al. 2013; Zhu et al. 2021). On the other hand, Ebola virus (EBOV)-infected epithelial cells 

displayed accelerated cell cycling and a breakdown in cell cycle checkpoints, following an upregulation of cyclin 

D1 triggered by the EBOV matrix protein VP40 (Pleet et al. 2018). These varied forms of cell cycle dysregulation are 

theorized to provide optimal conditions for viral replication and aid infection progression, whether it be through 

the immune evasion inherent in arrested cells or through the enhanced production of viral progeny granted by 

checkpoint blockade (Bagga and Bouchard 2014).  

 

Limitations in examining the interrelation between virus infection and cell cycle 

The discussion concerning the interrelation of host cell cycle and viral infection remains largely speculative, as 

evidence outlining the interplay between the two processes is lacking. Most studies centered on this topic employ 

bulk biochemical assays to present correlations between viral protein expression and the activation/inactivation 

of cell cycle regulators, omitting the viral and host heterogeneity that impacts infection dynamics (Jones, Le Sage, 

and Lakdawala 2021). Some groups have utilized the fluorescence ubiquitination cell cycle indicator (FUCCI) to 

investigate virus-induced cell cycle alterations at a single-cell level. The reporter is comprised of mKO2 and mAG 

fluorophores fused to ubiquitin ligase substrates Cdt1[30-120] and Geminin[1-110] (Gem[1-110]) respectively,  the 

expression of which is regulated through the cell cycle-dependent proteolysis of their respective E3 ligases: 

SCFSkp2 and anaphase-promoting complex (APCCdh1). mKO2-Cdt1[30-120] levels accumulate throughout G1 

phase, illustrated by red nuclear fluorescence, but become degraded by SCFSkp2 once the cell transitions into S 
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phase. Correspondingly, the start of S phase is marked by increasing levels of mAG-Gem[1-110], depicted by green 

nuclear fluorescence, which continue to accumulate until the subsequent G1 phase, at which point the fusion 

protein is rapidly broken down by APCCdh1. The inversely oscillating levels of these fluorescent probes allow for the 

demarcation of G1 and S/G2 phases in single cells through flow cytometry or  fluorescence microscopy (Sakaue-

Sawano et al. 2008). As an example, a recent study examining A549 cells infected with SARS‐CoV‐2 utilized FUCCI 

to track the degradation of cyclin D3 at various cell cycle phases, determining that SARS‐CoV‐2-induced S/G2 

arrest is independent of cyclin D3 depletion (Gupta and Mlcochova 2022). Although FUCCI allows for distinct 

delineation of specific cell cycle phases in live cells without the need for exogenous treatment, its inability to 

demarcate the full range of the S and G2 phases individually is a major drawback. Besides that, this field lacks 

reliable methods for tracking viral entry, as well as visualizing the early stages of viral transcription and replication,  

which leaves major gaps in our understanding of the interplay between cell cycle and viral infection. 

To address these limitations, our group has generated a cell line expressing an engineered RSV P protein carrying 

a single repeat of SunTag (P-ST), which is a peptide array that serves as a scaffold for the binding of intracellularly-

expressed SunTag antibodies labelled with green fluorophore AausFP1 (STAb-AausFP1) (Tanenbaum et al. 2015). 

The binding of numerous P-ST fusion proteins, and their associated STAb-AausFP1 (P-STAb), allows for the 

visualization of individual RSV nucleocapsids via the principle of fluorophore multimerization. Hence, the P-STAb 

toolkit permits the tracking of RSV infections from the point of initial entry to the development of late-stage 

infection. Furthermore, a recently developed variant of the FUCCI sensor, referred to as PIP-FUCCI, improves upon 

the original by permitting the precise delineation of each cell cycle phase (Grant and Kedziora 2018). Specifically, 

it replaced the Cdt1[30-120] expression construct with the Cdt1[1-17] sequence, which produces a PCNA-

interaction protein (PIP) degron. PIP binds proliferating cell nuclear antigen (PCNA) throughout S phase, which is 

when it is actively degraded by Cullin4 RING ligase (CRL4Cdt2). However, PIP begins to reaccumulate once the cell 

enters G2 phase, thereby accurately delineating the G1/S and S/G2 cell cycle transitions through its expression. 

PIP was fused to a nuclear localization sequence (NLS), a human influenza hemagglutinin (HA) tag and an mVenus 

fluorophore (PIP-mVenus), while Gem[1-110] was fused to mCherry (Gem[1-110]-mCherry). The expression 

constructs were linked via a P2A peptide sequence to ensure ratiometric expression of the fusion proteins. The 

resultant PIP-NLS-mVenus-P2A-mCherry-Gem[1-110] (PIP-FUCCIG/R) construct improves upon the original FUCCI 

sensor, by accurately demarcating all cell cycle phase transitions and permitting reliable cell cycle phase 

identification (Grant and Kedziora 2018). 

The cornerstone of this project was the combined application of the P-STAb system and the PIP-FUCCI reporter to 

examine the interplay between early RSV infection and host cell cycle at a single-cell resolution. Employing this 

combinatorial approach, we aimed to systematically investigate whether early and progressed RSV infections, as 

well as the incidence of RSV entry, can be linked to specific cell cycle phases or alterations in cell cycle 

progression. 
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Methods 

Cultured cell lines  

A549 cells were utilized for cell cycle analysis and RSV infection experiments. HEK293T cells were employed for 

lentivirus production. All cells were cultured in Dulbecco's Modified Eagle Medium (DMEM)(Gibco; Waltham, MA, 

USA), supplemented with 1% penicillin/streptomycin (Gibco) and 10% fetal bovine serum (FBS) (Sigma-Aldrich; 

St. Louis, MO, USA). Cells were grown at 37°C with 5% CO2.  

 

Reporter cell line generation 

All the cell lines utilized through the course of this project, whether obtained or generated, are outlined in Table 1. 

The HaloTag self-labelling protein tag was utilized to detect cells positive for P-ST expression (Los et al. 2008).  

 

Plasmids 

PIP-NLS-mVenus-P2A-mCherry-Gem[1-110] (PIP-FUCCIG/R) plasmid was purchased from the Jean Cook Lab 

through the Addgene repository (Addgene; Watertown, MA, USA; Cat. #118616)(Grant and Kedziora 2018).  STAb-

AausFP1 and HaloTag-P2A-RSV-P-ST (HALO-P-ST) plasmids were previously produced by our group.  

                                                                                                                                      
Table 1. An outline of all the cell lines utilized in this study, including where they were obtained from, which 
transgenes they express and their corresponding plasmid catalogue numbers, where applicable. 

 

To generate PIP-NLS-mCherry-P2A-BFP-Gem[1-110] (PIP-FUCCIR/B), pHR-mCherry plasmid (Tanenbaum Lab; Cat. 

#422) was linearized with restriction endonuclease BamHI-HF (New England Biolabs; Ipswich, MA, USA) and 

CutSmart Buffer (New England Biolabs) according to manufacturer’s specifications. The linearized plasmid was 

isolated with the use of a GeneJET gel extraction kit (Thermo Fisher Scientific; Waltham, MA, USA). An 188bp insert 

containing sequences for PIP and NLS was obtained from the PIP-NLS-mVenus-P2A-mCherry-Gem[1-110] 

template through Q5 High-fidelity polymerase chain reaction (PCR) (New England Biolabs) with primers 35-Cdt1-

F and 36-Cdt1-R (Table 2). The backbone and insert sequences were fused through Gibson assembly to generate 

Cell line Source Plasmid Identifier 
A549 wildtype Rameix-Welti Lab 

(Institut Pasteur) 
N/A 

HEK293T Tanenbaum Lab 
(Hubrecht Institute) 

N/A 

PIP-FUCCIG/R 

   + PIP-NLS-mVenus-P2A-mCherry-Gem[1-110] 
Generated for this 
study 

Addgene 
Cat. # 118616 

P-STAb-PIP-FUCCIG/R 
   + PIP-NLS-mVenus- P2A-mCherry-Gem[1-110]                                                               
+ + STAb-AausFP1 
   + HaloTag-P2A-RSV P-ST 

Generated for this 
study 

Addgene 
Cat. # 118616 
N/A 
N/A 

P-STAb-PIP-FUCCIR/B 
   + PIP-NLS-mCherry- P2A-BFP-Gem[1-110] 
   + STAb-AausFP1 
   + HaloTag-P2A-RSV P-ST 

Generated for this 
study 

 
N/A 
N/A 
N/A 
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PIP-NLS-mVenus.(Gibson et al. 2009) Successful clones were selected through colony PCR and verified through 

sequencing. PIP-NLS-mVenus was then linearized with restriction enzyme NdeI (New England Biolabs).  pHR-

Tet3G-P2A-BFP (Tanenbaum Lab; Cat. #564) and pHR-BFP-Gem-NLS (Tanenbaum Lab; Cat. #469) plasmids were 

used as templates to obtain inserts P2A-BFP (812bp) and Gem[1-110] (392bp) (primers outlined in Table 2). The 

inserts were combined into a single sequence through fusion PCR and joined with the PIP-NLS-mVenus vector 

backbone through Gibson assembly. Successful insertion was verified through sequencing. Ampicillin resistance 

was used for bacterial selection.  

                                                                                                                                                                                                                          

 

                                                                                                                                                                                     
Table 2. List of primers utilized for PCR and sequencing. 

 

Bacterial transformation 

DH5α competent E. coli cells initially stored at -80°C were thawed on ice for 5 minutes. A minimum of 200ng of 

plasmid DNA was added directly to the cells and mixed gently through tapping. Bacteria and plasmids were 

incubated on ice for 15 minutes, after which they were exposed to a 42°C heat-shock for 45 seconds, followed by 

a further 2-minute incubation on ice. 300μL of Luria broth (LB) was added to the transformed bacteria and the 

mixture was kept in an incubator shaker for 1 hour at 37°C 200 RPM. After that, 150μL of the mixture was 

transferred to LB-agar culture plate containing Ampicillin (LA+Amp), spread evenly with a cell spreader and 

incubated at 37°C overnight. The following day, individual colonies were picked and inoculated into separate cell 

culture tubes containing 4mL of LB supplemented with Ampicillin (1:1000). The tubes were left in an incubator 

shaker at 37°C 200 RPM over 24 hours to promote bacterial growth. Plasmid DNA was isolated using a GeneJET 

plasmid Miniprep Kit (Thermo Fisher Scientific) according to the protocol provided by the manufacturer. 

Successful plasmids were verified by sequencing. 

 

Lentivirus production 

1μg of purified lentiviral plasmid DNA was mixed with 0.4µg of pMD2.G and 0.6μg of pspax2 packaging vectors and 

transfected into HEK293T cells using polyethylenimine (PEI) transfection reagent. The plasmids were added to 

10µL of PEI and 50µL of Opti-MEM medium (Thermo Fisher Scientific), mixed by pipetting and incubated the room 

temperature (RT) for 5-15 minutes. The transfection mix was added directly to the culture medium of HEK293T 

cells grown to 50-60% confluency in a 6-well plate. After 24 hours, the transfection efficiency is determined 

through an EVOS FL fluorescence microscope (Thermo Fisher Scientific) and the culture medium is refreshed with 

Primer title Primer sequence Primer direction 

35-Cdt1-F GTACGGCCACCATGCGatggagcagcgccg 5’-3’ 

36-Cdt1-R ccttgctcacGGATCCactagttgcatagt 3’-5’ 

37-P2A-BFP-F acaagCGGTCCGACAACGGAAGCGGAGCTA 5’-3’ 

38-P2A-BFP-R GGCCGCGCCACCACCACCATTAAGCTTGTG 3’-5’ 

39-Gem_1-110-F GGGCACAAGCTTAATGGTGGTGGTGGCGCG 5’-3’ 

40-Gem_1-110-R GCGCTCAGCATCATATGTTACAGCGCCTTT 3’-5’ 
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DMEM/. Following 48 hours, assuming ~100% of the cell are fluorescent, the lentivirus-containing supernatant is 

collected and either utilized immediately or stored at -80°C for future use.  

Lentiviral transduction 

Stable, transgene-expressing A549 cell lines were generated through lentiviral transduction. A549 cells are grown 

to ~50% confluency in a 6-well plate. They are infected with a mix containing 300µL of DMEM/=, 300µL of lentivirus 

and 1µL of Polybrene (10mg/mL) (Santa Cruz Biotechnology; Dallas, TX, USA). Cells were spin-infected for 120 

minutes at 2000 RPM at RT. The virus-containing medium is then aspirated, the cells are washed once with 

medium and cultured normally for at least 2 passages prior to freezing or sorting. Transgene expression was 

confirmed with spinning-disk confocal microscopy. Cell lines expressing multiple transgenes were transduced 

sequentially.  Polyclonal cell lines were sorted into monoclones according to expression intensity of fluorescent 

tags through fluorescence-activated cell sorting (FACS) using the Fusion flow cytometer (BD BioSciences; Franklin 

Lakes, NJ, USA).  

 

Cell cycle analysis by DAPI staining 

DAPI nuclear staining was utilized to orthogonally confirm the accuracy of the PIP-FUCCI system for cell cycle 

phase delineation. A549 and A549-PIP-FUCCI(mV/mCh) cells grown to ~40-50% confluency in 6-well plates were 

treated with either 1μM Palbociclib (Selleck Chemical; Houston, TX, USA) or dimethyl sulfoxide (DMSO) as a 

treatment control. After 24 hours, the culture medium is collected to preserve mitotic cells and the adhered cells 

are detached with TryplE. The trypsinized and mitotic cells are spun down together for 5 minutes at 1500 RPM to 

form a pellet, which are the settings utilized for all pelleting steps in this protocol. The resultant pellet is 

resuspended in PBS and pelleted again. The cells are then resuspended in 500μL of 4% paraformaldehyde (PFA) 

(Thermo Fisher Scientific) and incubated for 10 minutes at RT on a tube rotator. The fixed cells are spun down, 

washed with PBS and spun down again, after which they are permeabilized with 500μL of 0.2% Triton X-100 (Sigma-

Aldrich) at RT for 10 minutes. Permeabilized cells are pelleted, resuspended with 200μL of PBS containing 

0.25μg/mL of DAPI and incubated at RT for 15 minutes while wrapped in aluminium foil. The samples are spun 

down one last time to wash out excess DAPI, respuspended in 500μL of PBS and pipetted through blue filter FACS 

tubes (Corning Inc.; Corning, NY, USA) to isolate single cells. Sample fluorescent signatures were obtained using 

the CytoFLEX S flow cytometer (Beckman Coulter; Brea, CA, USA) and analyzed with the CytExpert software 

package (Beckman Coulter).   

 

Virus strain 

Cells were infected with WT human RSV Long strain, group A. 
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Live cell imaging 

Treatment and infection for imaging 

All cells were plated on 96-well square glass-bottom plates (Ibidi; Gräfelfing, Germany) at least 1 day prior imaging. 

30-60 minutes prior to imaging, any culture medium in the plates was replaced with Leibovitz's L-15 Medium 

(Gibco), supplemented with 10% FBS. Surrounding wells were filled with PBS to mitigate medium evaporation. 

A549-PIP-FUCCI(mV/mCh) cells were treated SiR-Hoechst (1:1000) (SpiroChrome; Stein am Rhein, Switzerland) 

and verapamil (1:2000) (SpiroChrome) for live cell nuclear staining 2 hours prior to imaging. Cells expressing 

HALO-P-ST were incubated with HaloTag ligand Janelia Fluor 646 (JF646) (Promega; Madison,WI, USA) for 15-30 

minutes at 37°C. Cells were then exposed to two 15-minute washes and 2 quick washes with DMEM, after which 

they were imaged. WT RSV was diluted in L-15 imaging medium to obtain multiplicities of infection (MOI) ranging 

between 0.25-0.6 upon cell infection. Fluorescently labelled RSV G antibody (Novus Biologicals; Minneapolis, MN, 

USA; Cat. # NBP2-50411JF646) was added directly to imaging medium at 1:1000 dilution. 

 

Spinning disc confocal microscopy 

All fluorescent imaging was carried out on a Nikon ECLIPSE TI2 series inverted microscope (Nikon; Tokyo, Japan) 

coupled with the Yokagawa CSU-X1 confocal field scanning spinning disc system (Yokogawa Electric; Tokyo, 

Japan) and a Prime 95B sCMOS camera (Teledyne Photometrics; Tucson, AZ, USA). Images were acquired with a 

×60/1.40 NA oil-immersion objective through the NIS-Elements software (Nikon). For Z-stack timelapse 

acquisition, the built-in “perfect focus system” was employed for Z drift correction. Step-size between z slices was 

set to 0.8μm. Timelapses images were captured in increments of 15 minutes over periods of 15-40 hours. The 

temperature-controlled microscope imaging chamber was set at 37°C for all experiments. All samples were 

imaged at 50ms exposure time.   

 

Imaging data processing 

NIS Elements software was employed for the generation maximal intensity projections across all acquired Z slices. 

The resultant projections were utilized for all downstream analysis. Timelapses acquired in a row-wise snake 

formations were stitched together using the “Image stitching” plugin in ImageJ (version v1.54f) for ease of analysis. 

Signal intensity line profiles were obtained through ImageJ. 
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Imaging data analysis 

For the phase duration tracing in RSV+ infected cells, in cases where RSV entry occurs in middle of an active cell 

cycle phase, that phase’s duration is calculated from the point of infection and was only analyzed if the remaining 

duration was equal to or higher than half the established median duration of the corresponding phase. An infection 

was only considered to be in the middle of a phase if both the entry frame and the frame directly prior to entry 

depict the same cell cycle phase. Phase duration data was indexed based on successful phase completion and 

plotted in Kaplan-Meier curves to depict the cumulative probability of phase completion at a given timepoint in a 

time-lapse. RSV-infected cells were categorized as progressed infections when they displayed an accumulation 

of fluorescently labelled G proteins on their cell membranes. 

 

Statistical analysis 

GraphPad Prism 10 (GraphPad Software; San Diego, CA, USA) was utilized for figure generation and statistical 

analysis. Cell cycle phase distributions in infected and uninfected cells were compared using 2-way ANOVA with 

Dunnett’s multiple comparisons test. Kaplan-Meier curves displaying cell cycle phase durations were compared 

using the log-rank test. Results were only considered significant with p-values <0.05.   
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Results 

PIP-FUCCI accurately demarcates cell cycle phase transitions in A549 cells 

Our initial objective was to establish the PIP-FUCCIG/R reporter (Grant and Kedziora 2018) (Figure 3A) in RSV-

permissive A549 cells. To that end, we generated PIP-FUCCIG/R reporter lines, from which we isolated a single 

monoclone for further characterization (Figure 3B). PIP-FUCCIG/R generates a green fluorescent mVenus signal in 

cell nuclei during G1, which is rapidly degraded upon their transition into S phase. Early S phase is characterized 

by a lack of fluorescence in the nucleus, followed by a gradual buildup of the mCherry fluorophore after a short 

period. Progression into G2 phase parallels the continued accumulation of mCherry with a new wave of nuclear 

mVenus expression, resulting in yellow nucleus. Mitosis initiation is marked by the breakdown of the nuclear 

envelope and subsequent release of fluorophores into the cytosol, after which the cell splits and the cycle 

begins anew. For live imaging, PIP-FUCCIG/R nuclei were stained with Sir Hoechst to ensure accurate tracking 

during periods with no traceable fluorescence. 

To validate the accuracy of the PIP-FUCCI system, we stained WT A549 and PIP-FUCCIG/R cells with DAPI to 

perform FACS-based DNA content analysis (Figure 3C). The variation in DNA content before and after DNA 

replication manifests as two peaks in a frequency histogram, with the lower DAPI peak representing cells in G1, 

the higher peak depicting cells undergoing G2 and M, and the bridge between the two peaks portraying cells in S 

phase (Figure 3C, top panel). To establish that this readout is representative of the population’s cell cycle state, 

we induced G1 arrest in PIP-FUCCIG/R cells through CDK4/6 inhibitor Palbociclib. Drug treatment diminished the 

S and G2/M phase populations, compared to the DMSO controls. Plotting PIP-mVenus fluorescence against DNA 

content in PIP-FUCCIG/R cells displays dot plots that parallel the cell cycle phase distributions observed in the 

frequency histograms (Figure 3C, middle panel). Gem[1-110]-mCherry plots against DNA content displayed 

similar distribution patterns (Figure 3C, bottom panel). Quantifying the phase fractions in A549 cells returned a G1 

population of 63.16%, along with 16.97% of S phase and 18.14% of G2 phase cells. The DMSO-treated PIP-

FUCCIG/R samples revealed 51,98% of the population to be in G1 phase, while 39,67% and 7,42% were attributed 

to S and G2 phase respectively. The observed phase distributions were within the expected margins for A549 cells, 

confirming the efficacy of the PIP-FUCCI system as a cell cycle reporter. (Méndez-Callejas et al. 2017; 

Moghadamtousi et al. 2014) 

 

Cell cycle phase distributions and durations naturally oscillate  

In an effort to capture the natural variation in cell cycle phase divisions across a growing population, we recorded 

the phase fractions of a   PIP-FUCCIG/R population across early (0h), mid (8.5h) and late (17h) timepoints through 

live time-lapse microscopy (Figure 4A). The fractions at 0h matched the distributions we observed in the DMSO-

treated PIP-FUCCIG/R cells in Figure 3C, however at later time points we noted a reduction in the G1 population   
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Figure 3. Establishing the PIP-FUCCI system in A549 cells. (A) A diagram depicting PIP-FUCCIG/R cell cycle 
labelling. Green nuclei correspond to G1 , followed by a brief period of no nuclear fluorescence denoting early S, 
red nuclei indicating mid-late S and yellow nuclei signifying G2. (B) Representative images of the PIP-FUCCIG/R 
monoclone undergoing the various cell cycle stages. Merged images depict PIP-mVenus (in cyan) and Gem[1-110]-
mCherry (in yellow) expression. The time-lapse was acquired over a 17.5h period, with 15-minute intervals. 0h 
represents the starting point of the time-lapse. Sir-Hoechst staining was utilized to track cell nuclei during periods 
with no nuclear fluorescence. Scalebar = 10μm. (C) Histograms displaying the variation in DNA content through 
nuclear DAPI staining of DMSO- and Palbociclib-treated (500nM) PIP-FUCCIG/R and WT A549 cells (top panel). 
DAPI signal was assessed against PIP-mVenus (middle panel) and Gem[1-110]-mCherry (bottom panel) 
fluorescence in a dot-plot to estimate cell cycle phase fractions. 

 

and a subsequent increase in the S population. More specifically, at 8.5h the G1 fraction was reduced from 51.4% 

to 48.3%, and finally 43.4% after 17h. The S phase population growth inversely parallels the pattern of G1 fraction 

shrinkage. At both 8.5h and 17h, the proportion of cells undergoing mitosis seems to have doubled from the 0.9% 

M phase cells at 0h. The proportion of cells undergoing G2 phase remains relatively consistent across all three 

timepoints. The increased M phase fractions in later timepoints could indicate the cells entering a period of 

exponential growth.  The shift between the G1 and S populations may represent the variation in cell cycle phase 

durations. 
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Figure 4. Characterizing the cell cycle profile of A549 cells. (A) Pie charts depicting the fractions of cell cycle 
phases in PIP-FUCCIG/R cells at three different timepoints (0h, 8.5h and 17h) in a fixed field of view across a single 
time-lapse. n values indicate the number of cells analyzed per timepoint. (B) Bar graph mapping the phase lengths 
of individual PIP-FUCCIG/R cells across a 15.25h imaging period. (C) Violin plots displaying the natural variation in 
cell cycle stage duration. The dashed lines represent the median. The dotted lines represent the upper and lower 
quartiles. n values represent the total number of cells analyzed. 

 

To further investigate the variability in cell cycle stage durations, we tracked individual PIP-FUCCIG/R cells across 

a 17.5h period, while noting phase lengths (Figure 4B). We isolated the spans with observable start and end points 

throughout the timelapses, which we plotted to display the scale of natural variation in phase length (Figure 4C). 

On average, S appeared to be the longest stage, with a median of 10.75±1.60h, followed by G1 with a median 

duration of 7.5±2.14h. G2 and M spans were far more consistent, displaying median lengths of 3.63±0.64h and 

1.00±0.13h respectively. G1 exhibited the greatest variability in phase durations, with the shortest observed phase 

being 3h and the longest extending up to 12.25h. Calculating the sum of the obtained cell cycle phase medians 

returns a total cell cycle median of 22.88±2.75, which matches the doubling times outlined in previous studies 

(Nisar et al. 2023; Sappington et al. 2016). Overall, we confirmed that the PIP-FUCCIG/R cell line was able to 

accurately delineate cell cycle phases in line with published work and determined that A549 cells display a degree 

of natural variation in cell cycle phase fractions and durations, especially in regards to G1 and S phases.  

                                                                                                                                                                                                                                    

The P-STAb construct does not alter normal A549 cell cycling  

Our next goal was to generate a novel cell line that could effectively facilitate the simultaneous visualization of cell 

cycle phase progression and RSV infection. We contemplated that the green cytosolic fluorescence of STAb-

AausFP1 reporter in the P-STAb cell line may complicate analysis when paired with the green nuclear signal of PIP-

mVenus in the PIP-FUCCI sensor.  To that end, we produced a new variant of the PIP-FUCCI cell line expressing 

PIP-mCherry and Gem[1-110]-BFP fusion proteins (PIP-FUCCIR/B). We sequentially transduced both of our PIP-

FUCCI reporter lines with the STAb-AausFP1 and HALO-P-ST. HaloTag ligand JF646 was administered to detect 

cells expressing P-ST with a far-red fluorescent signal. Monoclones were selected for the newly generated P-STAb-

PIP-FUCCIG/R and P-STAb-PIP-FUCCIR/B cell lines through FACS, sorting for low-medium PIP and P-ST expression 

to minimize the formation of fluorescent aggregates (Figure 5A). Unfortunately, due to technical difficulties we 

were unable to isolate serviceable P-STAb-PIP-FUCCIR/B monoclones. Due to time constraints, we were prompted 

to utilize the P-STAb-PIP-FUCCIG/R for all further experiments. It is important to note that the combined green 

fluorescent signals emitted from PIP-mVenus and STAb-AausFP1, made delineating the G1/S and S/G2 phase 

transitions relatively challenging. We utilized signal intensity line profiles to quantify differences in green 

fluorescence intensity across the nucleus and cytosol of a single P-STAb-PIP-FUCCIG/R cell undergoing G1, S and 

G2 phase (Supplementary Figure 1). We noted variations in nuclear signal intensity across all phases, albeit the 

intensities between the S and G2 phase nuclei were relatively small. 
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Figure 5. Validating cell lines for simultaneous tracking of RSV infection and cell cycle progression.                               
(A) Representative images of the P-STAb-PIP-FUCCIG/R and P-STAb-PIP-FUCCIR/B monoclones supplemented 
with JF646 HaloTag ligand (1:1000). Top panel merged image depicts PIP-mVenus and STAb-AausFP1 (in cyan), 
Gem[1-110]-mCherry (in yellow) and HALO-P-ST (in red) expression levels. Bottom panel merged image displays 
STAb-AausFP1 (in green), PIP-mCherry (in yellow), Gem[1-110]-BFP (in blue) and HALO-P-ST (in red) expression.  
Scalebars = 10µm. (B) Histograms matching the cell cycle phase distributions of wildtype A549, PIP-FUCCIG/R 

and P-STAb-PIP-FUCCIG/R cell populations through peaks generated by the changing in DNA content (top panel). 

Lower panel dot plots present the analogous expression of Gem[1-110]-mCherry between PIP-FUCCIG/R and P-

STAb-PIP-FUCCIG/R cells in the context of DNA content. (C) Kaplan-meier curves comparing the observed phase 

durations of PIP-FUCCIG/R and P-STAb-PIP-FUCCIG/R cells. Data indexing was based on successful phase 
completion and plotted depicting the cumulative probability of phase completion at a given timepoint. Error bars 
represent SD. n values display the number of cells analyzed per cell line (*: p< 0.05) 

 

To confirm that P-STAb-PIP-FUCCIG/R cell cycle profile still matched the original PIP-FUCCIG/R, we stained the cells 

with DAPI to perform DNA content analysis, utilizing WT A549 cells as a control (Figure 5B). Quantifying the cell   

cycle phase fractions revealed matching distributions across all three lines, within the margins of observed natural   

variation (Figure 5B, top panel). This is reinforced by mapping the Gem[1-110]-mCherry signal against DNA 

content, which returned relatively analogous plots across both PIP-FUCCI lines (Figure 5B,  middle panel). Using 

WT A549 autofluorescence to designate the positive signal threshold, we quantified the proportions of Gem[1-

110]-mCherry positive cells between the PIP-FUCCI models (Figure 5B,  bottom panel). 18.03% of PIP-FUCCIG/R 

cells were positive for Gem[1-110]-mCherry, while P-STAb-PIP-FUCCIG/R returned a fraction of 24.66%, both of 

which fell within the expected margins established prior. Finally, we compared the phase duration profiles 

between the two cell lines through live-cell time-lapse imaging, which we presented through Kaplan-Meier curves 

depicting the cumulative probability of phase completion across a specific time period (Figure 5C). The graphs 

displayed no significant differences between G1 and M durations, however we did note significant differences in 

S and G2 phase durations. It seems that the average span of S phase has extended by approximately 1h in the new 

cell line, while G2 phase became 1h shorter. We attribute these differences to the previously mentioned lowered 

detection sensitivities between the PIP-mVenus and STAb-AausFP1 signals, as their overlap introduces some 

difficulties in identifying the early stages of G2 phase. However, since the shifts in both curves are relatively 

consistent, we determined that the model is suitable to use and employed it for all further experimentation. 

                                                                                                                                                                                                                                           

RSV virions preferentially infect A549 cells in S phase and disfavor G1 phase 

We sought to establish whether RSV virion infection rates varied depending on the cell cycle state of the target 

host cell at the point of infection. Infecting P-STAb-PIP-FUCCIG/R cells with RSV and tracking them with live-cell 

imaging permits us to determine the timepoints of invididual RSV infections, as well as discern the cell cycle phase 

of their host cells at the point of entry (Figure 6A). In an effort to ensure a fair comparison between the infected 

and control populations, we limited our entry tracking to a period of 6 hours post-RSV inoculation (<6hpi). Across 

three separate experiments, we recorded the timepoint and the corresponding cell cycle phase of each instance 

of RSV entry within that period, ultimately calculating the median infection time (MIT) for each experiment (Figure 
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6B). MIT represents the period with the highest incidence of RSV infections in a particular timelapse, which we 

utilized as a point of comparison for phase distributions between the infected and uninfected populations in each 

experimental replicate. For example, the MIT in Experiment 1 (Exp 1) was determined to be 1.5hpi. Hence, we 

utilized this timepoint to quantify the cell cycle phase fractions of cells in a control well (Control MIT), as well as 

cells that remained uninfected within the RSV+ well (RSV+ uninfected MIT). 

 

                                                                                                                                                                                                                                                                              
Figure 6. Examining the probability of RSV infection in various cell cycle stages. (A) Representative images of 
a P-STAb-PIP-FUCCIG/R cell being infected with RSV across a long-term time-lapse. Merged images depict PIP-
mVenus (in cyan) and Gem[1-110]-mCherry (in yellow). RSV entry occurs in the early S stage. Timepoints are 
depicted relative to the frame of RSV entry. Scalebar = 10µm. (B) Violin plots outlining the distribution of RSV entry 
times within the first 6 hours of RSV application (<6hpi) across Experiments 1 (MOI=0.63), 2 (MOI = 0.45) and 3 
(MOI=0.37). The dashed line represents the median infection time (MIT) for each experiment. The dotted lines 
correspond to the upper and lower quartiles for each plot. (C) Bar graph comparing cell cycle phase proportions 
between cells in an RSV- control well (RSV- control) and uninfected cells in the RSV+ well (RSV+ uninfected) at 
experiment-specific MITs, as well as RSV+ infected cells at the points of viral entry (RSV+ infected <6hpi). The 
displayed results represent the mean±SD of distinct biological replicates (n=3). Displayed n values denote the total 
number of cells analyzed per condition. (** : p<0.01) (*** : p<0.001)  
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It is important to note that samples were seeded into their corresponding wells simultaneously to maintain a 

degree of synchronicity. With the phase distribution across the differing populations established, their 

interrelation may be examined. Combining the readouts from all three experiments, we identified significantly 

higher proportions of S phase in newly infected cells, in comparison to the uninfected and control populations 

(Figure 6C). These findings suggest that RSV preferentially infects A549 cells undergoing S phase, while 

significantly disfavoring infecting cells in G1 phase. We did not observe any notable patterns correlating incidence 

of RSV infection with G2 or M phase cells. A comparison between the cell cycle stage fractions of the control well 

and total infected well populations revealed matching proportions across all phases, further validating our results 

(Supplementary Figure 2). Together, these findings indicate that host cell cycle affects the probability of RSV entry. 

 

RSV infection extends the duration of G1 and M in A549 cells 

We wanted to assess whether cell cycle phase durations are altered in RSV-infected cells and to determine 

whether the uninfected cells in the well exposed to the virus inoculum displayed altered cycling behaviors. We 

tracked the phase spans of infected cells (RSV+ infected <6hpi) and RSV+ uninfected cells (Figure 7A) through 

long-term (15.25h - 28h) imaging of P-STAb-PIP-FUCCIG/R lines and compared them to an RSV- control population. 

While the S and G2 cell cycle phase durations remained relatively unaltered across all conditions, the G1 phase 

duration appeared to be severely extended in RSV-infected cells. As expected, some of cells that were infected in 

G1 remained in G1 for up to 28 hours, confirming previous observations of RSV infection inducing G1 arrest (Bakre 

et al. 2015; Bian et al. 2012; Laiho et al. 1990). However, it is important to note that some of the cells that entered 

prolonged G1 phases lasting between 15-27.25h were still able to transition into S phase, suggesting that infection 

may elongate G1 in some cells without inducing outright arrest. Interestingly, the introduction of RSV also seemed 

to significantly extend the duration of G1 in the RSV+ uninfected population by an average of 1-2 hours. This effect 

may denote some possible RSV-induced extracellular signaling that could affect the cycling of uninfected cells in 

the RSV+ well. Finally, we discovered that RSV disrupted the progression of mitosis in approximately 17.28% of 

infected cells (Supplementary Figure 3), extending the duration of mitosis up to 2.5 hours. Further inspection 

revealed that the disruption generally stems from a delay in the metaphase/anaphase, where chromosomes align 

at the center of the cell along the metaphase plate and split into sister chromatids. From this point, control cells 

generally require less than 15 minutes to enter telophase and split into daughter cells, while the prolonged M cells 

tend to get stuck in the metaphase/anaphase a longer period and struggle to transition into telophase (Figure 7C). 

In summary, our results demonstrate that active RSV infection can elongate the G1 and M phase durations of A549 

cells, without inducing permanent arrest. 
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Figure 7. Investigating the effects of RSV infection on cell cycle phase durations. (A) Bar graphs depicting the 
phase durations of individual infected and uninfected cell populations grown within an RSV+ well. The black 
dashes in the RSV+ infected graph represent points of viral entry. n values represent the number of cells analyzed 
per condition. (B) Kaplan-Meier curves outlining the alterations in cell cycle stage lengths across RSV+ infected, 
RSV+ uninfected and control populations. Only cells infected in the first 6h of imaging were incorporated into the 
RSV+ infected population. The results represent the values from distinct biological replicates (n=3). The displayed 
n values represent the number of cells analyzed per corresponding condition. Error bars represent SD. (* : p<0.05)  
(** : p<0.01)(*** : p<0.001) (C) Representative images of an RSV-infected cell undergoing a prolonged metaphase 
and anaphase, compared to a normally cycling cell. Scalebar = 10µm. 

 

Progressing RSV infections are characterized by an elongated G1 and S phase 

To investigate the interrelation of RSV infection and host cell cycle state in the context of successfully progressing 

infections, we employed a fluorescently labelled antibody specific for the viral G protein. Administering the 

antibody along with the viral inoculum permits the identification of cells with progressed RSV infections, as they 

will begin to accumulate newly synthesized viral G proteins at their outer cell membranes, which we can trace 

through live-cell fluorescent imaging (Figure 8A). This allows us to retrospectively examine the earlier stages of 

progressed infections and elucidate the factors that contribute to their manifestation. For example, in order to 

assess whether RSV entry in a particular phase of the cell cycle affected infection progression, we compared the 

phase fractions between progressing and non-progressing cells at the points of viral entry (Figure 8B). Our findings 

did not indicate any cell cycle-dependent preferential entry for RSV virions that go on to generate progressed 

infections. We then analyzed the variation in phase durations between progressing and non-progressing 

populations (Figure 8C). The comparison did not yield any significant findings relating to G2 and M phases, 

however, we did note a significant lengthening of the average G1 and S phases in progressing infections, when 

compared to their non-progressing counterparts. These elongations could be illustrating a correlation between 

infection progression success and replication stress. To summarize, our results did not unveil a pattern between 

cell cycle phase-dependent RSV entry and infection progression probability, however cells with actively 

progressing RSV infections displayed longer average G1 and S phases, possibly due to increased replication 

stress. 
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Figure 8. Examining the interrelation between cell cycle and RSV infection progression. (A) Representative 
images of fluorescently labelled G antibodies binding to G proteins accumulating on the host cell membrane at 
the onset of RSV infection progression. Merged images depict PIP-mVenus and P-STAb-AausFP1 (in green), Gem[1-
110]-mCherry (in red) and viral G protein (in magenta). Invading vRNP is marked by white arrowhead. Time points 
are displayed relative to the time of RSV entry. Scalebar = 10µm. (B) Bar graph displaying the cell cycle phase 
distributions of cell populations with progressing and non-progressing RSV infections at the point of viral entry. RSV 
entry had to occur within the first 6 hours of infection to be included in the analysis. The outlined results represent 
the mean±SD of distinct biological replicates (n=3). Displayed n values depict the number of cells analyzed per 
condition. (C) Kaplan-Meier curves illustrating differences in phase durations between P-STAb-PIP-FUCCIG/R 
populations with progressed and non-progressed RSV infections. All analyzed cells incurred RSV entry at <6hpi. 
Results illustrate the values obtained from separate biological replicates (n=3). Displayed n values depict the 
number of cells analyzed per condition. Error bars represent SD. (** : p<0.01)           
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Discussion 

Our study was the first to investigate the interrelation between the early stages of RSV infection and host cell cycle 

state. The P-STAb system allows for the clear visualization of viral entry and subsequent vRNA replication. The 

application of fluorescently labelled viral G protein antibodies seamlessly permits the identification of progressing 

infections. Combining P-STAb with PIP-FUCCI reporters, we were able to obtain novel insights into the field, while 

prompting compelling follow-up questions.  

Our results indicated that RSV virions preferentially infect cells undergoing S phase and are significantly less 

inclined to infect cells in G1 (Figure 6C). This pattern cannot be attributed to differences in cellular surface area, 

as most cells tend to reach their maximal size in G2 phase, which displayed no preferential RSV entry. These 

differences in infection rates are most likely prompted by cell cycle-dependent changes in the host surface 

receptor repertoire. Studies have established HSPGs as the primary receptors for RSV entry in A549 cells due to 

their aberrant overexpression in the model line (Feng, Xu, and Xie 2022; Hallak, Spillmann, et al. 2000; 

Pruessmeyer et al. 2010). Unfortunately, not much is known about the dynamics of HSPGs in A549 cells or their 

effects on cell cycle progression. Syndecan-1 (SDC-1), a major member of the HSPG group, was shown to 

modulate the epithelial-mesenchymal transition (EMT) of A549 cells by translocating to the nucleus (Kumar-Singh 

et al. 2021). A study on rat hepatoma cells correlated G1 phase with an increased concentrations of nuclear 

HSPGs and noted a reduction in nuclear HSPGs following the G1/S transition (Fedarko, Ishihara, and Conrad 

1989), possibly paralleling the patterns of phase-dependent preferential RSV infection we observed in A549 cells. 

To elucidate HSPG dynamics in relation to the cell cycle, we suggest performing immunofluorescence staining for 

SDC-1 in PIP-FUCCI cells, after which the surface expression of the receptor at various cell cycle phases can be 

quantified through flow cytometry.  

EGFR is well known for modulating cytoplasmic signaling cascades, initiated through the binding of its epidermal 

growth factor (EGF) ligand. Besides that, EGF binding can also induce EGFR nuclear translocation, which shuttles 

the receptor to the inner nuclear membrane or directly into the nucleoplasm (Cao et al. 1996; Kamio et al. 1990; 

Rodrigues et al. 2016). The rate of EGFR internalization was found to be increased in a variety of cancers, as well 

as some cancer cell lines, including A549 cells (Bazzani et al. 2017; Psyrri et al. 2005; Shen et al. 2022). Although 

EGFR does not possess a DNA binding domain, it can interact with DNA-binding transcription factor E2F1 and 

signal transducer and activator of transcription 3 (STAT3) to modulate gene expression (Hanada et al., 2006; Lo et 

al., 2005). Acting as a transcriptional coactivator, EGFR was shown to upregulate the expression of cyclin D1, 

suggesting that nuclear EGFR can aid the initiation of G1(Lin et al. 2001). Additionally, the EGFR/E2F1 complex is 

involved in the activation of cell cycle regulator B-Myb in late G1, which in turn promotes the cell’s transition into 

S phase (Hanada et al. 2006; Joaquin and Watson 2003). With that in mind, the continuous nuclear translocation 

of EGFR throughout G1 to stimulate cell cycle progression may explain the reduced incidence RSV entry we 

observed in G1 cells. However, EGFR expression is known to be highly upregulated in A549 cells (Nicholson, Gee, 

and Harper 2001; Zhou et al. 2018), calling the impact of EGFR internalization on RSV entry into question. A study 

investigating WT A549 cells found that EGF treatment caused a substantial proportion (>60%) of EGFR receptors 
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to colocalize with early endosome marker Rab11, supporting our theory that EGFR endocytosis may affect RSV 

infection rates in G1 cells.  

Relating to S phase, NCL, CX3CR1 and IGF1R were all shown to be pivotal for maintaining stable DNA replication 

and mitigating replication stress. NCL functions as a histone chaperone and DNA helicase, thereby its involvement 

in facilitating DNA replication. However, it also plays a role in aiding the repair of DNA double-strand breaks (DSB) 

by disrupting affected nucleosomes and stalling DNA synthesis, clearing the space for the recruitment of repair 

proteins (Goldstein et al. 2013; Kobayashi et al. 2012). CX3CR1 promotes the repair of interstrand DNA crosslinks 

during S phase by recruiting FANCD2 to stalled replication forks and inducing the Fanconi anemia repair pathway 

(Lehto et al. 2021). Finally, IGF1R can complex with proliferating cell nuclear antigen (PCNA) to activate DNA 

damage tolerance (DDT) pathways that help bypass replication fork stalling and prevent fork breakage(Yang et al. 

2020). IGF1R was also shown to be involved in the repair of DSBs through homologous recombination (HR) and 

non-homologous end joining (NHEJ) (Chitnis et al. 2014; Turney et al. 2012). However, in order to perform all of 

these functions the receptors have to be translocated to the nucleus during S phase, thereby potentially reducing 

the quantity of receptors localized at the cell membrane and conflicting with our observations of RSV virions 

preferentially infecting S phase cells. This discrepancy may be explained by the fact that similarly to EGFR, all three 

of these receptors were shown to be overexpressed in A549 cells (Gong et al. 2009; Huang et al. 2019; W. Liu et al. 

2019), meaning that their intracellular concentrations may be negligible when compared to their cell membrane 

concentrations. Unfortunately, not much is known about the cell cycle-dependent internalization rates of NCL, 

CX3CR1 and IGF1R in A549 cells. Considering this, it may be advantageous to additionally validate our phase-

dependent preferential RSV entry findings to confirm that the patterns we observed were accurate. A relatively 

simple approach to achieve that would involve arresting distinct cell populations at various cell cycle stages and 

infecting them with equal concentrations of RSV, in order to track entry rates across consistent populations.  

Although it is known that HSPGs are the dominant RSV receptors in A549 cells, the exact proportions of RSV entry 

attributed to each RSV receptor have not been elucidated. To address this, we could perturb P-STAb-PIP-FUCCIG/R 

cells with selective RSV receptor inhibitors and track their effects on RSV entry rates. For example, treating cells 

with EGFR-specific monoclonal antibody cetuximab inhibit the EGF-dependent activation and internalization of 

the EGFR receptor prior to RSV inoculation (Xiong et al. 2004). The resultant alterations in phase-dependent RSV 

infection incidence would demonstrate the receptor’s contributions to facilitating RSV entry in relation to host cell 

cycle state. We can further expand upon this, by applying a similar treatment strategy to the other RSV receptors 

discussed in this study and obtaining a general outline of receptor-modulated RSV entry dynamics (Bertrand et al. 

2006; Ikeda et al. 2009; Low et al. 2020; Palmieri et al. 2015). 

Elucidating the dynamics of RSV entry may further our understanding of RSV infection patterns. Researchers 

deduced that the viral G protein is not essential for successful infection of immortalized A549 and HEp-2 cells, 

although it is strongly beneficial (Arnold et al. 2004; Karron et al. 1997; Teng and Collins 1998). These findings 

suggest that, at least in cultured cells, viral F proteins are able to carry out cell attachment and membrane fusion 

on their own. Considering this, it could be beneficial to further dissect the processes of attachment and fusion. 

We suggest employing real-time 3D single particle tracking (RT-3D-SPT) technology to monitor single RSV virion 

interactions with cell surface receptors. RT-3D-SPT utilizes active feedback to continuously track freely diffusing 



_______________________________________________________________________________________________ 
     27 

particles in 3 dimensions over a specified axial range (Hou, Johnson, and Welsher 2019). RT-3D-SPT has previously 

been utilized to investigate interactions between vesicular stomatitis virus (VSV) G proteins and the host cell 

membrane (Hou and Welsher 2019; C. Johnson et al. 2022). We could apply RT-3D-SPT to track the co-localization 

of viral G proteins with host receptors, potentially gaining insights into the binding rates and kinetics across the 

various RSV-associated receptors. Furthermore, introducing the PIP-FUCCI reporter would allow the delineation 

of these patterns in a cell cycle context. 

Our examination of cell cycle phase durations in RSV-infected cells highlighted an elongation of G1 phase which 

exceeded the range of general A549 phase length heterogeneity we established in Figure 4A. This goes in line with 

the cases of RSV-induced G1 arrest reported in previous studies (Bakre et al. 2015; Bian et al. 2012). Although the 

majority of RSV-infected cells that enter a prolonged G1 phase are likely to insinuate arrest, we have observed 

cells with abnormally elongated G1 phases that ultimately transitioned into S phase (Figure 7B).  On the other 

hand, our findings demonstrated that once any cell with a confirmed progressing RSV infection entered a 

prolonged G1 phase, they remained stuck in G1 for the remainder of the time-lapse.  This could suggest that 

infection progression is not necessary for the induction of G1 arrest but may be required for its continued 

maintenance. Furthermore, we found that in cells with progressed RSV infections approximately 81.8% of G1 

phase durations were prolonged, while only 50% of non-progressing infections displayed prolonged G1 (data not 

shown). Perhaps throughout the mechanisms that RSV can employ to induce G1 arrest (Bakre et al. 2015; Bian et 

al. 2012; Laiho et al. 1990), the pathways associated with progressing RSV infections are more efficacious. We 

could explore this pattern further, for instance by inducing RNA interference (RNAi)-based knockdowns of P53 and 

TGF-β in P-STAb-PIP-FUCCIG/R cells, in order to mitigate RSV-induced G1 arrest. Through this, we could not only 

determine whether one of the arrest pathways is dominant, but also elucidate whether the rates of RSV infection 

progression are affected by reduced G1 arrest. 

In the framework of progressed infection, the cell cycle phase upon RSV entry did not seem to impact the 

probability of progression (Figure 8B). The significant elongation of both G1 and S phases in progressed infections 

directed us to consider a connection between infection progression and replication stress (Figure 8C). RSV 

infection was shown to induce the production of reactive oxygen species (ROS) e.g. superoxide and hydrogen 

peroxide (H2O2), highly reactive free radicals and known promoters of DNA damage (Casola et al. 2001). The virus 

incites an imbalance between the production of ROS and their attenuating antioxidants, leading to a drastic 

overproduction of ROS that emanate from the mitochondria (Hosakote et al. 2009; Martínez et al. 2016). The 

mitochondrial ROS are mediators of DSBs, as well as other of DNA lesions, ultimately enhancing oxidative stress 

to the point of disrupting normal cell cycling (Martínez et al. 2016; Salehi et al. 2018). Researchers have implicated 

ROS overproduction in inducing G1 arrest and DNA replication slowdown, which can ultimately lead to replication 

fork stalling (Andrs et al. 2023; Tai et al. 2020). These outcomes parallel the cell cycle disruptions we observed in 

cells with progressed RSV infections, potentially pointing towards a correlation between oxidative stress and 

infection progression success. It would be pertinent to examine this correlation further, perhaps through the use 

of oxidative stress indicators. Dihydroethidium and mitochondrial superoxide indicator (MitoSOX) are fluorogenic 

probes that could be used to detect intracellular superoxide in cells with progressing and non-progressing RSV 

infections, although they should only be utilized for qualitative analysis (Zielonka and Kalyanaraman 2010; 
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Zielonka, Vasquez-Vivar, and Kalyanaraman 2008). Intracellular H2O2 levels can be similarly tracked through the 

use of redox-sensitive fluorescent probes coupled to H2O2-specific peroxiredoxins (Morgan et al. 2016). Methods 

for the accurate quantification of intracellular ROS in live cells are currently limited. Additionally, the buildup of 

oxidative stress in infected cells may have resulted in the extracellular release of ROS, and its subsequent 

accumulation in the culture medium, which may be responsible for the minor yet significant elongation of G1 in 

RSV+ uninfected cells (Uy, McGlashan, and Shaikh 2011).  

RSV-induced ROS production may also explain the prolonged mitosis we observed in a portion of RSV-infected 

cells (Figures 7B, 8C; Supplementary Figure 3). A study employing HeLa cells demonstrated that exposure to ROS 

disturbs spindle formation and induces a mitotic delay (G. F. Wang et al. 2017), matching the metaphase pause 

we observed in our samples. That being said, it would be beneficial to capture the mitotic delay in cells with DNA 

staining e.g. Sir-Hoechst, to more confidently establish the affected stages.  

Our surveillance of non-progressing RSV-infected cells undergoing mitosis seemed to display a random 

distribution of vRNPs across the resultant daughter cells. In some cases, all of the invading vRNPs would be 

passed on to a single daughter cell, which could go on to develop a progressed infection while the other daughter 

cell escaped infection. If both daughter cells received vRNPs, either or both of them had a chance to develope 

progressed infections in seemingly varied time scales. However, once active vRNA replication was observed in 

cells, any subsequent mitosis generally resulted in two highly infected daughter cells. Interestingly,  a pair of 

daughter cells with progressing infections often displayed strictly concurrent accumulations of G proteins on their 

cell membranes, even multiple hours after the end of mitosis. Contemplating the nature of these events, we 

theorize that the rate of vRNA replication is directly proportional to the rate of infection progression. Hence, even 

if a progressing cell were to split, as long as vRNPs are generated at the same rate in the two daughter cells they 

will develop progressed infections in parallel. To make any solid conclusions, we would need to acquire further 

examples of this phenomenon.  

The largest limitation imposed on our study is related to the biological relevance of our utilized model. A549 is an 

immortalized cancer model with several mutations that majorly alter its cell cycling e.g. an activating KRAS 

mutation (Yoon et al. 2010), rendering it hardly representative of primary human epithelial cells. Additionally, 

A549s are also known to be prone to multinucleation and the formation of giant cells (Travaglione et al. 2006), 

which interfere with analysis. With all of that in mind, we selected this model to search for unprecedented 

connections between RSV infection and cell cycle. This pursuit required the development of complex visualization 

tools that, for our purposes, could only be established in A549 cells. Employing these tools, we uncovered novel 

findings linking the two processes together, which can now be explored in a more biologically relevant RSV-

permissive model e.g. PHBE cells. To reiterate, numerous studies demonstrated that the expression and 

localization of RSV-associated receptors in A549 cells varies significantly from primary human epithelial cells, 

with many of them, especially HSPGs, being strongly overexpressed in A549 cells (Gong et al. 2009; Huang et al. 

2019; W. Liu et al. 2019; Zhou et al. 2018). In fact, in vivo studies determined that CX3CR1 is far more likely to 

contribute to RSV infection in the airway epithelium than HSPGs (Green et al. 2021; S. M. Johnson et al. 2015). 

Thus, our observed paradigm of cell cycle phase-dependent preferential RSV entry might not be relevant to the 

PHBE model. However, it would be pertinent to explore the correlation of RSV infection progression with the 
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incidence of G1 arrest in PHBE cells, perhaps through a combination of fluorescently labelled viral G proteins and 

the RNAi-induced knockdowns of P53 and TGF-β, as discussed prior. 

Prior to committing to major experiments, we opted to characterize the intrinsic cell cycle heterogeneity of our 

utilized cell line, however we have not considered the heterogeneity inherent in the infecting virion. Our group 

discovered that a single RSV virion can contain several vRNAs, with their numbers possibly altering the process of 

infection progression. It may be beneficial to categorize individual infections by the number of invading vRNAs and 

unearth any patterns that are concealed by virion heterogeneity. Our group is currently in the process of employing 

specialized visualization tools to elucidate the heterogeneity in invading vRNPs and its impact on infection 

progression. Furthermore, throughout this study we did not track the formation of IBs in infected cells, despite 

their utmost importance in the viral life cycle. IB formation marks the start of active vRNA replication and the 

earliest point of no return for progressing infections. Determining whether host cell cycle state has an effect on 

this event could broaden our understanding of the late stage RSV infection paradigm. Our group possesses the 

tools for the identification of inclusion bodies, which could be paired with PIP-FUCCI in future experimentation to 

potentially yield valuable results in the context of our study. Finally, investigating the interrelation of host cell cycle 

and RSV antiviral response, specifically the induction of IFN-I, could reveal novel parameters that define the 

variability in viral immune evasion and the innate immune response. 

In conclusion, our group developed tools that permit the visualization of the intracellular stages of the RSV life 

cycle, which we combined with the PIP-FUCCI cell cycle reporter to investigate virus entry and infection 

progression against through the scope of cell cycle dynamics. Employing this combinatorial approach, we 

established the possibility of preferential RSV entry in S phase cells and illustrated the RSV-induced elongation of 

G1 and M phase durations. Examination of cell cycling patterns in progressed RSV infections revealed further 

lengthening of G1 and S spans, prompting theories correlating the potency of RSV infection to concomitant 

accumulation of oxidative stress. 
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Extended data 

 

                                                                                                                                                                                                                         
Supplementary Figure 1. P-STAb-PIP-FUCCIG/R nuclear PIP signal is distinguishable across different cell cycle 
phases.  Line profiles depicting the variation in PIP fluorescent signal intensity across a selected P-STAb-PIP-
FUCCIG/R cell. Lines were drawn across the cell center to ensure the capture of the cytosol and nucleus. Scalebar 
= 10μm. 

 

 

                                                     
Supplementary Figure 2. The cell cycle phase fractions between RSV- and RSV+ populations at median 
infection time match. Bar graph displaying the cell cycle phase fractions of RSV-infected (RSV+) and RSV- control 
cells at replicate-specific median infection times (MIT). The outlined results represent the mean±SD of distinct 
biological replicates (n=3). Displayed n values depict the number of cells analyzed per condition. 
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Supplementary Figure 3. A portion of RSV-infected cells displayed prolonged mitosis. Pie chart depicting the 
percentage of infected P-STAb-PIP-FUCCIG/R cells that were presented with M phases that were longer than the 
established normal of xxx h. n values the total number of infected cells where mitosis was observed. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


