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Abstract

Charged micro-scale fluid channels display intriguing and non-linear transport phenomena.
When forced or integrated in an electric circuit, they display spiking and learning behaviour similar
to our neurons and synapses. By adding specific surface chemistry to the walls of these channels, a
coupling between charge accumulation, surface charge and conductivity opens up a new spectrum of
possibilities for neuromorphic engineering. Specifically, intrinsically non-linear charging dynamics
of surface reactions with charged reactants are amplified by the current rectifying behaviour of
inhomogeneous channel types, such as cones, creating a semi-independent internal state parameter
that changes the conductivity. Among other things, these systems can display near non-volatile
memristive properties, frequency dependent plasticity and chemically induced Hebbian learning.
Because of their high-level resemblance with the underlying physics and chemistry of synaptic
transmission, these systems are promising for use in neuromorphic computing, neural implants
and brain-computer interfaces.
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1 Introduction

Microfluidics is a branch of physics that deals with the behavior of fluids at the microscopic scale, such
as fluid channels in the order of micrometers. These systems are useful for a variety of applications,
such as biological analysis, sensing [1], drug discovery [2], and environmental monitoring[3]. Due to
the small size of the channels or chambers, the fluids in microfluidic systems exhibit different behavior
than they would at larger scales. This is due to the fact that in the force balance describing the motion
of fluids, the inertia-terms vanish relatively to the other terms, captured in the low Reynolds number
of such systems. As a result, surface tension and viscous forces become more significant, and laminar
flow is more common [4]

The behavior of objects and fluids in microfluidic systems is often influenced by electric double
layers and surface chemistry. The electric double layer is a diffuse layer of positive or negative ionic
charges that screen the surface charge from a bulk electrolyte [5]. This layer can affect the way that the
liquid flows in response to external forcing and interacts with other substances in the system through
electrostatic interactions. Surface chemistry refers to the chemical reactions and interactions that take
place at the surface of a solid. This can also influence the behavior of fluids in a microfluidic system, as
the surface chemistry of the channels and chambers can affect the surface charge and the interactions
between the fluids and the solid surfaces. Understanding and controlling these factors is crucial for
successful design and the full exploitation of microfluidic systems.

Microfluidics can be used in the field of iontronics, which is the study and application of electronic
devices that use ions rather than electrons for charge transport. In microfluidic iontronic devices, tiny
channels and chambers are used to manipulate charged fluids, such as electrolytes or ionic liquids.
These fluids can be used as conductive media, allowing for the creation of compact, high-performance
iontronic devices [6]. For example, microfluidic iontronic devices have been used to create sensors,
actuators, and energy-storage devices, and proposed to be the building blocks for neuromorphic devices.
The ability to precisely control and manipulate electrolytes at the microscale allows for the creation
of novel iontronic devices with improved performance and functionality [7].

In this thesis, we investigate the application of microfluidic iontronic circuits and components
for neuromorphic engineering or computing. Neuromorphic computing is a type of computing that
is inspired by the structure and function of the human brain. It involves the use of novel computing
architectures and algorithms that are designed to mimic the way that neurons and synapses in the brain
process and transmit information. One way that microfluidics can be used in neuromorphic computing
is through the use of conical microchannels, which serve as iontronic memristors. Memristors are a
type of passive circuit element that can remember the amount of electric charge that has flown through
it. In microfluidic iontronic devices, conical microchannels can be used as memristors by controlling
the flow of electrolytes through the channels. This allows for the creation of compact, tunable and
high-performance memristors that can be used in neuromorphic computing systems.

One area where iontronic systems may be particularly relevant is in the development of brain-computer
interfaces (BCIs). BCIs are devices that allow the brain to directly control external devices, such as
computers or prosthetic limbs. Iontronic systems may be well-suited for this application, as they
can be integrated with biological tissues more easily than electronic systems and can provide the
high-resolution and adaptability that is necessary for effective BCIs [8]. Additionally, iontronic systems
can be less invasive and have fewer negative side effects than electronic systems, which is important
for applications that involve direct interaction with the brain. Another area where iontronics can
stand out is in sensing, where the signals going through an electric microchannel carry information on
concentrations, concentration gradients and chemical activity. Hence, even though the development of
electronic components is extremely advanced, iontronics has very interesting properties and features
to add, and might even help us better understand the workings of our brain.
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2 Scope and Relevance

In this thesis, we will investigate a broad range of possible applications of conical micro-pores to
neuromorphic engineering. In particular, we focus on the ways to use these microchannels to emulate
aspects of learning, plasticity and computation as they occur in the brain.

This research is conducted in collaboration with the Soft Matter group in the Institute for Theoretical
Physics in Utrecht, under supervision of prof. dr. R. Van Roij. Earlier work from this group
has focused on non-linear transport phenomena in charged conical channels or in inhomogeneously
charged channels, and showed how spiking neuron models can be devised out of these iontronic
memristors. In this research, we will focus mainly on an extention of this research by adding active
surface chemistry to these channels (rather than assuming a fixed, homogenous surface charge. We
will see that this extension paves the way for many new applications and opportunities to model and
mimic biological components, such as a display of Frequency Dependent Plasticity, Chemically Induced
Hebbian Learning, Long Term Potentiation and more.
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3 A Short Review of Neuromorphics and Synaptic Plasticity

The most well-known and widely-used example of neuromorphic computational methods is the Artificial
Neural Network (ANN). ANNs take inspiration from the brain by mimicking its massively parallel and
convoluted method of computing. Many versions of ANNs have been used to learn to classify images [9],
transcribe speech [10], generate text to solve challenging tasks [11] and drive cars [12]. These ANNs
and the learning methods developed to train them, such as Reinforcement Learning, have mainly
taken inspiration from the brain in terms of the software they consist of. Not much has changed
in terms of the architecture of the machines they were implemented on, except for specialization of
components, such as graphical processing units [13]. The latter were used to optimise the massively
parallel operation of neural networks, where large, complex tasks are subdivided in small, elementary
floating point operations.

The modern field of Neuromorphic Computing aims to take inspiration from the brain on a hardware
level by building computer architecture and components that resemble the workings of the brain. A
relatively novel class of devices, Memristors, have been used for this purpose. Memristors have the
interesting property that their conductance changes as a result of the previous signals that ran through
them[14]. This is in contrast with the transistor, which needs a separate external signal (a third
terminal called the ’gate’) to modify its conductance state. Currently, the most common methods
of training ANNs or similar software all depend on calculating the optimal update to the systems
parameters required to improve performance, and then sending that signal to a device to update it
for later use (most notably using ’backpropagation’)[15]. The use of memristors can lead to more
integration, where processing a signal automatically leads to a type of learning and remembering, as
the signal travelling through the memristive devices will leave a change in its weights. This is often
called on-chip or online learning, which is relevant in situations where your systems need to quickly
respond and adapt to their environment without access to massive compute or rich data [16]

In this regard, functional memristors resemble two parts that play an essential role in information
processing and propagation in the brain: (i) voltage gated ion channels and (ii) chemical synapses.
The former will play a central role in the next chapter, but this chapter will briefly discuss the latter.

Chemical synapses form the parts of a neuron where long-range signals are transmitted to and
received from other neurons. Generally, in the central nervous system, neurons receive signals at
the branches (dendrites) connected to its body (soma), and transmit signals through their axon
towards the chemical synapses at the end. Though many type of neural architectures and connections
exist, the chemical synapses are generally believed to be one of the most important components for
neural transmission, computation and learning[17]. Synapses are remarkably complex, housing over
a thousand different functional proteins with intricate signalling pathways. Much of their high-level
functioning is related to one of their most important tasks: to adapt and learn[18].

The field of synaptic plasticity studies how the synapses connecting our neurons change their
properties over time. Most notably, this field is concerned with the change of strength of synapses
changes as a result of their electro-chemical activity, although other types of plasticity exist. The
strength of a synapse refers to how effective one neuron is at stimulating another through that synapse.
This feature of synapses is widely believed to be essential for facilitating memory, learning and many
other homeostatic and adaptive features of our brains. [19]. Biological neural networks are parallel and
interconnected (illustrated in Figure 1bb), some neurons being connected to up to tens of thousands
of other ones [20]. It is the associativity and specificity of these connections that determines how these
neural networks perform our cognitive tasks.

There seems to be a connection between the associativity of our memory and learning on the
one hand and the associativity of learning rules such as spike-time-dependent plasticity (STDP) or
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(a)
(b)

Figure 1: The roughly 80 billion neurons in the brain are connected to each other by trillions of chemical
synapses. (a) At these chemically active clefts between the axon of one neuron and the dendrite of
another, neurotransmitters transmit a signal after being released as of a result of an incoming action
potential. At the postsynaptic density (PSD), receptors bind these neurotransmitters and become more
permeable to sodium (AMPA) or sodium and calcium (NMDA) ions. These receptors are constantly
supplied to and taken out of the synapse by exocytosis/endocytosis respectively. (b) Biological neural
networks are very interconnected, with many connected neurons contributing to or inhibiting the firing
of a single neurons, mainly through chemical axonal-dendritic synapses, although variations exist. [23].

Hebb’s rule on the other. This type of plasticity rule governs how the strength of the synapse changes
depending on whether the presynaptic neuron contributed to the depolarization of the postsynaptic
neuron. The central thesis of STDP is that if a presynaptic neuron fires just before the postsynaptic
does, it has likely contributed to its firing, and should do so in the future. If, on the other hand, the
presynaptic neuron fires just after the postsynaptic neuron, its signal was either unrelated, or other
neurons were better at sending the same signal. In the former case, the synapse will strengthen, and
in the latter case, it will weaken [21]. Hebbian plasticity is a more observational rule referring to why
and when synapses strengthen and is formulated famously in Hebb’s Rule: neurons that fire together,
wire together.

Biologically, STDP and Hebbian Plasticity in general, are believed to depend on the so-called
NMDA receptor’s coincidence detection [22] in the common glutametergic synapse. These proteins
are ionotropic glutamate receptors (iGluR) found on the postsynaptic membrane and mainly the
postsynaptic density (PSD), see Figure 1ba. Upon detection of glutamate and a depolarization of the
postsynaptic neuron, they open and permit sodium and calcium to flow into the postsynaptic neuron.
Other iGluR’s, such as AMPA, open any time whenever glutamate is present in the synaptic cleft,
and permit only a sodium influx to cause a depolarization of the postsynaptic neuron, the so-called
excitatory postsynaptic potential (EPSP)[17].

Although there are many ways for synapses to restructure or change strength, two commonly
studied processes are Long Term Potentiation (LTP) and Long Term Depression (LTD). These processes
govern the strength of synapses on the intermediate to long term, by changing the amount and
distribution of receptors on the PSD (see Figure 1ba). The receptors on the PSD are continuously
supplied by exocytosis and taken away by endocytosis, and their diffusion and distribution across
the membrane is also believed to be influenced by internal processes[24]. By changing the balance of
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supply and removal, the postsynaptic neuron can change the strength of a synapse [25]. This process is
intricate and governed by a host of biological pathways. Notably, intracellular calcium concentrations,
governed by the opening and closing of NMDA receptors, are believed to be the main driver of LTP
and LTD [26]. Spike timing, co-occurring pre- and postsynaptic activity and pulse-train frequency can
all have effects on the transient intracellular calcium concentration. These will be some of the most
important factors and learning rules that we will try to model in subsequent sections (see Section 6).
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4 The Physics and Memristive Properties of a Conical microchannel

Charged, conical microchannels display filled with an electrolyte (Figure 2) display intruiging transport
phenomena, such as current rectification or pressure-sensitive conductance [27]. They are not perfect
iontronic diodes, but can display a significant change in conductance dependent on the sign and
magnitude of the voltage. The physics of the flow and ionic fluxes inside these devices is described by
the Poisson-Nernst-Planck-Stokes (PNPS) system of equations 4.1-4.5.

Figure 2: A charged, conical microchannel filled with a 1:1 electrolyte (Na+:Cl−). The base and tip
radius are on the order of tens to hundred nanometers, and the length in the order if micrometers.
Typically, the base and tip radius Rb and Rt have a 4:1 ratio.

Firstly, since we deal with water, an incompressible medium, we demand the velocity field to be
divergence free, obeying

∇ · u = 0. (4.1)

Secondly, we expect the velocity field to obey the Stokes equation, which describes the change in
momenta as a consequence of viscous forces, pressure gradients and electrical field gradients as

ρm
∂u

∂t
= η∇2u−∇P − eρe∇Ψ. (4.2)

Thirdly, we describe the fluxes of the charge carriers (Na+ and Cl−) making up our electrolyte with
the continuity relation between density and flux,

∂ρ±
∂t

+∇ · j± = 0, (4.3)

and the Nernst-Planck flux balance equation given by

j± = −D±

(
∇ρ± ± ρ±

e∇Ψ

kBT

)
+ uρ±. (4.4)
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This last equation describes how ionic fluxes are driven by concentration gradients, electric potential
gradients and advection respectively. Lastly, the Poisson equation,

∇2Ψ = −e
ϵ
ρe, (4.5)

describes the relation between the charge density ρe = ρ+ − ρ− and the electric field.

Applied to the geometry of a conical channel, where R(x) = Rb− (Rb−Rt)/L, and given suitable
boundary conditions for the salt concentration (ρi(0) = ρi(L) = ρb,i), this system of equations is
analytically solvable for ρi(x) as a function of the external applied potential. Boon et al. (2022) provide
a derivation of the solution. In figure 3, we compare these results (AA) to numerical simulations in
Comsol Multiphysics, a finite element (FE) physics modelling environment.

Figure 3: Ionic current rectification in a conical microchannel with dimensions L = 10 µm, Rb = 200
nm, Rt = 50 nm, filled with a monovalent 1:1-electrolyte with ρb = 0.5mM. The surface charge is
-1e17e/m2

The current rectification occurs due to the depletion and accumulation of ions in the microchannel
and is facilitated by the existence of the electric double layer. This effect can be analytically described
by solving the Poisson-Nernst-Planck-Stokes equation [28][29]. We take a cone with a lateral radial
profile R(x) = Rb − (Rb −Rt)/L, Rb/Rt being the ratio between base and tip radii, and L the length
along the longitudinal axis. In it, we describe the ion concentration of a 1:1 electrolyte as ρe(x), with
boundary conditions ρe(0) = ρe(L) = ρb and define the salt concentration as ρs(x) = ρ+(x) + ρ−(x).
The stationary solution of the laterally averaged salt concentration, with no lateral variation in flow,
taken with above boundary conditions, is given by

ρs(x, V )− 2ρb =
∆ρ

Pe

 x
L

Rt

R(x)
− e

Pe(V) x
L

R2
t

RbR(x) − 1

e
Pe(V)

Rt
Rb − 1

dx/L, (4.6)
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with ∆ρ ≡ 2(∆Rσ0)(e∆Us/kbTR
2
t ), Pe the tip Péclet number Pe = −(eV/kBT )(Rb/Rt)w

−1 and
w a constant w = eDη/(kBTϵψ0). As we know the conductance of our channel to scale roughly
linearly with the total average salt concentration in the long-channel and lubrication limit, and taking
into account the expression for the equilibrium Ohmic conductance of a conical microchannel g0 =
(πRtRb/L)(2ρbe

2D/kBT ) we can find the expression for the voltage dependent conductance to be

g∞(V )

g0
= 1 +∆g

ˆ L

0

 x
L

Rt

R(x)
− e

Pe(V) x
L

R2
t

RbR(x) − 1

e
Pe(V)

Rt
Rb − 1

dx/L. (4.7)

Here, the ∆g is conductance change parameter ∆g ≡ −2w(∆R/Rb)(σ/2ρbRt). The change in
conductance which follows from this accumulation and depletion, is not instantaneous with the voltage

change, however. It occurs on a timescale τ = L2

12D , with D the diffusion coefficient of the electrolyte.
This can be modelled numerically by letting the conductance evolve according to mono-exponential
equilibration as described by

τ
dg(t)

dt
= g∞(V (t))− g(t), (4.8)

This then gives rise to the characteristic dynamical behaviour of a conical microchannel filled with
an electrolyte: it behaves like a memristor. The conductance of the pore now depends on its past
voltage trace, as displayed in Figure 4.
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Figure 4: The dynamics of the spatially averaged salt concentration as a proxy for the conductance
of the conical microchannel. This figure displays how the salt concentration responds to a sawtooth,
alternating potential.

Together, the ionic current rectification and the hysteresis effect gives rise to the pinched hysteresis
loop in the voltage-current plane, as displayed in Figure 5. This is a common way to display and
analyse memristive behaviour. Figure 5 is the dynamic version of the static current rectification graph
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of Figure 3. The enclosed area is what makes memristors different from normal ohmic elements such as
passive resistors or diodes. For later application, we again verify the finite element analysis performed
in Comsol Multiphysics with the analytical approximation 4.7 and 4.8.

Figure 5: Pinched hysteresis loop in a conical microchannel with dimensions L = 10 µm, Rb = 200
nm, Rt = 50 nm, filled with a monovalent electrolyte with ρb = 0.5mM under an applied triangle wave
potential. Comparison of Finite Element simulations (FE) and Analytical Approximation methods
(AA)
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5 Neuron models

Neurons are electrically excitable cells that are the building blocks of the nervous system. They are
capable of receiving, transmitting, and processing electrical signals, which allows them to perform
a wide range of functions, such as sensing the environment, controlling movement, and storing and
retrieving information[17]. Neurons can be thought of as dynamical systems, which means that they
exhibit complex, nonlinear behavior that is determined by the interactions between their internal states
and external forcing[30]. In the case of neurons, this behavior is influenced by a wide range of factors,
such as the flow of ions across the cell membrane, the release of neurotransmitters, and the activity of
other neurons that the cell is connected to. By understanding the dynamics of neurons, we can gain
insight into how the nervous system works and how it is able to perform such a wide range of functions.

The Hodgkin-Huxley circuit is a mathematical model that was developed in the 1950s to describe
the electric activity of neurons. The model is a set of equations that describe the flow of ions across the
cell membrane of a neuron, and how this flow is influenced by various factors, such as the membrane
potential and the concentration of ions inside and outside the cell. The model has been extensively
studied and has been found to accurately describe the behavior of neurons in a wide range of situations.
It is widely used as a basis for understanding the electric activity of the nervous system.

Although the Hodgkin-Huxley circuit is biologically plausible relative to other mathematical neuron
models, its analysis is cumbersome as it consists of four complicated coupled differential equations.
This is why many alternative neuron models have been develop since then, that capture some of the
excitable properties of a neuron in a simpler system of equations or rules. However, using conical
microchannels, it is possible to construct a relatively simple circuit inspired by the Hodgkin-Huxley
circuit. This circuit is displayed in Figure 6. It consists of three microchannels with conductivity
g+, gslw and g− , three respective batteries E+, Eslw and E−, an applied external current source and
a capacitor. Most importantly, the electric potential over the capacitor represents the membrane
potential of a biological cell, the element that displays spiking behaviour during an action potential.
The labels of the microchannels describe their orientation, plus and minus, and the diffusive timescales
relevant for their dynamics. In this case, microchannels ’±’ have a length of 2.5 µm and the ’slow’
microchannel has a length of 10 µm. As a consequence, the reactive time of the longer channel is 16
times longer than the shorter channels, as

τ ≈ L2

12D
, (5.1)

is the equation for τ as used in 4.8.
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Figure 6: A Hodgkin-Huxley type circuit made of conical microchannels filled with electrolyte.

When we simulate the behaviour of the circuit described above, we are again solving for four
coupled ODE’s: one for each channel and one for the membrane voltage Vm. However, to obtain the
desired spiking behaviour as displayed in Figure 7, it is sufficient to only solve for gslw and Um and
set g± = g±,∞.

0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

time (s)

-1

-0.5

0

0.5

1
membrane potential U m (V)

Figure 7: Spiking behaviour displayed by the iontronic Hodgkin-Huxkley-type circuit, analogous to
spike trains of action potentials displayed by neurons.

It is insightful to make a phase-portait of this system when the spiking occurs. As we can now treat
this circuit as a two dimensional dynamical system, this is neatly displayed in the gslw −Um-graph of
Figure 8. It now becomes clear that the periodic limit cycle that is the periodic spike comes from the
correct intersection of two nullclines given by

(
dg(t)

dt
,
dUm(t)

dt
) = 0, (5.2)
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Figure 8: The phase portrait of a two-dimensional iontronic Hodgkin-Huxley type circuit displaying a
typical periodic orbit. The periodic orbit occurs when the two nullclines intersect each other between
the two extrema of the Um-nullcline

The individual nullclines are drawn in the phase-portrait. It is immediately clear that the periodic
orbit lies on two-shoulders of the Um-nullcline (blue), with a rapid transition between them. This
only occurs when the g-nullcline (red) intersects it between its two extrema. Thereby, any change
in parameter that makes the intersection fall in or outside this regime can be described as a Hopf
bifurcation, with the creation of a limit cycle. The limit-cycle in the g-U plane represents our spike.
By adding more dimensions to this system, for example by adding another channel with an even
longer timescale, it is possible to create potentially more complex dynamical behaviour than simple
tonic spiking, but that is outside the scope of this thesis. We will now go on to look at different ways
to use conical microchannels to mimic some of the brain’s other fundamental features.
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6 Synapse Models

One way to model a synapse is to create a physical device that replicates the behavior of a synapse. This
can involve building a device that has the same physical structure as the synapse, with channels and
receptors for ions and neurotransmitters, or a simpler device that captures some of the electrochemical
properties of natural synapses. The latter will be the focus of this section.

One of the key features of synapses is their plasticity, which is the ability of the synapse to
change its strength in response to earlier activity. Strength typically refers to how likely and by
how much a presynaptic spike will cause a postsynaptic spike, as a postsynaptic neuron often needs
some minimum level of external forcing from its numerous connections to cross the spiking threshold.
This associativity between neurons is widely believed to be central to memory and learning, although
a detailed description of neural encoding is still missing [31] (for a longer discussion, see Section 3).
Hence it is desirable, when creating synapse models, to incorporate such features, especially when it
comes to making neuromorphic hardware, that has a similar distributed information storage approach
as the brain[32]. For example, the model should be able to increase or decrease the strength of the
synapse depending on the activity of the presynaptic and postsynaptic neurons. By incorporating
these rules into the design of the model, we can create a device that replicates aspects of the behavior
of the synapse.

Understanding synaptic plasticity can be useful when building neural networks, as it can provide
insight into how networks of neurons can learn and adapt to new situations. By incorporating rules
that govern synaptic plasticity into the design of a neural network, we can create networks that are
more flexible and adaptable, and that can learn from experience more effectively, without the use of
extensive and expensive global supervision. This can be especially useful for building neural networks
that are used for tasks that require a lot of flexibility while operating on real time.

Memristors have been used to represent some parameters or information in neuromorphic computing.
However, our type of memristor differs from the ones commonly used: it is volatile. This means, that
after driving the system in a certain way, the signal is quickly erased as the device returns to the same
equilibrium state as before the driving occurred. In this paragraph, we will explore a potential way
to make the response of the conical microchannels to stimulation less volatile. Specifically, we a new
semi-independent way to tune them on a time-scale much longer than the diffusive timescale, which
is the timescale at which ion accumulation occurs and recedes (see Section 4). For this, we will use
surface chemistry, which turns out to be a very fruitful feature to add to ionic memristors, opening up
a pathway to many new neuromorphic functions.

To start with, we will use some adsorptive reaction

S +A− ⇄ SA−, (6.1)

where negative ions A− adsorb and desorb on and from a neutral surface groups S on the channel
wall of the microchannel. This equilibrium reaction can be described as a Langmuir process

∂tσ = kF (Γ− σ)− kBσ. (6.2)

with a total forward rate of kF = kadsorbρA(R) and a backward rate of kB = kdesorb. We must
include the concentration ρA(R) specifically at the channel wall where the reactions occur, as this
might be significantly different from bulk concentrations due to electrostatic interactions. Here, we
take the amount of charged surface groups to be σ and the total amount of surface groups Γ. See
Figure 9 for an illustration of this device. Without any external forcing, this reaction will equilibrate
(∂tσ = 0) to
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σeq =
Γ

1 +
kB
kF

(6.3)

Note that we express σ and Γ in units of inverse surface area, such that the true surface charge is
eσ (with unit em−2). Furthermore, kF and kB have units s−1. In practice, it is not always known
what the absolute values of these constants are for a certain adsorption reaction, as often only their
relative rate kB/kF is known by measuring σeq. Throughout the rest of the project, we freely pick the
relative rate such that the equilibrium surface potential is between 50 and 100 mV and the absolute
rates to be significantly longer than the diffusive rate τ−1.

Figure 9: A schematic representation of the simulated conical microchannel with an active adsorption
process at the channel wall. The reaction follows Langmuir kinetics.

When a microchannel in equilibrium is subsequently forced by an external applied electric potential,
the concentration of reactive anions at the channel wall will start to vary, due to the same diffusive-electric
effect that gives rise to the hysteresis loop described in section 4. However, this change in concentrations
will then lead to a new equilibrium surface charge σ∗

eq, to which the system will develop. If this effect is
large enough and the channel radii are small enough compared to the Debye length for the conductance
of the electric double layers to be non-negligible compared the total conductance, we have obtained a
new way to tune the conductance of the pore. This tuning can occur on a separate timescale, as will
be displayed next.
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6.1 A demonstration

The mechanism described in the previous section will be demonstrated here for a conical channel with
a length of L = 1µm, a base radius Rb = 120nm and tip radius Rt = 30nm (for the full parameter set,
see Appendix I). This value of Rb

Rt
is close to the optimal value for salt accumulation [29]. Inside the

channel, we put a 1:1:1 electrolyte with a monovalent positive and negative conductive ion as well as
a monovalent negative reactive ion. Far from the channel, we impose the concentrations to be equal
to the bulk concentrations ρ+,b = 1mM , ρ−,b = 0.98mM and the reactive anionion ρA, b at 0.02mM ,
where these values are chosen to maintain global charge neutrality in the bulk of the fluid.

Upon stimulation with a pulse of −1.2V (a negative value means the base is negatively charged
with respect to the tip), the concentration profiles of all ions inside the cone will start to change.
As a result, the concentration of reactive ions at the channel wall change, which in turn drives a
change in the surface charge. An illustration of this charging process is shown in Figure 10 which show
some snapshots of the charging process and illustrates how the surface charge profile follows after the
concentration profile. In Figure 11, the voltage dependence of this phenomenon is displayed through
the steady state surface charge profile at different applied potentials. As we see, the surface charge is
tuneable through the value of the applied potential.

Figure 10: The response of the concentration profiles (tip to base) of the reactive ions and the surface
charge to a voltage pulse of -1.2V between 500ms and 1000ms. Standard parameter set as stated in
Appendix I.

As has been derived by Boon et al. (2022), the rates at which this charging and subsequent
discharging occurs when the reactive ions and the charge surface repel each other are non-trivial and
asymmetric. Using their results, inserting the Boltzmann distribution and assuming non-overlapping
electric double layers, we obtain a prediction for the discharging rate written in terms of s = σ̄

σ̄eq
:
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Figure 11: The equilibrium surface charge profile on the channel wall (base to tip) as a result of an
external applied potential, expressed in terms of the total fraction of charged surface groups.

∂ts = ρA(R)kA

(
s−1 − s−2

)
+ kB

(
s− s−2)

)
= ρ̄A exp

(
e∆Vs
kbT

)
kA

(
s−1 − s−2

)
+ kB

(
s− s−2)

)
. (6.4)

This is in accordance with the findings of our finite element simulations, shown in Figure 12a. In
this figure, we use a Forward Euler time-stepping method initialised at t=1.0s to solve equation 6.4,
and compare it to FE results. In the 12b, the effect on the conductance is shown as well, which follows
a similar pattern but also shows the direct effect of ion accumulation on the conductance (blue). In
order for the surface charge increase (green) to change the total conductance significantly, the channel
radii need to be of the same order of magnitude as the Debye length, such that the conductance of the
electric double layer significantly contributes to the total conductance. Note that in these figures, we
simulate small measure pulses of -10mV to extract the conductivity from the FE simulations.

Already, we see that the retention time of the surface charge increase is much higher than that of the
ion accumulation (Figure 12b), as the effect of the ion accumulation decays at the diffusive timescale
τD at the end of the voltage pulse. Interestingly, the discharging rate is also lower than the charging
rate, as the effect persists much longer than the time needed for the charge to build up (500ms).
This relatively long discharging time follows from the fact that during the pulse, the concentration
of reactive ions is much higher relative to after the pulse, leading to a faster reaction rate. It is also
aided by the slow discharging rate intrinsic to an adsorption reaction of a charged ion to a charged
wall with the same sign[29]. Note that this is a somewhat counter-intuitive symmetry breaking of an
otherwise symmetrical equilibrium reaction, and that the charging dynamics of a reaction like Equation
6.1 deserve a study of its own, which we will not do here. In the next section, we will explore methods
to get a more extreme asymmetry between charging and discharging, by using substitution reactions
and ions with a higher valency.
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(a) (b)

Figure 12: The response of the average surface charge (a) and conductance (b) of a conical microchannel
(L = 1µm, Rb = 120nm, Rt=30nm) with an adsorption reaction at the channel wall to a 500ms voltage
pulse. The adsorptive ion has the same charge as the channel wall. The effect of the increased surface
charge on the conductance decays much slower than the effect of the ion accumulation.
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6.2 Substitution Reactions

Substitution reactions of the type

SB +AZA ⇄ SAZA−ZB +BZB (6.5)

, where Zi represents the valency of ion i, can result in a much more non-linear charging dynamics
due to the fact that both the forward and the backward reaction depend on the availability of an ion
which is now attracted or repelled from the surface [29]. This is represented by the presence of a ρi
term in both the forward and the backward rate of the Langmuir-type equation describing the kinetics
at a point at the channel wall:

σt = kF (Γ− σ)− kBσ; (6.6)

kF = kfρA(R);

kB = kbρB(R).

Figure 13: A schematic representation of a conical microchannel with an active subsitution reaction at
the channel wall, following langmuir kinetics. The ionic species present in the channel are Na+, Cl−,
B2− and A3−.

This creates the potential to strongly increase the retention time of the conductance change of
a microchannel following electric stimulation. In this section, we will model a cone with such a
substitution reaction, where both ρA and ρB at the reservoir boundaries are taken to be 0.02mM , much
smaller than the concentration of screening ions ρNa and ρCl (1.0 mM ±ρA/BZA/B , see Appendix I). A
schematic representation of this system is given in Figure 13. The Figures 14 and 15 show the change
in conductance following electric stimulation of two cones identical to the previous section, but with a
substitution reaction on the channel wall.
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Figure 14: The conductance-response of a conical microchannel (L = 10µm, Rb = 120nm, Rt=30nm,
see Appendix I) with a 2:1 substitution reaction at the channel wall to a 500ms voltage pulse. Both
reactive ions have the same charge as the wall. The effect of the increased surface charge on the
conductance (green) decays much slower than the effect of the ion accumulation (blue).

As can be seen in these figures, the retention time of this process is very large, and the cones in
fact discharge much slower than they charged up. Notably, the diffusive time-scale of this system is
still τD ≈ 10ms (see insert of Figure 15). Since this is the typical time in which the effects of ion
accumulation on the conductance will appear and decay. However, the timescale of the decay of the
surface charge in the 3:2 surface reaction is approximately τS = 50s, significantly longer than the pulse
duration.

A comparison between the two figures also shows that the reaction with a trivalent and a divalent
ion has a much longer retention time compared to the divalent and monovalent reaction. This is to
be expected, as the supercharged surface strongly repels these divalent and trivalent ions, making it
difficult to discharge when the electric pulse and ion accumulation have receded.
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Figure 15: The conductance-response of a conical microchannel (L = 10µm, Rb = 120nm, Rt=30nm,
see Appendix I) with a 3:2 substitution reaction at the channel wall to a 500ms voltage pulse. Both
reactive ions have the same charge as the wall. The effect of the increased surface charge on the
conductance (green) has an extremely long retention time compared to the diffusive timescale (blue)
at which the ion accumulation recedes, as displayed in the insert.

Though the asymmetry between the charging and discharging rate can be intuitively understood
using our knowledge of salt accumulation and nonlinear dynamics, the fact that the equilibrium surface
charge changes at all during electric stimulation actually depends on a further fact. Both reactive ions
will increase in total average concentration (⟨ρ̄i⟩) by approximately the same amount, which would leave
the equilibrium surface charge largely unchanged. However, as salt concentrations increase, there are
more ions available to screen the surface charge in an electric double layer. The Boltzmann distribution
ρA/B(r) depends on the surface potential, and not the surface charge. The surface potential for a 1:1
electrolyte is given by the Gouy Chapman theory and can be derived as

∆Us(x) =
−2kbT

e
sinh−1(2πσ(x)λd(x)λb), (6.7)

where we take into account that all these value depend on the distance along the cone, as a
consequence of inhomogeneous concentration profiles. Since our Na+ and Cl− do the majority of the
screening, and the reactive ions are only available in lower concentrations, we expect this relation to
still hold for our system. As salt concentrations increase, the Debye length

λd(x) =

√
ϵkbT

2e2
∑

(ρi(x)Z2
i )

will decrease. From the Boltzmann distributions of A and B, assuming identical concentration at
r = 0, we can derive that

ρA(R)

ρB(R)
= exp

{
(ZB − ZA)e∆Us

kbT

}
= exp

{
e∆Us

kbT

}
. (6.8)
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Figure 16: A comparison of an analytical approximation (AA) and a finite element (FE) simulation
of the response of a conical microchannel (L = 1µm, Rb = 120nm, Rt=30nm) with a 3:2 repulsive
substitution reaction to a 500ms voltage pulse.

Since in our case, the surface potential is negative, a depolarization (decrease in its absolute value)
will lead to a relative increase inA3− compared toB2−, which is the reason for the change in equilibrium
surface charge. To test this explanation, we model the FE simulation by numerically solving ρi(x, V )
(given in section 4 and σ(t) (B.2), taking into account the spatially dependent screening. The results
can be seen in Figure 16. The FE and the analytical approximation are in good agreement, although
the analytic model underestimates the charging rate. This is not surprising, as the equations for the
concentration profiles ρi(x, V ) do not describe out-of-equilibrium systems and assume homogeneous
surface charge, as well as the lubrication limit of thin double layers. The sign and order of magnitude,
as well as the fast charging and slow discharging are captured well, strengthening our hypothesis
about the working of this system. For a more elaborate discussion of the analytical approximation,
see Appendix II.
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6.3 Chemically induced long term depression and Hebbian Learning

As described in Section 3, both signalling and plasticity in the chemical synapse are influenced by
the presence of ions such as Na+, K+, Cl− and Ca2+ as well as neurotransmitters. Thus far, we
have only looked at ion concentrations as playing a passive role in the changes in conductance of our
conical channel, following the actively controlled electric potential. However, an advantage of fully
ionic devices compared to fully electronic ones, is that there is a much larger 'bandwidth’ of possible
signals travelling through our microchannels. As we have multiple independent ionic species in our
channel, we can change not only electric potentials driving an electric current, but also chemical ones
driving an independent flux of chemical species.

There can be strong gradients in the concentrations of ions across neuronal membranes. For
example, at rest, the concentration of potassium ions is roughly 30 times larger inside than outside of
the cell [33]. The influx of positive ions along their concentration gradient is the main driver behind
the generation of the action potential and, in the case of Ca2+, the release of neurotransmitters by
the presynaptic neuron. In the postsynaptic neuron, an influx of calcium ions is widely believed to
play a decisive role in triggering LTP and LTD, with moderate increases leading to LTD and strong
prolonged increases leading to LTP [26].

Figure 17: A schematic representation of a cone with a substitution reaction on the channel wall.
Here, we apply not only an electric potential gradient, but also a concentration gradient, with the
concentrations of our reactive ions much larger in the reservoir on the tip side compared to the reservoir
on the base side. Screening ions (which are much more abundant than the reactive ions) are left out
for clarity.

Interestingly, conical microchannels can mimic such effects. By applying concentration gradients
between the tip and the base of the cone (Figure 17), we can strengthen, weaken and even reverse the
effects of an electric pulse on the surface charge. In figure 19, we show an example of the reversed
effect, a Long Term Depression. This channel is almost identical to the one displaying Long Term
Potentiation in Figure 15, but has an applied concentration gradient. In this case, the boundary
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condition concentration at the base-side ρA,b is 4 · 10−4mM compared to ρA,t = 2 · 10−2mM at the
tip side. Applying this concentration gradient affects the ion accumulation during the electrical pulse
such, that the equilibrium surface charge decreases instead of increases (Figure 18). This, in turn,
decreases the conductance of the channel by up to 30% with a relatively long retention time. This
mimics how different calcium concentrations across the postsynaptic membrane can influence the onset
of LTP or LTD.

The effects of concentration gradients on the conductive properties and ionic fluxes in inhomogeneous
microchannels deserves a study of its own and falls outside the scope of this thesis. For now, it is
enough to note that concentration gradients have a large effect on the exact shape of our concentration
polarization curves, which can in turn drive the surface charge profile.

Figure 18: When applying a concentration gradient for the trivalent reactive ion, the response of the
surface charge of a conical channel with a substitution reaction can change sign. Here, the cone has the
standard parameter set as in Appendix I, but with a concentration ρA = 4 · 10−4 at the base reservoir.
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Figure 19: The conductance-response of a conical microchannel (L = 10µm, Rb = 120nm, Rt=30nm)
with a 3:2 substitution reaction at the channel wall to a 500ms voltage pulse. Both reactive ions have
the same charge as the wall. A steep gradient is applied to the trivalent ion, which has a concentration
fifty times smaller at the channel tip compared to the base, while the divalent ion only has a twofold
concentration decrease from base to tip reservoirs. There is a persistent drop in the conductance, with
a decay rate much larger than the diffusive decay rate of the ion accumulation process.

Let us look at an interesting example of the effects of time-dependent changes in the concentration,
as opposed to merely stationary gradients. We can mimic the electro-chemical processes that happen at
the post-synaptic domain during pre- or post-synaptic activation. In the section on Synaptic Plasticity,
we described the coincidence-detection mechanism of the NMDA receptor. This ion channel only opens
when there is both a chemical signal, in the shape of an increase in available neurotransmitters, as
well as a sufficiently strong depolarization of the postsynaptic neuron. The NMDA receptor, which
is highly permeable to Ca2+, is believed to play an important role for plasticity. We can mimic its
functionality by constructing a conical channel that only increases in conductance when both electric
and chemical activation occur at the same time. An demonstration of this is shown in Figure 20.
Between 0.5 and 1.0s, either the voltage-, the concentration gradient or both are altered, and we can
see that a strong change in conductance only occurs when both are present.
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Figure 20: The response of the surface charge of a conical channel with a 3:2 substitution reaction to
different types of stimulation. An electric pulse corresponds to a -1.0V electric potential gradient and
a chemical pulse corresponds to a raising of the concentration of reactive ions at the base reservoir
(1e− 3mM to 1e− 2mM). The pulses occur between 500ms and 1s (green).

During this simulation, the relative concentration ρA/ρB is kept constant, but both are elevated
by a factor 10 at the base-end of the cone in the case of a chemical signal, from 4 · 10−3mM to the
standard 2 ·10−2mM . This increase in concentration leaves the equilibrium surface charge in-tact, but
leads to an increase in effective reaction rate. To make the analogy with synaptic signalling explicit, a
chemical signal (concentration increase) corresponds to presynaptic activity and a concurring release
of neurotransmitters. An electrical signal corresponds to a depolarization of the postsynaptic neuron
(an action potential). Both signals are assumed to occur simultaneously. In the study of Spike
Time Dependent Plasticity (STDP), temporal differences between these signals would be of particular
interest. In reality, the relative strengthening and weakening of the synaptic strength would depend on
the exact timing of the neurotransmitter release and the speed at which neurotransmitters are taken
up and removed from the synaptic cleft.

If we put the last two results together, we see that it is possible with a chemical pulse to temporarily
change the response of the conical channel to an electric pulse. For that, we perform the same FE
simulation as in Figure 20, but now we change ρA/ρB during the pulse. We start with the standard
parameter set, but with ρA = 4 · 10−4 at the base reservoir. During the pulse, we only increase ρA
at the base reservoir to 1 · 10−2. As we can see in Figure 21 we now have a device that lowers its
surface charge (and conductance) upon electrical stimulation only, increases its surface charge upon
chemical stimulation only, and strongly increases its surface charge upon coincident chemical and
electric stimulation. Here we see a strong analogy with the NMDA coincidence detection mechanism,
with LTD, 'facilitation' and LTP during post-, pre- and simultaneous synaptic activity respectively.

These results neatly demonstrate the potential for neuromorphic, synapse-like plasticity in conical
microchannels with substitution reactions. As not only electric but also chemical potentials can
influence the conductance state of this device, we have opened up the possibility for many types
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Figure 21: The response of the avarage surface charge of a cone with a 3:2 substitution reaction
at the channel wall. Full parameter set given in Appendix I, with the following alteration: at rest,
the concentration of the trivalent reactive ion is decreased fifty times at the base reservoir. During
a chemical pulse, it is increased to only half the standard value (1 · 10−2mM . An electrical pulse
corresponds to a -1.0 V electric potential.

of exploitation of non-linear transport phenomena.

In the previous parts of this section, we have described how to tune the conductance state of our
conical microchannels with electric and chemical signals of different signs and magnitudes. We will
now look at a different type of plasticity mentioned in Section 3: frequency dependent plasticity.
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Figure 22: Pulse trains with different frequencies but similar pulse-widths and an amplitude of -0.8V.
The studied regime ranges from ∆T < τD to ∆T > τD, such that subsequent pulses build or do not
build up their effects on the conical channels, respectively

6.4 Frequency dependent plasticity

In hippocampal and cortical neurons, different stimulation paradigms of a pre-synaptic neuron are
known to lead to different relative amounts of LTP/LTD. That is, synapses respond differently to an
incoming pulse train of 100Hz compared to an incoming pulse train of 5Hz, where the former is usually
associated with strengthening (LTP) of the synapse, and the latter with weakening (LTD) [34].

Interestingly, the device described in the previous paragraphs, can display frequency dependent
plasticity of some kind too. As we have a process which is highly volatile (the accumulation of salt)
and another coupled process which is much more stable (the change in surface charge) we can find
long term effects of differences in frequency. The basic mechanism is as follows: If voltage spikes
follow each other closely, their effect on the salt concentrations will add up, whereas if there is a lot
of time between voltage spikes, the increase in salt concentration following one pulse will have been
erased before the next one arrives. Since different salt concentrations can lead to different equilibrium
surface charges, we expect a cone stimulated with a fast frequency to charge to a higher σeq than a
cone stimulated with a lower frequency.

To demonstrate this mechanism, let us simulate the experiment described above. We define the
duration of a voltage pulse as τp and the time in between pulses as ∆T such that the frequency is
f = 1/(τp + ∆T ). We’ll then only vary ∆T to simulate a synapse being activated by pulse trains
with different rates, with the time between pulses ranging from ∆T < τD to ∆T > τD. The cones
will be similar to those described in the previous section, with a 1:1:3:2 electrolyte, and the latter
two being reactive ions present at low concentrations. See Appendix I for the full parameter set. The
charging rates are also increased to reduce the simulation time needed for the surface charge to reach
an equilibrium, with kf = 200s−1mM−1 and kb = 300s−1mM−1.

As we can see in Figure 23, different frequency pulse trains lead to different asymptotic surface
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Figure 23: The response of a conical channel with active surface chemistry in response to pulse trains
with varying frequencies. The x-axis is scaled by the frequency of the different pulse trains in Hz, such
that every point on a vertical line has had an equal number of pulses. Dimensions are similar to the
Standard Parameter Set, but with kf = 200s−1mM−1 and kb = 300s−1mM−1.

charges, emulating one of the synaptic plasticity rule. Figure 24 shows the corresponding response of
the conductance of the channel. We see that higher frequencies lead to higher asymptotic conductances.
A further step would be to combine this with previous results, to try and construct a device that lowers
its surface charge at low frequencies, and increases them at higher, but this is outside the scope of this
thesis, as we just aim to demonstrate these fundamental features.

Figure 24: The conductance of a conical microchannel with active surface chemistry depends on the
frequency of the spike train running through it.
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7 Outlook, Conclusion and Discussion

7.1 Outlook: Temporal and Spatial Addition in Spiking Neural Networks

So far, we have investigated action potentials and plasticity. There are, however, other important
fundamental characteristics of signal transmission and computation in the brain. In particular, it is
important to study how neurons process the incoming signals. Our previous neuron model already
showed an all-or-nothing spiking response, but the question of what the scalar input I represents, we
have left untouched.

At the dendrite of a neuron, incoming action potentials and excitatory postsynaptic potentials
(EPSPs) can be temporally and spatially added together to produce a composite signal. Action
potentials are rapid, all-or-nothing electrical signals that are generated by neurons and propagate
along their axons. EPSPs, on the other hand, are slower, graded potentials that are generated by the
flow of ions across the cell membrane at the synapse [17].

Temporal summation refers to the process by which action potentials and EPSPs that arrive at
the dendrite closely in time are summed together, resulting in a stronger composite signal. Spatial
summation, on the other hand, refers to the process by which action potentials and EPSPs that arrive at
different locations on the dendrite are summed together, again resulting in a stronger composite signal.

Artificial neural networks (ANNs) are computing systems that are inspired by the structure and
function of the brain. In ANNs, the process of temporal and spatial summation is typically simulated
using mathematical equations that describe the flow of signals between the neurons. While these
equations can be effective for modeling certain aspects of the behavior of neurons, they do not always
accurately reflect the complex, nonlinear behavior of real neurons [35].

Spiking neural networks (SNNs) are a type of neural network that are designed to more closely
mimic the behavior of real neurons. In SNNs, each neuron is modeled as a dynamical system that
can exhibit complex, nonlinear behavior [36]. This behavior is influenced by factors such as the flow
of ions across the cell membrane, the release of neurotransmitters, and the activity of other neurons
that the cell is connected to. By using this more biologically realistic model of the neuron, SNNs can
better capture the process of temporal and spatial summation at the dendrite of a real neuron. This
can be useful for tasks such as pattern recognition or decision making, where the ability to accurately
model the behavior of neurons is important.

A promising application for the results shown in this thesis would be to construct networks that
combine the spiking and plasticity behaviour in a network architecture that can perform unsupervised
learning tasks. In the study of SNNs dynamical systems that are supposed to mimic synapses are
normally made out of solid state devices [37], but the devices presented here would be a good candidate
for the construction of iontronic spiking neural networks.
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7.2 Conclusion and Discussion

The use of microfluidics in conical microchannels is promising for the construction of novel neuromorphic
devices. In the previous sections, we have seen how the processes of salt accumulation and depletion,
together with Langmuir-Kinetics-driven reactive surfaces, can lead to neuromorphic behaviour such as
long-term memory, spiking and plasticity under the right experimental paradigms. Many of the effects
reported here are novel and still speculative. Numerical finite element and analytical modelling lends
itself well for the discovery of interesting physical mechanisms and optimal parameter sets. However,
experimental verification is required to see if these mechanisms can actually be meaningfully exploited
to the extent suggested here.

The types of surface chemistry present in our modelled conical microchannels are theoretical:
we freely chose our reaction rates and ion valencies to demonstrate the desired effect as clearly as
possible. A specific surface reaction with relevant forward and backward rates will need to be found
in the literature of surface chemistry. One such example is the calcium charging of silica groups
(SiOH +Ca2+ ⇄ SiOCa+ +H+). However, the literature of surface chemistry is somewhat obscure,
and lists of all known surface reactions with their respective absolute forward and backward rates do
not exist. Luckily, there is a lot of room for exploring interesting parameter spaces by easily varying
the amount of surface groups as well as the absolute and relative concentrations of all ions.

It is important to note that some of the systems described above involve divalent and trivalent ions,
for which mean field theories generally break down. These systems fall in the regime of Strong Coupling
Theory, with a coupling parameter significantly larger than one [38]. In this case, particle-particle
interactions become so strong, that mean field theories such as Poisson Boltzmann theory break down
[38] as strong correlations between the positions of the charged particles appear. It is not yet clear
if the results are therefore significantly skewed, as our trivalent and divalent ions are co-ions to the
surface and they occur in small concentrations compared to the conductive ions, not raising the ionic
strength I = 1

2

∑
i ρiZ

2
i by more than 10%. Experimentally, it is possible to further experiment with

different ion radii and ion concentrations to find which regimes show interesting behaviour similar to
the effects displayed here.

As our double layers are mainly made up of our screening ions, the specific concentration profiles
of our reactive ions are not important for the conductance of our devices. For the charging kinetics to
be modelled accurately, we only need accurate values of the concentrations at the channel wall. All in
all, we expect most of the predicted absolute values for charging strength and speed to be significantly
different in real life, but we also expect the effects to be relatively robust. Experimental validation is
needed to see if these results qualitatively hold up in real life settings.

This investigation of reactive surfaces in conical microchannels for computing or sensing purposes
probably only comprises a small part of what is possible to do with these devices. The possibility to
signal with electric, chemical and pressure signals through fluidic microchannels lends itself to many
more experimental set-ups. In this thesis, we have only looked at constant and alternating electrical
signals, with or without chemical signals. The interplay with pressure, which is know to influence the
flow and current rectification of these channels, has not been explored yet.

Further work could focus on exploring different plasiticity and learning rules. There are a large
amount of such rules known in biological and computational neuroscientific literature, however, the
methods to model or replicate them artificically are still being developed [39]. Further refining the
analogy between spike time dependent plasticity and the behaviour of the chemically active conical
microchannels is one potential avenue. Different types of 3-factor learning rules could also be explored.
The focus on STDP and FDP in this report was chosen purely for demonstration.
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Additionally, further investigations into useful networks and other architectures that could be made
with these microchannels are warranted. This is largely unattainable through Finite Element methods
such as COMSOL, and would require good analytical approximations, which is why we have tried to
construct those in section 6. One goal could be to build networks that display a type of associative
memory, resembling a Hopfield Network or a spiking neural network, as described in the previous
paragraph. Since the microchannels can change their conductance states purely based on previous
inputs and respond non-trivially to different electrochemical signals, these microchannels are highly
suitable for such approaches.
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A Parameter Sets

Table 1 presents the standard parameter set used for Figures 3-5.

Parameter Value Unit
Length 10 µm
Rb 200 nm
Rt 50 nm
ρ± 0.5 mM
σ -1e17 e/m2

D 1.5e-9 m2/s
T 293 K

Table 1: Figure 3-5

Table 2 presents the parameter set used in the Hudgking Huxley-type circuit corresponding to and
used to generate Figures 5-7.

Parameter Value Unit
L± 2.5 µm
Lslw 10 µm
Rb 200 nm
Rt 50 nm
ρ± 0.5 mM
σ -1e17 e/m2

D 1.5e-9 m2/s
Cm 1e-15 F
Iapp 1.3e-13 A
Eslw -0.45 V
E± 0.75 V
T 293 K

Table 2: Figure 5-7

Table 3 shows presents the parameter set used for the simulation of conical channels with an
adsorption reaction on their channel wall. Cone dimensions are reduced to increase effects of double
layer on channel conductance.
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Parameter Value Unit
L 1 µm
Rb 120 nm
Rt 30 nm
ρ+ 1.0 mM
ρ− 0.98 mM
ρA 0.02 mM
ZA -1 1
Γ 1e18 1/m2

D 1.5e-9 m2/s
kadsorb 10 mM−1s−1

kdesorb 0.4 s−1

T 293 K

Table 3: Figures 10-12

Table 4 shows the standard parameter set used for the simulation of conical channels with a
substitution reaction on their channel wall with either a combination of di- and monovalent reactive
ions or tri- and divalent reactive ions in Figures 15-23.

Parameter Value Unit
L 1 µm
Rb 120 nm
Rt 30 nm
ρ+ 1.0 + ZAρA mM
ρ− 1.0 - ZBρB mM
ρA/B 0.02 mM
ZA -1/-2 1
ZB -2/-3 1
Γ 1e18 1/m2

D 1.5e-9 m2/s
kf 200 mM−1s−1

kb 250 mM−1s−1

T 293 K

Table 4: Figures 15-23 (deviations described in specific captions)
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B Notes on analytical approximation of conical microchannels
with surface Langmuir Kinetics

Figure 16 features a comparison of the results from Finite Element methods and analytical approximation
with time-stepping methods that make use of expressions derived for the physics of charged conical
microchannels and Langmuir kinetics.

To get a better understanding of what physics is behind the strongly non-linear charging and
discharging dynamics observed in the finite element methods and to test the hypothesis that this is
largely driven by screening effects, we see how close our analytical approximation comes to the results
from Finite Element analysis, and investigate where the errors could lie. For reference, we give a more
elaborate account of the modelling steps here.

We will use a modified version of Equation 4.6 to calculate the laterally averaged concentration
profiles of our different ionic species along the cone:

ρs(x, V )− 2ρb =
∆ρ∗

Pe

 x
L

Rt

R(x)
− e

Pe(V) x
L

R2
t

RbR(x) − 1

e
Pe(V)

Rt
Rb − 1

dx/L, (B.1)

Where we use a modified ∆ρ∗ ≡ 2(∆Rσ0 + Rb∆σ)(e∆Us,tip/kbTR
2
t ) with σ0 = σ(0) and ∆σ =

σ(0.99L)− σ(0) to capture the effects of the inhomogeneous surface charge [58].

We assume all ions with different valencies to follow the same concentration polarisation, though
FE simulations show up to 50% variation between concentrations of ions of different valencies at the
center of the channel. Also, since we are interested in changes to the surface charge occurring on the
order of hundreds of milliseconds or more, we assume the salt concentrations to instantaneously change
upon application of an electric potential instead of modelling the diffusion process as in Equation 4.8.

As described in Section 6, we calculate not only spatially dependent transversely averaged concentrations,
but also the spatially dependent Debye length λD and surface potential ∆Us. We then assume a
Boltzmann distribution for each ions transversal concentration profile, such that the value of the

concentrations at the channel wall are ρi(x) = ρ̄i(x) exp
{

−Zie∆Us(x)
kbT

}
. Note that this assumes thin

double layers, which is not a good approximation at the tip of our cone, where Rb ≈ 5λD.

Using timestepping, we then forward the following differential equation:

σt = kF (Γ− σ)− kBσ; (B.2)

kF = kfρA(R);

kB = kbρB(R).

This gives us the results shown in Figure 16. The conclusion is that changes in surface potential
through screening effects indeed largely explain the characteristic charging behaviour of this device.
Multiple approximations were used that are not fully warranted, such as valency-independent concentration
polarisation, linear surface charge profiles, stationary-state concentration profiles and the lubrication
limit of thin electric double layers. More detailed and complicated models could better capture the
magnitude of the surface charge change.

René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij


René van Roij



	Introduction
	Scope and Relevance
	A Short Review of Neuromorphics and Synaptic Plasticity
	The Physics and Memristive Properties of a Conical microchannel
	Neuron models
	Synapse Models
	A demonstration
	Substitution Reactions
	Chemically induced long term depression and Hebbian Learning
	Frequency dependent plasticity

	Outlook, Conclusion and Discussion
	Outlook: Temporal and Spatial Addition in Spiking Neural Networks
	Conclusion and Discussion

	Parameter Sets
	Notes on analytical approximation of conical microchannels with surface Langmuir Kinetics

