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Abstract
Threat modeling is a method for identifying and analyzing security problems early on in the de-
velopment life cycle. The infancy of the discipline, the absence of a shared scope, and variations
in complexity and application all contribute to the challenge for decision-makers to select a threat
modeling method and tool. This study proposes a systematic decision-making approach, the core
of which lies within a decision model suited to mitigate this challenge. The model facilitates the
evaluation of threat modeling methods based on a set of criteria. In its current state 95 require-
ments and 18 threat modeling methods are mapped. The requirements were extracted and refined
by doing an SLR, expert surveys, and interviews. Quality criteria were derived and a preliminary
mapping between qualities and requirements was created. The context of the selection in terms of
goals, scopes, and preferences was investigated and served as input for creating the final systematic
decision-making approach. This approach underwent evaluation through a case study using criteria
from the Prat taxonomy. Results indicate that the proposed systematic selection approach has the
potential for assisting in making traceable decisions but needs to be further refined and validated.
Moreover, the collected data and results of the analyses, and especially the methods, requirements,
and quality criteria refined through a multi-phased research protocol, can serve as a foundation for
future research.
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1 Introduction

The fast growth in IT provides new opportunities. For example, numerous IT innovations and
applications have been developed to combat the COVID-19 pandemic [72]. However, the growth in
this sector is a double-edged sword, as it also exposes IT systems to an increasing number of attacks
[200]. These attacks encompass threats that originate both from external and internal sources
within the organisation [159]. The impact of successful attacks can vary significantly, ranging from
relatively minor but severe incidents like unauthorized access to an individual’s email account, such
as that of the janitor, to the catastrophic exposure of sensitive personal data belonging to millions
of customers1. Take for example Uber, an enormous organisation that in late 2022 has fallen victim
to yet another cyberattack. The hacker managed to breach the company’s security and gained
unauthorized access to critical systems and over one petabyte of sensitive company data, including
internal financial information. Especially with a growing dependence on IT infrastructure, the
importance of taking action before threats can be exploited is more crucial than ever.

To proactively identify, evaluate, and propose mitigations for these attacks, threat modeling has
been developed [203]. Threat modeling is a diversified domain, encompassing a wide range of
methods that differentiate, among other aspects, in terms of their application, focus, and perspective
[200] but also in input, procedure, outcome, guidance, and tool support [175]. The multifaceted
landscape lacks a single unified definition, resulting in numerous distinct interpretations and usages
[200]. This poses a challenge in establishing a common basis for method comparison. Additionally,
the task of identifying threat modeling methods is made more complex, given the wide variety of
terms used throughout the literature to refer to a threat modeling method. E.g., Threat analysis
[9], methodology [147], technique [150], framework [37], threat identification [140], and more.

In the scope of this thesis, two existing definitions are combined from a top-down view. On a high
level, threat modeling can be defined as “a process that can be used to analyze potential attacks or

1https://www.theguardian.com/technology/2017/nov/29/uber-security-breach-london-sadiq-khan-users
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threats and can also be supported by threat libraries or attack taxonomies” [180]. This definition can
be specified using the system evaluation perspective, wherein threat modeling entails representing
and analyzing the system architecture, resulting in the identification of potential threats. Given
these threats, appropriate mitigation techniques are picked [38].

A significant number of different methods for threat modeling exist. These all have a different
technique, such as STRIDE [150], PASTA [177], LINDDUN [37], Attack Trees [155], and plenty
more. They utilize a notation and are sometimes supported by a tool [22]. Threat modeling
methods and tools are already evaluated and compared in literature [156, 159, 196]. However, due
to the inherent diversity of the domain, there is not a single method that fits best for all scenarios
[175, 200]. Selecting the "best" method can be accomplished by aligning the organisational context
with the application context of the threat modeling method [156]. Factors such as risk, dedicated
time, experience with modeling, and stakeholder preferences influence this decision [159]. However,
this selection process is still perceived as burdensome and exhausting [156].

The infancy of the discipline, the lack of a common scope, and differences in complexity and
application all contribute to the complexity of the method selection challenge [161, 175]. Decision-
makers have to deal with a significant number of alternatives, each featuring a distinct collection
of components, each possessing a set of diverse characteristics [200]. This selection is conducted
distinctively by each stakeholder and the suitability of selection is dependent on the alignment of
contextual factors with the threat modeling method. Moreover, The quantity and variety of threat
modeling methods significantly increase the selection challenge difficulty. Given these observations,
it is particularly relevant to provide adequate guidance. Therefore, this study aims to develop a
systematic decision-making approach that utilizes a decision model to capture knowledge about
threat modeling methods in a reusable format. To achieve this, multiple research activities are
conducted to capture the context of the selection problem. Based on the results of these activities,
a systematic approach is designed, which is tested at a large insurance company located in the
Netherlands.

1.1 Problem statement

The literature suggests that the threat modeling discipline is still in its infancy [203]. Meaning there
are numerous non-validated methods or methods that apply to a specific case study [200]. Several
studies try to provide an overview of this domain [156, 159, 175, 200]. Others compare a limited
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number of methods based on criteria or from the point of view of the supporting tool [22, 161].
In addition to the limited supply of these studies, the comparison or mapping is constructed using
a wide range of criteria. The subjects of study share partial overlap, yet a lack of coherence is
apparent between the sets of subjects. Moreover, there is a difference in complexity [203] and
application of threat modeling, as well as a deficiency in common usage of the definition [200].
All these aspects contribute to the practical challenge for decision-makers to select an appropriate
threat modeling method and tool [161, 175].

To address this challenge, several studies offer advice or a recommendation on how their findings
translate to this decision-making problem [156, 159, 175]. However, the advice provided by the
literature is often oversimplified and fails to account for multiple organisational requirements. For
instance, Tuma et al. [175] based their recommendation on one organisational component called
"resource investment", which can be "large" or "small". If the resource investment of a practitioner
is classified as "small", a set of six general methods and numerous extensions can be considered
[175]. Given the guidance provided by the literature, the practitioner is still required to acquire
extensive knowledge about various techniques and methods to select a suitable approach [156].

To overcome this challenge and make an informed decision, the practitioner can benefit from a
structured approach. As far as known, there is no systematic threat modeling method selection
protocol. The selection problem is eligible for the formal specification of relationships between
method characteristics and organisational requirements [141]. A formal mapping of the relationships
between domain and organisational concepts can be the basis for a systematic decision support
method [51]. Nonetheless, this does not exist in the literature, particularly within the domain of
threat modeling.

A decision-making process can be defined as human behavior in which a preferred alternative course
of action is selected among a set of options, guided by predetermined criteria [188]. Decision-makers
in the threat modeling domain are confronted with a significant number of alternatives each encom-
passing a unique combination of a technique, tool, and notation. Additional complexity arises from
the distinct characteristics inherent to each component [200]. To make an informed decision, the
decision-maker is challenged with the long-lasting task of evaluating and comparing these alterna-
tives. This task is conducted differently by each stakeholder. The type of system that is modeled
and the modeling objective impact this decision, as well as the experience with threat modeling
and foreseen time dedication [159]. The substantial quantity and variety of existing methods pose
a challenge for practitioners to select an appropriate threat modeling method [175]. Each method
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has a different focus [86] and therefore is applicable in a certain practical context. Moreover, there
is not a single method that is most appropriate for all scenarios. The subsequent subjective selec-
tion and evaluation are anticipated to create a difference in judgment among decision-makers. To
address these issues Multi-Criteria Decision-Making (MCDM) can be used to create a supporting
decision model [52, 55].

MCDM is a domain that encompasses a set of techniques used to evaluate alternative solutions based
on the preferences of a decision-maker [40]. The MCDM process contains six activities: 1) identify
the object, 2) select criteria, 3) pick alternatives, 4) decide upon weighing method, 5) method of
aggregation, and 6) aggregation-based decision-making [108]. This leads to a prioritized list of
alternative solutions, arranged from the most suitable to the least suitable alternatives [40]. By
creating a decision model that does a mathematical evaluation based on the aggregation function,
threat modeling methods can be evaluated over a set of criteria [77]. This evaluation presents
feasible alternatives given the preferences of the decision maker, thereby limiting the decision scope
and facilitating rapid decision-making.

1.2 Research goal and main research question

There is currently no structured approach toward threat modeling method selection published in
the literature. Therefore, this study aims to design and evaluate such an approach, which employs
a decision model to encapsulate knowledge about threat modeling in a reusable format. An SLR,
expert surveys and expert interviews are conducted to capture the context of the selection problem
from both the academic, as well as the practical perspective. Additionally, a suitable framework
for systematic decision-making is selected, adapted, and employed. Following the six steps from
Majumder [108], a decision model is developed. By integrating the context, particularly the threat
modeling goal, scope, and stakeholder preferences, with the decision model, we aim to develop
a systematic decision-making approach. This approach is evaluated in a case study at a large
insurance company located in the Netherlands.

In accordance with the research aim, the following Main Research Question (MRQ) is proposed:

MRQ: How can organisations systematically select a threat modeling method?
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1.3 Contributions and relevance

The following scientific contributions are made:

1. A decision model that assists with the systematic selection of threat modeling methods.
2. An approach for systematical selection of a threat modeling method given organisational

requirements, including the supporting tools.
3. Insights into the practical context of threat modeling, including the perceived goals, scopes,

and preferences.
4. Findings from a case study in which the application of selection approach is evaluated on, in

a large enterprise2.

Besides having a scientific implication, the research also has practical implications:

1. Traceable decision support for the selection of threat modeling methods.
2. The evaluation and objective selection of threat modeling techniques, tools, and notations

from a top-down perspective.

1.4 Document structure

The first chapter has been dedicated to introducing the research problem, goal, and expected
contributions. The next chapter (Chapter 2) presents the underlying concepts of the research and
related work. The third chapter (Chapter 3) is devoted to explaining all phases of the research
method and the corresponding deliverables. Next, the systematic literature review is documented
(Chapter 4). Chapter 5 outlines the activities conducted prior to the expert survey and interviews.
Subsequently, the results of the pre-interview survey are discussed (Chapter 6). Thereafter, the
expert interviews are reported in Chapter 7. In Chapter 8 we explain how the systematic decision-
making approach and corresponding decision model are created and afterward, we elaborate on
how the approach is tested in a case study (Chapter 9). Lastly, each research activity is discussed,
threats to validity are provided and the research is concluded in Chapter 10.

2Has more than 250 employees as defined by OECD [169]
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2 Background and related work

The following chapter describes the underlying concepts of the research as well as mentions some
related work. First, the cyber threat paradigm is introduced and related to other cyber security
topics. Thereafter, the fundamentals behind systematic decision-making are discussed. This section
especially zooms in on MCDM, as it is one of the main topics of this thesis. Lastly, the related
domain of method engineering is briefly mentioned, introducing some core concepts utilized during
this study.

2.1 The cyber threat paradigm

As stated in the introduction, threat modeling is a method that allows proactive identification, eval-
uation, and mitigation selection for threats [203]. The Oxford dictionary [132] defines (cyber)threat
as “the possibility that somebody will try to damage or destroy a computer network, computer system
or website by secretly changing the information on it without permission.” However, this is only a
fraction of the definition used in the literature. To cause a threat, an attacker can exploit a vul-
nerability within a system. A vulnerability is a deficiency in the security of an information system
that can be exploited.

Vulnerabilities can occur on different abstraction levels. For example, there can be vulnerabili-
ties in the implementation of the system or the procedures in which the system participates [135].
These deficiencies may cause harm when exploited [134]. In the cyber security domain, harm can
be viewed as the loss of value [135]. Sometimes this can be measured directly in monetary value.
Other times harm can cause an indirect loss of monetary value, for instance, when productivity is
lost [118]. According to Pfleeger and Pfleeger (2012), harm can root itself in the loss of availability,
integrity, and confidentiality [135]. The loss of these terms regards the unauthorized use (availabil-
ity), modification (integrity), and observation (confidentiality) of assets protected by the system
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[135]. Examples of these assets are databases containing customer information or (virtual) business
processes. Maintaining availability, integrity, and confidentiality are basic security principles of any
software system. Nevertheless, when viewed from another perspective, these are objects of security
threats [135].

The subject that manifests a threat is often referred to as the threat agent [186]. A threat agent can
be internal or external to the system. Threats can be classified into three categories: environmental,
technological, and human threats [81]. Environmental threats are non-human threats due to natural
processes, such as natural disasters. Physical processes on materials cause technological threats.
For example, gaining entry into a restricted area, such as a physical data centre, and stealing the
hardware, would be a technological threat [81]. When discussing threats in this research, it is
mainly referred to as human threats. As the name suggests, these are threats caused by any human
and can impact the non-physical system components. The human agents can have a malicious or
non-malicious nature [81]. Non-malicious attacks occur due to poor security policies, often caused
by poorly trained employees, with the aim not to harm the system [178]. While malicious threats
are caused by any human that aims to harm and disrupt an organisation [81].

2.1.1 Risk versus threat
Numerous approaches exist for handling threats. The concept of risk is introduced to understand
the surrounding domain and the complexity of threat handling. To define risk and relate it to
the cyber threat paradigm, the standardized guide for conducting risk assessment by the National
Institute of Standards and Technology (NIST) is used [128]. NIST defines risk as "a measure of the
extent to which a potential circumstance or event threatens an entity”. To further elaborate, the
process of risk assessment contains the identification, estimation and prioritization of risks, based
on organisational components, such as assets, after the use of information systems [128]. On one
hand, agents exploit threats to cause harm to assets, on the other hand, risk refers to the estimated
measure of perceived threat caused by potential exploitation. The measure of risk, although not
standardized, is often a function of the level of consequence and probability of the harm occurring
[128].

When comparing the risk and threat definitions, it is understood that risk and threat can be sepa-
rated based on the point of view of the attack problem. Nonetheless, when observing the activities
surrounding these concepts, they are often intertwined. Take for example the concepts of risk as-
sessment defined by NIST. The first step regards the identification of threats to an organisation.
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This step is also a core component in the threat modeling definition and purpose [38, 203]. To
make matters more fuzzy, the term threat modeling, in literature, is used in numerous distinct
and incompatible matters [200]. Additionally, risk assessment is a complex domain comprising a
multitude of diverse approaches and subdomains.

2.1.2 The threat modeling scope
Defining the scope of the research concept is often done based on the definition. Nonetheless, the
cyber security domain has no standardized definition for threat modeling. The lack of common
ground in combination with the diverse nature of the domain results in numerous definitions being
used in literature [200]. In order to clarify the scope of threat modeling used in this study, this
section will explain the position of threat modeling in the cyber security domain, based on literature
examples. The position is established by relating the concept to the standardized risk assessment
domain. The term risk assessment refers to both risk analysis and evaluation [7]. The CORAS
method is a well-accepted method for model-driven risk analysis in literature [104]. It takes eight
steps to complete the method, resulting in a list of identified treatments that contribute to lowering
the consequence and/or likelihood of an unwanted incident. A threat diagram is created in steps five
and six of the method. The threat diagram contains information system assets and their relation
to unwanted incidents caused by the threat scenarios they are facing [104]. These threat scenarios
are almost identical to attack scenarios (e.g. “Malcode introduced by hacker via email”). Given
one of the most widely accepted (and applicable) definitions of threat modeling, “A process that
can be used to analyze potential attacks or threats” [180]. Assuming that minimal effort is required
for acceptance, CORAS as a method would logically classify as a threat modeling technique. This
provides minimal proof that threat modeling can be part of risk assessment, which should be
considered when performing a systematic scoping of threat modeling techniques. Besides that, this
research uses the high-level definition of Uzunov and Fernandez [180] to set boundaries for the
threat modeling scope.

2.2 Decision-making

Decisions are made every day, sometimes in a matter of seconds. “Are you going to watch tv?”
or “What are you going to eat for dinner?”, these decisions occur daily and only have a relatively
small impact on the future. However, decision-making becomes more complex when complicat-
ing the problem by introducing decisions on a professional level, where choices have permanent
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consequences. There are various definitions for decision-making applicable to diverse disciplines.
By observing commonalities between the definitions, there are at least three concepts to consider
[33, 69, 188]. First, a set of alternative solutions, define the scope of comparison and contain the
result of the decision-making process. Secondly, there are criteria that impact the decision and
determine the fitness of the alternatives. Lastly, there are preferences of a decision maker, that
regulates the importance of the criteria.

Threat modeling in the context of this thesis, is a method in the domain of computer security
[15], as a part of the software development process. The alternatives are considered to be threat
modeling methods. Threat modeling is still at a low maturity level [203]. There are numerous
distinct methods, often lacking validation [200]. Additionally, due to the difference in complexity
[203] and applications of threat modeling [200], it is expected to have a wide range of criteria. Given
these characteristics, it is challenging for decision-makers to select an appropriate threat modeling
method [175].

2.2.1 From decision-making to MCDM
When looking at the systematic decision-making discipline, the techniques used for decision-making
can be grouped into three categories: (1) Multi-Criteria decision-making, (2) Mathematical Pro-
gramming (MP) (3) Artificial Intelligence [27]. An overview of these categories and their attributes
are shown in Table 2.1. When initially comparing the three categories, MCDM seems to have a
preference. This is due to AI requiring the training data to train the algorithm on the decision-
making problem. To obtain an acceptable accuracy, it is expected that much data is needed. In the
case of the selection of threat modeling, this is missing. When evaluating MP there is doubt if we
can accurately represent the reasoning, especially related to qualitative attributes, in a mathemat-
ical function. Therefore, MCDM is in the context of threat modeling method selection the most
appropriate method.

Upon further investigation, it becomes evident that this categorization does not necessitate exclu-
sivity when classifying a concept. It can be observed that both AI and MP are rather how decisions
are made, while in essence, the context still concerns problems in the MCDM space [36, 62, 202].
MCDM is both an approach and a set of techniques to provide an overall ranking of alternative
solutions based on the preferences of the stakeholders [40]. It has been applied in various domains
[6] and on different abstraction levels. For example, it can be part of a threat modeling method
[129] or used in selecting a software product [67]. MCDM has never been applied to support a
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Table 2.1: Systematic decision-making categories and their characteristics.

Input Prerequisites Medium Output Example types
MCDM A set of

preferences
(weights)

A mapping
between criteria
and alternatives

Aggregation
function

Knowledgeable
recommenda-
tion

Multiattribute
utility methods,
outranking
methods,
compromise

MP A data rep-
resentation
of
alternatives

Decide upon a
fitting model,
based on the
assumed
relationship

Mathematical
model

Best outcome
given
mathematical
model

Linear
programming, goal
programming, data
envelopment
analysis

AI A data rep-
resentation
of a problem

A set of previous
problems and their
solutions to train
the algorithm

Algorithm Approximate
solutions

Neural network,
rough set theory,
decision tree

selection of threat modeling methods. It is possible that this is caused by the low maturity level of
the threat modeling domain [203], as well as the lack of quantitative benchmarks for the supporting
threat modeling tools [161].

To further assess the applicability of MCDM in the context of this study, it is necessary to in-
corporate findings from related domains. Marle and Gidel [110] used MCDM to support office
managers in selecting a project risk management method. Furthermore, there are already a set of
established instances where MCDM is used in the software development domain. Hanine et al. [67]
uses AHP-TOPSIS for selecting ETL (Extract, Transform, and Load) software. Büyüközkan et al.
[21] used a fuzzy MCDM for software development strategy selection. Farshidi et al. [52] created
an MCDM-based decision support system for blockchain platform selection. These are merely a
few instances among the numerous applications of MCDM to a related selection problem. Given
this observation, the goal of the research, its abstraction level, the complex decision-making nature,
and the number of factors embedded in the problem context, it is proposed to use the MCDM
methodology as a base for systematically solving the threat modeling method selection problem.

2.2.2 Multi-criteria decision-making
MCDM helps select the best alternative given an elaborate set of criteria. The most suitable alter-
native is selected based on analyzing the application of criteria to alternatives, determining criteria
weights for a specific instance and finally ranking the alternatives based on a MCDM technique
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or formula [6]. Generalizing the MCDM process exposes six activities: (1) object identification,
(2) criteria selection, (3) picking alternatives, (4) deciding upon a weighing method, (5) method
of aggregation, (6) aggregation-based decision-making [108]. Even though all methods can be gen-
eralized to this six-step approach, the MCDM methodology maintains various MCDM methods.
A few widely applied examples include Analytical Hierarchical Processing (AHP) [176], Analytical
Network Processing (ANP) [181] and TOPSIS [14].

The tools and techniques that apply these methods are decision models that use an aggregation
function on each alternative. In the context of MCDM, alternatives are represented as a set of
criteria values, that can be applied to any decision-making context. The core attribute of an MCDM
decision model is that it provides decision support, given a certain context or set of preferences [173].
To extract this context from the problem domain, the decision maker has to play an active role [41].
An interactive modeling procedure is required to translate the decision maker’s domain preferences
into the decision model’s weight component. An aggregation function calculates a score using both
the alternatives and the preferences as input. Next, prioritization based on a score is performed to
extract a ranking that can support decision-making [52]. It is worth mentioning that support is a
key concept in MCDM, meaning that MCDM can be seen as an informative process rather than an
actual decision-making activity. Given the outcome of an MCDM technique, a decision maker can
make an informed decision.

2.2.3 Selecting a systematic decision-making framework
Selecting a decision-making technique is often done based on convenience correlating to the knowl-
edge possessed by the researcher or highly influenced by the availability of tool support [77, 94]. To
justify the choice of method in this research, the generalised framework for multi-criteria method se-
lection [192] is used. This framework provides support in selecting the appropriate MCDM method
given a decision situation.

The framework decides based on four main aspects: weights, performance scale, uncertainty, and
decision nature. The lack of quantitative benchmarks in threat modeling [161] motivate using
weighing based on preference. Weights can be relative, quantitative, or qualitative [192]. Using
relative weights eliminates the homogeneity problem. However, relative weight assessment is a
very complex issue [96]. Approaches based on relative weights, such as AHP, have issues with
scalability [133]. These issues are rooted in pairwise comparison, which typically is considered as
the weight assessment method for extracting relative preferences [51]. Pairwise comparison is very
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time-consuming [133]. It requires exponentially increasing comparisons when criteria increase [144].
There are solutions to reduce this complexity. However, current solutions can deal with a relatively
small number of items [95]. The low maturity of the threat modeling domain [203] is assumed to
go together with an increasing number of methods and rapidly changing criteria. Therefore, it is
chosen to disregard approaches dealing with relative values.

Weights represent the preference of method and feature requirements in the threat modeling domain.
The assessment of preferences is utilized to prioritize the requirements. Preference is subjective [164]
and therefore hard to quantify accurately, especially when preferences from multiple stakeholders
need to be combined [61]. In software production and method engineering, requirements can be
prioritized using qualitative methods [17, 174]. Given these observations, weights in the MCDM
for threat modeling are preferred to be qualitative. When applying these criteria to the generalized
framework, six out of 56 methods hold. This already provides an indication that there might be a
lack of applicable MCDM methods. When furthermore investigating the suitability of the subset
of methods, it was found that every MCDM has its strengths and weaknesses. Table 2.2 shows
an overview of the MCDM methods, their characteristics, strengths, and weaknesses. Although all
of the strengths and weaknesses are considered, the following paragraph will provide a summary
of the critical factors which lead to the selection of an MCDM framework. Most of the methods
use outranking to compare the alternatives against each other. Meaning that at the end of the
aggregation phase, items are compared against each other to create a ranking. There are multiple
methods for this. For example, when a cardinal score is calculated for each alternative, score-based
outranking can create an order of items based on the implicit sequence. Another commonly used
method is to use pairwise comparison to compare alternatives against each other. This allows
for comparison with a more flexible input, allowing qualitative or mixed criteria data as input.
However, as discussed at the start of this section, a pairwise comparison is not very suitable for a
complex decision-making problem. ARGUS [35] and MELCHIOR[106] use this approach to finalize
their ranking, thus having scalability issues when the number of alternatives increases.

Similar complexity issues occur while using REGIME [73]. REGIME uses comparison based on the
probability of dominance for each combination of alternatives, which besides scalability issues, also
increases the complexity of interpretation. The most flexible method is named QUALIFLEX. This
method can use a wide range of diverse data types as input. However, this pairs with an increasing
complexity [139]. Although this can be overseen, the main issue is a consequence of the ranking
method. QUALIFLEX uses score-based outranking, based on the score for every potential order of
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Table 2.2: MCDM methods, their characteristics, strengths, and weaknesses.

Weights Criteria values Aggregation function Scalability Comparison Strenghts Weaknesses
Lexicographic
method

Ordinal Quantitative &
qualitative

Relative Criteria
ranking

High Single criteria 1. Simple reasoning method
2. Low time consumption

1. The use of both qualitative
and quantitative criteria gets
complex really fast [139]
2. Decision can be made based
on a single criterion [53]
which may not be accurate
3. Relative criteria ranking

ORESTE Ordinal Relative ranking Sum of distance
function

Medium Outranking
(score
based)

1. Aggregation function is of
linear complexity

1. Criteria can be incomparable
2. Choice of distance measure
requires a vast knowledge of
decision-making method and scope
3. Requires a relative ranking of
criteria

MELCHIOR Ordinal Any datatype
with indifference
and preference
thresholds

Concordance and
lack of discordance

Low Outranking
(pairwise
comparison
between
alternatives)

1. Different types of preference
relationships between alternatives
provide a multi-dimensional view
2. Deals with any type of criteria
data

1. Outranking based on pairwise
comparison between alternatives
2. The use of pseudo-criteria require
a translation step based on domain
knowledge

REGIME Ordinal Qualitative Based on rank order
frequency matrix

Low Outranking
(pairwise
comparison)

1. Differentiates between negative
and positive criteria values

1. Comparison based on probability
of dominance for each pair of
alternatives
2. Determines suitability based on
probability, which makes
interpretation extra complex

ARGUS Ordinal Preferences
(ordinal)

Concordance and
lack of discordance
(preference graph)

Low Outranking
(pairwise
comparison
between
alternatives)

1. Able to represent all types of
criteria in terms of preference

1. Outranking based on pairwise
comparison between alternatives
2. Approach is solely based on
preference
3. Not reuseable, both weights
and criteria values need to be
determined in a new case

QUALIFLEX Quantitative &
qualitative

Quantitative &
qualitative

Multi-level
concordance and
lack of discordance

Low Outranking
(score
per order)

1. Deals with qualitative and
quantitative weights
2. Deals with qualitative and
quantitative criteria
3. Concordance and discordance
is calculated on three abstraction
levels

1. A score is calculated for every
potential order which goes bad
very fast when you have many
alternatives
2. The use of both qualitative and
quantitative criteria gets complex
really fast [139]

Farshidi Nominal Binary & Numeric Weighted sum
method

High Outranking
(score
based)

1. Simple computation [112, 121]
2. Integrates preferences from
multiple stakeholders
3. Quality criteria are indirectly
included in the function
4. The decision model is
reusable in similar case studies

1. Only a basic estimate of one’s
preference function [112, 121]
2. Has a specific application in
software production

alternatives. This results in a O(n2) complexity where n represents the number of alternatives.

Scalability-wise, the lexicographic method [53] is the opposite of these methods. It requires a rela-
tively simple reasoning process where the best alternative is chosen given the top-ranked criterion.
Ties are solved by evaluating the next-in-line criterion until one alternative is left [53]. Besides
having the domain knowledge to accurately rank every criterion, having a large list of criteria and
very heterogeneous alternatives (such as in threat modeling) might result in an early stop. In an
early stop, a large portion of criteria is disregarded resulting in an inaccurate representation of the
decision-making problem.

When looking for a scalability middle ground, we found ORESTE. ORESTE uses an aggregation
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function with a linear complexity [145]. A drawback of the method is that it requires a relative
ranking of criteria. Here, it can be questioned if the importance of features, in the threat modeling
domain, can be generally ranked based on relative assessment. Also, score calculation is based
on the general appliance of a distance measure. The selection requires a vast knowledge of the
decision-making method and scope. Also, some criteria may be incomparable with each other [145],
which makes the method more complex.

In addition to the subset of methods not being optimal in the research context, the general applica-
tion is also far from being related to the ICT domain. When specifically looking into this domain,
the framework more applicable in the given context is explained in the recent doctoral dissertation of
Siamak Farshidi [51]. The doctoral thesis contains a framework for creating multi-criteria decision-
making models in software production. Example instances are the selection of database management
systems, blockchain platforms, and cloud service providers. These instances are typically software
systems used continuously. This partially aligns with the threat modeling scope; however, some
adaptation would be necessary. The utilized score calculation based on weighted-sum allows for
a simple computation [96]. In contradiction to other weighted-sum methods, Fasrshidi [51] incor-
porated a method of extracting group preferences. Also, a different approach is taken regarding
quality criteria. These are generally applicable and have a relationship with features. Therefore, it
is suggested to use the framework of Farshidi [51] as a basis for the decision model.

2.3 Method engineering

Method engineering is the scientific domain of formal study of methods, tools, and adaptation of
methods [17]. It includes designing and constructing methods, techniques and tools for developing
information systems. Some domain contributions are method assembly [18], combining multiple
methods, and situational method engineering [68], in which a method is created for a specific
implementation context. At first glance, this looks very applicable to the problem addressed in
this thesis. However, due to the low maturity of the threat modeling domain, we decided to limit
the scope to selecting established methods. Additionally, a limitation is that most of the method
engineering contributions require using a method base [19, 68]. As far as known, there are no
systematic methods for threat modeling method selection, implying that a significant portion of
the suggested processes can not be used in this research. However, a big contribution of the method
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engineering domain is the standardization of definitions and relations between concepts that are
commonly used in this proposal.

Method - A method is an approach to execute a systems development project, structured
systematically by means of activities, that correspond with development products [17].

In the context of this research, threat modeling is a part of a software development project. The
outcome of threat modeling, in the form of a report of the threats and proposed mitigations, is
considered to be a development product.

Activity - An activity consists of tasks or basic activities. These tasks can have conditional
execution dependence and a required order [17].

For example, some of the threat modeling activities require the creation of a system architecture
to start identifying threats [38]. The activity of creating such architecture, can be considered a
preliminary task. The most basic instance of an activity, or standard activity, is a predefined task
resulting in a product utilizing some technique and can be supported by some tool [193].

Technique - “A technique is a procedure, possibly with a prescribed notation, to perform a
development activity.” [17]

When system entities are modeled, they can be visualized in a diagram, table, or graph. Otherwise,
they can be formalized; in that case, a text-based representation is used [161, 200]. STRIDE,
PASTA, LINDDUN, and numerous additional threat modeling techniques are often bound to a
specific notation.

Tool - “A tool is a possibly automated means to support a part of the development process.”
[17]

In the context of threat modeling, Microsoft Threat Modeling Tool (TMT) is the most mature
tool, and supports STRIDE [161]. However, there exist numerous alternative options supporting
different techniques.
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3 Research method

This research aims to create a systematic approach toward threat modeling method selection. Chap-
ter 2 provided the background on the domain of application, as well as an overview of frameworks
for systematic decision-making. Drawing upon this knowledge, this chapter presents the research
method.

The research method is segmented into five phases. Starting off with a Systematic Literature
Review (SLR), subsequenct stages involve expert surveys followed by subsequent expert interviews.
Analyzing the data collected throughout these phases, the problem context is established and a
systematic selection approach is designed using the design science framework by Wieringa [195].
This approach is centered around the decision model. Finally, the approach is piloted and validated
in a case study. The outcome of these phases will answer the main research question: How can
organisations systematically select a threat modeling method?. Figure 3.1 provides an overview of
the phases and main activities. To answer this question, it is decomposed into several sub-questions:

SRQ1: How can existing threat modeling approaches be compared?

The first question (SRQ1) is dedicated to understanding the fundamental aspects of threat modeling
method selection. The outcome of this question should provide an overview of the previously
applied mechanisms for their comparison. Additionally, an answer to the following inquiry should
be acquired: Which threat modeling methods, techniques, and tools are documented in existing
literature? The outcome forms the foundation for the alternatives within the decision model.
model.

SRQ2: What are the criteria for selecting threat modeling approaches?

In addition to clarifying the scope of the decision in terms of alternatives, a set of comparison criteria
is extracted. To answer this sub-question (SRQ2), a list of comparison criteria is derived from the
literature and subsequently refined and extended through surveys and interviews with experts from
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Figure 3.1: Overview of the phases and main activities in the research method.

a multi-organisational perspective. This provides an answer to the following inquiries: "What threat
modeling requirements should be considered?" and "What are the quality criteria that are used to
evaluate threat modeling methods?" To clarify, the decision-making criteria consist of quality criteria
and requirements. The difference between them is further elaborated on in Section 4.7. This
question will yield a refined set of decision-making criteria along with their respective importance.

SRQ3: What type of systematic approach can be used for threat modeling method selection?

Once the contents of the decision model have been established, the model is employed. The decision
model is adapted from the MCDM framework selected from the literature (See Section 2.2.3).
Furthermore, the decision model is populated with a selection of benchmarked alternatives. This
provides an answer to: "What threat modeling methods fulfill which requirements?" The decision
model for threat modeling method selection is the core of the systematic decision-making approach.



Chapter 3. Research method 18

Additionally, the practical context of threat modeling method selection is explored in the interviews.
This addresses the following inquiry: What are the domain preferences, threat modeling goals, and
threat modeling scopes from practice? These results in combination with the answer to: "What
current selection approaches are enrolled in practice? will inform the design of supporting activities
and experimental adaptations, to create the final approach and answer the corresponding question
(SRQ3).

SRQ4: How well is the proposed decision-making method perceived by the stakeholders?

The last sub-question (SRQ4) aims to evaluate the use of the established approach in practice.
In response to the following inquiry: "How can we evaluate the systematic approach?" A set of
evaluation criteria is defined, which can be used to assess the systematic selection method. An
evaluation method is introduced, encompassing the enrollment of the approach within a pilot case.
The participants will answer a post-task survey in which they are asked to rate statements related to
effectiveness, validity, usefulness, ease of use, completeness, and functionality. The results provide
insight into the performance of the approach and its applicability in practice. Moreover, feedback
should be obtained that can guide further refinements.

An overview of the research questions and corresponding research methods can be found in Table 3.1.

Table 3.1: Overview of the sub-research question and research method corre-
spondence.

RQ SLR Survey Interview Design science Case study
SRQ1 X
SRQ2 X X X
SRQ3 X X X X
SRQ4 X X
MRQ X X X X X

3.1 Literature review protocol

To create a scientific foundation for the decision-making method, a systematic analysis of the lit-
erature is conducted. In addition to offering an overview of the existing threat modeling method
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comparison research, the objective of this analysis is to extract an initial collection of threat model-
ing tools, methods, and techniques, as well as decision-making criteria for selecting threat modeling
methods.

The review adheres to the guidelines by Kitchenham [91]. By utilizing these guidelines, a framework
is established, enhancing the comprehensiveness of the literature search. Eleven activities are
conducted and divided into three phases: planning, conducting, and reporting. Figure 3.2 Shows
an overview of these activities.

3.1.1 Planning the review
Using the previously defined research questions and goals, the objective of the systematic literature
review is set. Throughout the planning phase, the corresponding research questions have been
reformulated multiple times. An initial exploratory investigation into threat modeling was done
using Google Scholar. It was hypothesized that a substantial amount of threat modeling litera-
ture regards an adjustment of existing or the creation of new threat modeling methods for niche
applications. This indicates the need for a literature review plotting the existing threat modeling
landscape [91]. However, this has been done thrice in the past five years [159, 175, 200], two of
which were done systematically. Analyzing and comparing these papers indicates that there is no
common structured protocol for practitioners to compare or select threat modeling methods.

After the exploratory search, the protocol is developed by defining the data sources, search terms,
acceptance criteria, and data extraction method. These are subsequently reviewed and validated
in the fourth activity. This entails evaluating the quality of the search query results against a set
of papers identified as having "high relevance” during the initial exploratory investigation. After
multiple iterations, the contents were deemed sufficient. The final protocol artifacts can be found
in Section 4.2.

3.1.2 Conducting the review
The second phase starts by executing a database search, followed by the identification of relevant
papers through the application of inclusion and exclusion criteria. A spreadsheet is utilized to collect
relevant attributes such as the title, URL, number of citations, year of publication, publication
type, venue, keywords, etc. Using the identified papers as a starting point, backward snowballing
is conducted to expand the search range. Next, the primary studies are selected by evaluating their
relevance to the research questions and objectives defined in the planning phase. This is achieved
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Figure 3.2: The process side of the PDD for conducting the systematic literature
review.

through reading the abstract and conclusion, as well as scanning through the tables. In the seventh
step, the quality of the primary papers is assessed by applying a set of quality criteria. Subsequently,
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relevant data concerning the papers is extracted in relation to the research questions. Thereafter,
the data is synthesized, which entails collecting and summarizing the results.

3.1.3 Reporting the review
After conducting the systematic literature review findings in terms of general characteristics are
reported. Furthermore, results relating to the goals and research questions are documented. The
results of this phase can be found in Chapter 4.

3.2 Collecting expert data

The next research phases involve the collection of expert data, specifically through expert surveys
and subsequent interviews. These activities will complement and evaluate the initial set of criteria
obtained from the SLR described in Section 4.2.2. Since a lot of literature is conceptual work,
industry validation is necessary for practitioners before the extracted SLR concepts can be applied
in practice [13].

Participant selection is done using a form of non-probability sampling named purposive sampling
[48]. In this case, the qualities of the participant and the corresponding organisation determine
the suitability. In particular, an organisation is suitable when it has employed or is planning at
least one instance of threat modeling for one or more software system components. Within the
organisation, the primary participants must (1) be familiar with threat modeling and (2) have
or had a role involving advisory or decision-making responsibilities in the field of IT security. A
minimum of eight suitable participants need to be interviewed to obtain 80% saturation [127]. The
initial recruitment of organisations is done through email and by using the network of the author.
Furthermore, snowballing will be used throughout the interviewing phase to find more participants
within a suitable organisation.

3.2.1 Expert surveys
The goal of the surveys is to acquire background knowledge about how the experts tasked
with choosing a threat modeling method perceive the issue. This will structure the subsequent
interviews in terms of discussion topics. The survey mostly comprises multiple-choice questions,
supplemented by a variety of open and drag-and-drop questions. The primary objective is to acquire
insights into the current selection approach, with a particular focus on assessing the soundness and
comprehensiveness of the quality criteria and requirements identified in the SLR. Moreover, relative
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importance is tested to comprehend the most fundamental criteria. More details on the contents
and structure of the survey can be found in Section 5.1.3.

3.2.2 Expert interviews
The goal of the interviews is to continue evaluating both the soundness and the completeness of
the set of requirements and quality criteria. Furthermore, we aim to extract relationships between
the qualities and requirements. Moreover, we intend to explore threat modeling method selec-
tion from the perspective of the decision-maker, extracting their current approach, the perceived
goals of threat modeling, the perceived scope of threat modeling, and domain preferences. This
is accomplished by considering the responses from the pre-interview survey as the foundation for
determining relevant topics. To be able to capture industry insights and achieve the goal at the
same time, semi-structured interviews with experts across multiple organisations are done. The
duration of these interviews typically ranges between 45 to 60 minutes, and if necessary, a follow-up
interview can be requested. The interviews will take place in person at the location of preference
of the interviewee or can be held online and are recorded when consent is obtained from the inter-
viewee. The sole purpose of the recording is to post-process the interview into reportable results.
This way, the interviewer can focus on the interview rather than taking notes.

Preparing the interviews helps maintain a necessary structure for validating the list while
providing room for exploring the domain of organisational decision-making criteria. Hence, the
interview questions are prepared beforehand and are designed to change the flow of the conversation
when necessary. The prepared questions are part of the interview guide, which the interviewer can
consult. Besides prepared questions, this guide also contains subjects to explore and a rough
timetable to guarantee a smooth course.

The contents of the interview are divided into six main parts. It starts with an introductory
segment in which the interviewer introduces himself and provides information about the goal of the
interview. In addition, the interviewee is asked to read through and sign a consent form. Besides
disclosing the interview’s contents, the interviewee is informed of their voluntary participation,
including the option to withdraw at any time. It is also stated that the data extracted from the
interviews will not be bound to any identifiable participant. In addition, a second signature is
asked to provide consent for audio recording. Afterward, a new phase starts in which the validity
of participation is verified. The interviewee is encouraged to talk about what threat modeling
means to them and how they are involved with threat modeling within their organisation. If the
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participant appears to be missing any of the previously stated required qualities, the interview will
directly continue to the final phase.

The exploratory part (Part 3) should be instantiated if the participant has proven to be suitable.
The primary objective of this phase is to gather information about the practical approach to threat
modeling method selection and to identify the factors that influence this decision. Also, we want
to extract the factors that might contribute to their perspective such as the perceived goal and
scope of threat modeling, as well as the importance of the tool and technique components. During
this phase, the interviewer evaluates potential correspondence between the elements mentioned
and criteria found in the literature. In the fourth part, the interviewer takes the lead and asks
questions regarding the survey answers, aiming to elicit contextual insights related to the selection
of the answers. In the second to last step, the goal is to elicit relationships between qualities and
requirements, by posing questions regarding the perceived connection between them. Once the
interview ends or the last ten minutes are entered, the interview progresses to the final phase. The
participant is thanked and asked for their final input. Furthermore, this phase involves asking
about their willingness to participate in a follow-up interview and potentially assisting in finding
additional participants.

It is noteworthy to mention that several challenges were encountered with these interviews, es-
pecially concerning the allocated time and content presented. These have been dealt with by
reformulating the requirements found in the SLR to user stories, introducing the pre-interview sur-
vey, and splitting up the contents of the interview over multiple participants. Detailed information
on the specific process and outcomes of this can be found in Chapter 5.

3.3 Designing the systematic selection approach

The systematic selection approach is centered around a decision model. This decision model is
adapted from the framework of Farshidi [51]. The procedure of going from a decision-making
method to this framework is elaborated on in Section 2.2. In this section, we aim to explain how
the framework is utilized and adapted to create the decision model. The final design of the approach
can be found in Section 8.4

The framework utilizes the six phases of Majumder [108]: (1) objective identification, (2) feature
selection, (3) alternative selection, (4) weighing method selection, (5) applying the method of
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aggregation, and (6) decision-making based on the aggregation results. The general contents of
these phases can be found in Section 2.2.2.

The domain objective serves as input for the first phase and is similar to the goal of this
study. This study aims to create a systematic decision-making method for threat modeling method
selection. Therefore, the corresponding domain objective is to perform threat modeling method
selection. To understand the domain and its qualities, this research abstracts the threat modeling
concept using the method engineering methodology [17]. Threat modeling can be defined as an
activity as part of a more extensive system development process. Such an activity contains a set
of sub-activities, which are described tasks resulting in a deliverable, utilizing some technique, and
can be supported by some tool [17]. Studying the relationship between definitions resulted in the
observation that a task is related to a deliverable and a technique corresponds with the tool. A
task and deliverable can differ given a specific situation or case. However, tools and techniques
seem to have a general application. Therefore, the quality model of Farshidi [51] should be adapted
to the context of a threat modeling method. This is achieved by adapting the method internal
quality criteria [19] to the context of a threat modeling method and using them as quality groups.
These groups are populated by quality criteria that are extracted from literature, expert surveys
and interviews.

The feature selection is performed by choosing a subset of threat modeling requirements, ex-
tracted and refined in the systematic literature review, expert surveys and interviews. These re-
quirements can pertain to a threat modeling technique, tool, notation, or a combination of these
components. Given the outcomes of the expert interviews and the domain specification of the qual-
ity criteria, a mapping between the quality criteria and decision-making criteria can be established
[51]. This process is facilitated by input from domain experts.

Alternative selection is grounded in the systematic literature review by backward snowballing
on existing literature reviews and other comparison studies regarding threat modeling. In the
context of this study, alternatives are defined as a combination of a threat modeling technique
utilizing a notation, which may be supported by a tool. If multiple tools support a method,
various alternatives should be considered. Furthermore, a mapping between the alternatives and
decision-making criteria must be established. Due to resource constraints, we opted to directly
map the requirements to the alternatives. Although a quality requirement mapping is constructed,
future work is invited to validate this mapping and consider the quality dimension as proposed by
Farshidi [51]. A Boolean value is assigned to each alternative-requirement relationship to indicate
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the application of requirements to an alternative. Additionally, partial inclusion is considered
for process-dependent requirements. These relations are established given method literature, tool
documentation, and consulting a domain expert.

Weighing method selection, as the name suggests, is occupied with selecting the weighing
method to extract the importance of criteria from stakeholders. Qualitative weights are used.
Numerous qualitative approaches use an ordinal scale such as a 5-point Likert scale to determine
the weights [35, 53, 106]. Farshidi [51] proposes to use MoSCoW to extract the subjective preferences
of decision makers [51]. MoSCoW stands for [174]:

M - This criterion must be met to succeed.

S - Should have this criterion if feasible, but not critical for success.

C - Could have this criterion because the stakeholders welcomes it. However, implementing
such criteria may not affect anything else.

W - Won’t have this criterion in the project’s current version.

During this research, it is suggested to use MoSCow for both the requirements and method criteria,
since decision-makers already prioritize their domain requirements based on MoSCoW [32].

The prioritization is obtained through consulting the decision maker(s). When there are multiple
decision-makers, each is asked to prioritize every criterion. Then the data is compared for incon-
sistencies. For example, when Expert 1 (E1) prioritizes Criteria 1 (C1) as Should have and Expert
2 (E2) prioritizes the same criteria as Won’t have, there is an inconsistency. A session is then ini-
tialized in which E1 and E2 need to discuss their opinion, decide on the inconsistent prioritization,
and reach an agreement.

The aggregation method is based on the weighted sum. Hard constraints are enforced on
requirements with a Must have and a Won’t have priority. Whenever these constraints are violated
by the alternative, the method becomes infeasible. Numerical values are assigned to each MoSCoW
priority, based on the budget distribution, so that they can be used as weights in the calculation
[120]. A score is calculated for each feasible alternative, based on the requirement prioritization.
Moreover, the alternatives that comply with the hard constraints are then ranked in descending
order.
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The systematic approach utilizes an instance of this decision model and adds a preliminary activity
to guide the practitioner through the prioritization process. This establishes a dynamic priori-
tization process grounded in the perceived goal and scope of threat modeling. Furthermore, an
experimental global multiplier is incorporated to deal with requirements that are perceived as im-
portant but require context beyond the method itself. The details of the decision-making approach
and decision model can be found in Chapter 8.

3.4 Case study

In the last phase of the research method, the proposed systematic decision-making method will be
tested through evaluation in practice. The objective of the evaluation is to determine whether the
systematic decision-making approach contributes to a traceable and objective selection of a threat
modeling method within the context of a large enterprise, and to pinpoint points of improvement.
The approach is evaluated in terms of effectiveness, accuracy, usefulness, ease of use, completeness,
and functionality.

The case study is performed within a.s.r., a large insurance company in the Netherlands. Currently,
their teams are tasked with creating a threat model as part of a checklist when employing a service
in the cloud. This is done using the STRIDE model of threats and the Microsoft Threat Modeling
Tool (TMT). For every project, a threat model is created by a team and evaluated by a security
officer.

The systematic selection approach is enrolled for a group of security experts, responsible for giving
advice on security matters. After the approach is tested and the ranked list of alternatives is
obtained, the participants of the case study are asked to fill in a post-task questionnaire. This
questionnaire comprises a mix of positive and negative statements, which participant rate based on
their level of agreement. Each criterion is represented by two to three statements. These criteria
are a subset of the Prat taxonomy. The Prat taxonomy is widely used to help select evaluation
criteria for information science artifacts.
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4 Systematic literature review

The systematic literature review aims to create a foundation for the proposed decision-making
method. Section 4.4 contains the identification of comparison research related to threat modeling.
In addition, subjects for comparison are extracted in order to get an overview of the comparison
scope of threat modeling methods. This provides an answer to SRQ1:

How can existing threat modeling approaches be compared?

Moreover, Section 4.7 discusses the utilization of criteria related to threat modeling selection. This
addresses SRQ2:

What are the criteria for selecting threat modeling approaches?

The decision-making criteria and alternatives identified in this chapter form a foundation for the
decision model constructed in SRQ3:

What type of systematic approach can be used for threat modeling method selection?

4.1 Previous literature reviews

Several literature reviews have been conducted to map the existing threat modeling landscape, and
at least three of them have been published in the last five years [159, 175, 200]. Among these,
two were executed systematically. As explained in Section 3.1, the SLR performed in this study is
conducted based on this set of reviews. In this section, we provide an overview of the preceding
literature reviews upon which our systematic literature review is constructed.

Tuma et al. [175] did an SLR that focused on threat analysis in software systems. Two search queries
were released on three different databases, these queries slightly varied based on the positioning of
the asterisks (*). Additionally, snowballing was performed. In total 26 approaches were identified
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based on 38 papers published between 1998 to 2016. These approaches were assessed and compared
based on criteria related to the applicability, required input for the analysis, the analysis procedure,
the outcome of the analysis, and ease of adoption. Besides providing a detailed overview of the 26
approaches and their characteristics, the study concludes that the approaches lack quality assurance
of the outcome, maturity, validation, and tool support.

A SLR by Xiong et al. [200] was carried out to investigate the concept of threat modeling and to gain
insight into the state-of-the-art developments in the field. Four different electronic libraries were
used to identify 176 unique papers that were published between the years 2004 and 2017. From this
initial search, 54 articles were classified into three different classes and individually analyzed over a
variety of criteria. The criteria regarded the type of method, the system analyzed, threats covered,
and the validation method. Furthermore, Xiong et al [200] summarized the focus and approach of
the methods based on multiple criteria. The findings indicate a notable gap in the definition of
threat modeling methods. Furthermore, state-of-the-art work in the field mostly involves manual
processes and exhibits flexibility regarding the selected approach [200].

Shevchenko et al. [159] created a technical report that provides a summary of available threat
modeling methods. How the methods were selected was not specified. Each method was described
in terms of technique and notation used to perform the method. Also, the context in which the
methods could be applied was occasionally mentioned. This summary was based on a mix of
published papers and official documentation. The report concluded with a comparison summary
based on the unique features of each method. In addition, certain contextual factors were provided
that could be utilized when choosing a threat modeling method

4.2 SLR Approach

The actual SLR was conducted, after planning the SLR in Section 3.1 and obtaining the background
knowledge regarding previous SLRs. In this section, we provide details on how the actual SLR
was performed. Describing each step and providing the specifications utilized will contribute to
the traceability of this study. The subsequent paragraphs will address the search terms, source,
criteria, and data extraction used in this study.
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4.2.1 Search terms
It has been hypothesized that there is no common structured protocol to compare or select threat
modeling methods. To test this hypothesis, a database search on Scopus is executed to create an
initial dataset. Both Tuma et al. [175] and Xiong et al. [200] utilized a systematic search query to
obtain the initial set of threat modeling literature. This research combines both queries and extends
them with the following keywords: method* selection, method* comparison, approach selection,
approach comparison, systematic literature review, taxonomy of threat* and threat* taxonomy. By
using the asterisk, common language differences are mitigated. Additionally, a wider range of
results is collected as a result of including terms that are frequently utilized interchangeably in the
literature, such as method(ology). The resulting query can be found below.

( cyber OR network OR IT OR ICT OR information ) AND

( secur* OR privacy OR abuse OR misuse OR risk OR threat* OR attack*

OR flaw* ) AND

( analysis OR assess* OR model* OR management OR elicit* ) AND

( "taxonomy of threat*" OR "threat* taxonomy" OR "method* selection"

OR "method* comparison" OR "approach selection" OR "approach

comparison" OR "systematic literature review" )

In addition, several acceptance criteria were used to further refine the search and narrow the scope
of the results. While executing the search query, the following filters were applied in Scopus:

1. Subject area limited to computer science; social science; decision-making; business, manage-
ment and accounting).

2. Document type limited to journal articles or conference papers.
3. Publication year beyond 2009.
4. Language limited to English.

4.2.2 Data extraction and acceptance criteria
The search string and its filters provided 940 results (December 2022). This list was narrowed
down by manually scanning the abstract, title, keywords, tables, and figures and applying the
inclusion and exclusion criteria from Table 4.1. It was decided to scan tables and figures since
we observed that one of the primary papers did not mention anything about criteria inside the
abstract, keywords, or title. However, the paper provided a recommendation for stakeholders based
on a list of features [159], which is also relevant for answering SRQ2.
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Table 4.1: Inclusion and exclusion criteria.

Inclusion criteria
1. Studies that compare methods, techniques, or tools for identifying and analyzing cyber security
threats or attacks.
2. Studies that provide an overview of the cyber security threat modeling landscape.
3. Studies that mention criteria, characteristics, or features that apply to (components of) threat
modeling.
4. Studies that include a recommendation for practitioners or stakeholders regarding threat
modeling.
5. Case studies that evaluate a threat modeling tool, method, or technique in a business context.
6. Studies that include techniques, methods, methodologies, or tools for identifying and analyzing
security threats for a software system (subject of comparison).
Exclusion criteria
1. Studies for which the full text is not available.
2. Duplicate studies.
3. Studies that solely regard physical security threats.
4. Publications about safety-hazard analysis, anomaly, or intrusion detection.
5. Publications focusing on concrete instances of security threat taxonomies, threat models, or
security analysis for a specific case.

Scanning the documents and applying the criteria identified thirteen additional papers. Therefore,
backward snowballing is employed to extend the relevant dataset. This type of snowballing is done
according to the framework of Wohlin et al. [197]. Backward snowballing, accomplished by utilizing
the reference lists of the relevant papers, resulted in 968 additional references which further helped
identify methods, techniques, and tools. Even though this is not the primary goal of the systematic
literature review, obtaining a set of subjects and components that can be compared is necessary
for creating the decision model, which is a core part of the systematic selection approach.

After the same inclusion and exclusion criteria are applied to the literature obtained through snow-
balling, the papers were checked for relevancy to the research questions, and quality criteria were
applied. This involved the exclusion of poorly cited results (<10 citations and over five years
published). Also, newly found papers regarding model-driven security engineering approaches and
automatic vulnerability detection methods were disregarded. Although model-driven security en-
gineering is very related to threat modeling, the main purpose is to integrate non-functional re-
quirements in development rather than identifying and assessing threats. Automatic vulnerability
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detection is removed from the scope due to its reactive nature. Meaning, it typically reveals vulner-
abilities after the code is created. Threat modeling is proactive and should be employed before this
development phase. This resulted in a final data set of 127 papers. Figure 4.1 shows an overview
of the process.

Figure 4.1: The planning and execution phase of the systematic literature review.
The number of papers is indicates as "n".
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4.2.3 Data extraction
The SLR contributes to multiple research questions by doing one data extraction process. Therefore,
it can be confusing what data was harvested. This section aims to provide an elucidation of the
data gathered from the 127 papers, which were selected as the final dataset. The papers were
classified based on their contribution to answering the research questions. The focus of SRQ1 is to
harvest papers that compare threat modeling and threat modeling-related concepts. Furthermore,
the subjects of comparison, such as tools, techniques, and methods are classified as alternatives and
were obtained to provide a foundation for the decision model (See Chapter 8 for more details). To
contribute to SRQ2, papers that contain comparison criteria in terms of qualities and requirements
are extracted. Several papers that conducted a comparison also contained suitable alternatives.
Meaning that there exists a certain degree of overlap between the classes. Figure 4.2 shows the
classification of the final dataset and their corresponding harvest. The following sections contain
the findings of the SLR, structured based on this classification.
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Figure 4.2: The classification of the papers from the final dataset and their
relevance in addressing SRQ1 and SRQ2.

4.3 General characteristics

Due to filters not being applied to the results from backward snowballing, the studies were published
between 1998 and 2022. Figure 4.3 shows a timeline of the 127 papers included in this SLR. In
general, the research interest in the field of threat modeling appears to be relatively consistent,
averaging about 5 publications each year. The all-time peak of interest was in 2013 with 12 published
papers in one year. A slight upwards trend in the number of publications can be observed over the
years, starting around 2000 when the publication count was at its lowest point up until the present
time.

As depicted in Figure 4.2 there are six different classes of papers identified, resulting in three
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different categories. The majority of papers contained (a part of) an alternative. This means the
paper explained or used at least one threat modeling method, technique or tool. Although notations
are also considered to be a part of a threat modeling method, these come together with a specific
technique and therefore were not explicitly considered in the SLR. Certain papers were classified
as containing an alternative but also were doing a comparison. In this case, there was no clear use
of common criteria in order to compare the alternatives. The comparison category was assigned to
papers that compared security-related methods, which included not only threat modeling methods
but also other security approaches. There is a gap in the literature for the direct comparison of
threat modeling methods, this required the SLR to gather information beyond the threat modeling
domain. Furthermore, a paper was categorized with the criteria tag when there were common
comparison criteria, which potentially could be used in the context of selecting threat modeling
methods. Each of the three clusters of papers will contribute towards creating the foundation for
answering (a part) of SRQ1 or SRQ2. Each cluster was analyzed, and the results can be found in
the following sections.

Figure 4.3: Year of publication for the selected papers.
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4.4 Comparing security related methods

A wide variety of papers that compare threat modeling and security-related methods are identified.
Out of the 38 selected papers, eleven papers are specific to the topic of threat modeling. Among
these papers, two specifically focus on comparing and discussing threat modeling methods and utilize
predefined criteria in a general application context [175, 200]. These are equal to the systematic
literature reviews mentioned in Section 4.1. This confirms there is a gap in general comparisons for
threat modeling. In two other instances, threat modeling methods and techniques are summarized,
shortly evaluated, and compared based on qualitative aspects. Shevchenko et al. [159] emphasize
distinctive attributes that practitioners can base their selection on. While Selin et al. [156] authored
a thesis that evaluated the maturity and suitability of threat modeling methods. Their conclusion
suggests that none of the assessed approaches were mature enough, indicating a need for their
combination to cover all spectra [156]. Furthermore, qualitative advantages and disadvantages of
the methods were presented.

Also, threat modeling approaches are assessed for a specific application. Tatam et al. [168] com-
pares multiple approaches within the context of Advanced Persistent Threat (APT) style attacks, by
offering an overview of advantages and disadvantages. Additionally, the authors propose a prelim-
inary set of features that can be employed in the selection process [168]. Another study conducted
by Wright et al. [199] carries out a systematic review in which threat modeling approaches utilizing
Bayesian networks are contrasted within the application context of smart city infrastructure. This
is accomplished based on a set of criteria that primarily describe the structural composition of the
associated papers. Scandariato et al. [150] aim to provide a descriptive evaluation of STRIDE,
using several quantitative benchmarks. They explain that other studies typically evaluate threat
modeling methods through a comparative analysis of two or more approaches [150].

The remaining papers are devoted to comparing an assortment of threat modeling tools. Shi
et al. [161] developed an evaluation taxonomy to assess and compare threat modeling tools, and
subsequently applied the taxonomy to compare six of the most commonly used tools. The taxonomy
consists of Boolean and textual comparison criteria. Bygdas et al. [22] compared and evaluated
Microsoft TMT and OWASP Threat Dragon. This process is conducted through a qualitative
assessment, involving an evaluation of factors such as the intention of usage. Lastly, Granata et
al. [60] compared three open-source threat modeling tools based on a specific application scenario.
However, the use of the specific application scenario leads to a generalization challenge.
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4.4.1 Comparing partly related methods
Due to the lack of a common threat modeling definition, ten papers were extracted that compare
threat modeling approaches as part of a broader concept. In six of the eleven papers threat modeling
was associated with Requirement Engineering (RE). Several of the subjects examined in these
studies, such as misuse case, CORAS, and abuse case, have been classified before as threat modeling
techniques [175]. Daramola et al. [34] conduct a comparison between I* based and use case-based
security requirement engineering approaches using their internally developed framework called the
Security-oriented Modeling Approaches Characterization Framework (SMACF). This framework
primarily consists of criteria with Boolean values, as well as a limited number of qualities that
can be assessed with high, medium, or low. Munante et al. [125] review Security Requirement
Engineering (SRE) methods to analyze which ones are compatible with risk analysis processes. A
set of criteria that encompass integration have been used to achieve this. Also, a general comparison
has been conducted based on ISO27005.

Elahi et al. [45] introduce a framework for the selection and analysis of security requirements.
Furthermore, the proposed framework is compared with four asset and threat modeling methods.
Each method is assessed against each criterion and evaluated based on perceived consideration,
which may be explicit, not considered, or implicitly considered. Both Fabian et al. [49] and
Mellado et al. [117] compare security requirement engineering methods based on a set of criteria
that encompass multiple sub-criteria. The application of the sub-criteria can be assessed as either
a full match, no match, or partial inclusion. Finally, a study utilized criteria related to the common
tasks of the approaches to compare SRE methods, based on their coverage of specific activities
[149].

Two papers associate threat modeling with risk assessment. Raspotnig and Opdahl [140] compare
risk identification techniques using eleven distinct criteria. The authors evaluate each selected
approach through a textual assessment. The results assist practitioners in selecting and combining
a variety of risk identification techniques. On the other hand, Maheshwari and Prasanna [107]
explain how the integration of threat modeling and risk assessment into the SDLC could lead to a
greater understanding of security risk. As a byproduct, threat modeling techniques are compared
based on their goal and security properties.

The remaining papers do not share any commonalities; however, a concise discussion is presented
regarding their comparison context. Lagerström et al. [98] conduct a systematic literature review
on threat modeling and attack simulations of smart cities. In this review, threat modeling and
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attack graph-based methods are implicitly compared based on their main contribution. Another
systematic review focuses on web application security development models. Out of the 24 identified
security development models sixteen of them used threat modeling as their approach. In addition to
assessing the models based on their approach, the paper identified the security techniques used for
vulnerability mitigation [126]. Hussain et al. [76] review approaches to model security of software
systems, which contain threat modeling and other types of model-driven methods. Instead of
evaluating these methods using a predefined set of criteria, each approach has been summarized in
a paragraph.

Another high-level comparison is reported in the study of Uzunov et al. [179]. This study offers an
extensive comparison of all sorts of security methodologies or methods including threat modeling
approaches. For each item, the paper includes an outline, an elaborate description, and a discussion.
The discussion pertains to the industry adoption of a security methodology. Lastly, Farah et al. [50]
uses generalized criteria to classify and compare approaches for the security of business processes.
This study includes several threat modeling methods and techniques as subjects of their comparison.

4.4.2 Comparing other security-related methods
The remaining fourteen papers did not specifically contain threat modeling methods but conducted
a form of comparison within a domain encompassing a cyber security method. Six of these papers
were dedicated to comparing risk assessment and risk management methods. Marle and Gidel [111]
specifically focused on aiding method selection, for which an MCDM framework was employed
to support the selection of risk management methods. The selection criteria used in the decision
model consisted of three to five levels. For each level, a corresponding description of its application is
provided. Furthermore, three studies developed a general taxonomy to facilitate the comparison of
methods. [29, 157, 158]. The final two studies were devoted to comparing risk assessment methods
based on completeness, so comparison criteria were utilized that relate to the general tasks of the
methods [189, 190].

In the overarching domain of model-driven security, the majority of identified papers did a system-
atic literature review of the existing methods and notations. Each paper utilized a different set of
criteria in order to classify and compare their subjects. These can be both qualitative [167], for
example, based on usability, as well as, quantitative (feature-based) [12, 57, 130]. Moreover, one
study reported a comprehensive literature summary in which approaches were described according
to a set of predefined topics [103].
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Additionally, a study was identified that conducted a comparison by performing a systematic lit-
erature review on vulnerability detection systems. This was done based on features, development
phases, and the underlying method [142]. Another study focused on the topic of security assur-
ance, wherein their proposed model was compared to alternatives based on their goals [88]. Finally,
Villarroel et al. [187] conducted a literature review on methods for secure information system de-
velopment in which the methods were assessed based on a set of technique and specification-related
quality criteria.

4.5 Answering SRQ1

The literature suggests there is no standardized approach for comparing threat modeling or related
methods. There are only a few studies specifically focusing on comparing within the domain of
threat modeling. Upon analyzing these studies, three common comparison approaches emerged.
Firstly, the comparison is most commonly based on criteria that relate to the specific goals and
contexts of the study. These criteria may be open-ended, meaning they are described using text,
or organized into categories to assess the inclusion of the methods. Certain studies introduce
a (implicit) taxonomy that, for example, combines Boolean and categorical criteria to display
the inclusion, providing a more structured comparison. Secondly, certain studies compare threat
modeling methods and their components based on their strengths and weaknesses. This is most
often a semi-structured assessment, guided by the author’s qualitative interpretations. Lastly,
certain studies provide a summary for each method and conclude with a brief evaluation of the
respective approaches. Additionally, a limited number of studies were identified that focused on
comparing threat modeling tools. A limitation observed in the majority of identified studies is their
narrow focus because they focus on a limited number of subjects or use a restricted set of criteria
for comparison.

Upon further examination of studies that include threat modeling approaches as a part of their
study or that compare related topics, additional instances of these comparison approaches were
found. In more mature domains, such as risk assessment or security requirement engineering, the
inclusion of systematic literature as part of the comparison process is more common. These studies
often use a structured taxonomy, consisting of both requirements and quality criteria. Criteria that
assess the inclusion in Boolean values are also more prevalent, and partial inclusion is commonly
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considered for such criteria. Furthermore, certain studies compare methods based on criteria related
to the most generic tasks of the method domain.

4.6 Alternatives

Most papers in the SLR contained information about an alternative threat modeling method, tech-
nique, or tool. A total of 86 papers were considered to identify both methods, techniques, and
tools. It was decided to group the methods and techniques together since the boundaries between
them are not clearly defined within the papers. These terms are interchangeably used together with
“methodology”. The identified alternatives will create a basis for the decision model.

4.6.1 Methods and techniques
Examining the papers that were marked to contain an alternative resulted in identifying 63 unique
potential methods and techniques. Due to the absence of a universally agreed-upon definition
for threat modeling [200], it was decided to adopt the broadest possible scope for the extraction
process. As a result, there are cases where methods encompass multiple techniques or integrate
threat modeling within a broader method, potentially encompassing areas like risk assessment. In
other instances, threat modeling is implicitly performed but referred to using different terminologies.
The diverse range of identified candidates will serve as the foundation for the final set of alternatives
in the decision model. The process of selecting and constructing these alternatives is elaborated on
in Section 8.3.1.

Table 4.2 shows an overview of all methods and techniques identified and their associated papers.
Additionally, each candidate is summarized based on their main characteristics and unique focus
points. This provides an overview of the current threat modeling landscape. Moreover, tool support
indicates the availability of a tool for the respective method. The term “Not-specific” refers to cases
where the tool associated with the candidate is a non-specific drawing tool or a combination of
multiple tools that are associated with the existing threat modeling techniques the method utilizes.
Ten of the threat modeling methods (16%) utilize this type of tool. Twelve methods (19%) have a
“prototype tool”, which indicates that the paper mentions the existence of a tool, but it is not publicly
released. If no tool is specified, it is indicated with “no tool”, otherwise the name is mentioned. No
tool was specified for eighteen methods (29%), while nineteen (30%) had a specific tool. Note, that
these are not an exhaustive list of identified tools and may also contain tools that are discontinued.
Further details on the identification of tool alternatives are found in the next section.
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Table 4.2: An overview of all threat modeling methods identified in the SLR. A
short summary of the main contents is provided.

Method /
technique

Ref Content summary Tool
support

Abuse cases [115] Adapt use cases to capture and analyze security requirements, based on external
threats actors.

Non-specific

AEGIS [54] UML meta-model of the definition and the reasoning over the system’s assets. No tool
Attack
graphs

[160] Automated generation and analysis of attack graphs based on symbolic model
checking.

Prototype

Attack
paths

[28] Automated quantitative threat modeling, based on attack path analysis. Tiramisu

Attack
scenarios

[3] Attack scenario detection in source code, based on formal signatures. Prototype

Attack trees [113,
146,
155]

Analyze possible attacks on a system, in a hierarchical manner. SecurITree

Attack-
defense
trees

[93] Extending attack trees by allowing nodes that represent defensive measures. Prototype

Attacker
agents &
goals (I*)

[44,
102,
123,
124]

Agent oriented threat modeling with goals. i* model
tools

Automated
analysis of
security-
design
models

[82] Verification framework supporting the construction of automated threat anal-
ysis tools for UML diagrams

Plug-in for
CASE

Automated
attack trees

[100] Automated generation of attack trees. Prototype

AutSEC [56] Identifcation and mitigations trees to conduct automated threat modeling. Prototype
Center of
Gravity

[165] Threat modeling using attack paths, focused on most critical assets. No tool

CORAS [39,
105]

Risk-based threat analysis, using treatment diagrams and descriptions. CORAS
Web Tool

ESSecA [138] Expert System for Security Assessment that guides threat assessment of IOT
systems by producing a threat model.

Code in
paper

Executable
MUC

[194] Formal specifcations of misuse case scenarios, can be executed with a misuse
case model to identify mitigations.

MUCSIM

Extended
CPTM

[58] Extension of Cloud Privacy Threat Modeling (CPTM) method for perserving
privacy throughout development.

No tool

Fault-tree
analysis

[66] Uses fault tree to illustrate the logical relationships between events that can
lead to a security breach. The paper attached uses a fuzzy version in combina-
tion with a mathematical model to calculate risk.

prototype

HARM [86] Combines Attack Secuence Descriptions, Misuse sequence diagrams, Misuse
case maps, Misuse Case, Attack trees, and Attack Patterns.

Non-specific
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hTMM [116] Combines Security Quality Requirements Engineering Method (SQUARE), Se-
curity Cards, and PnG activities.

Non-specific

Insider
threats

[83, 84] Illustrate and classify insider threats, based on formal modeling and analysis
of infrastructures of organisations.

Code in
paper

IoTRiskAnalyzer [122] Automated threat model generation, risk-based analysis and prioritization for
IoT systems.

PRISM

KAOS [70,
182,
183,
184]

Threat graphs, anti-goals, anti-models, and threat trees. Non-specific

Kong-
Threats

[92] Threat analysis through simulating state transitions, using misuse cases and
STRIDE.

Prototype

LINDDUNN [37] Threat to (DFD) element mapping, privacy modeling. LINDDUN
GO

MisUse
Case Maps
(MUCM)

[87] Maps threat actor behaviour to the architectural context of a system. Non-specific

Misuse
cases
(MUC)

[163] Eliciting security requirements based on use cases that focus on internal misuse. Non-specific

Misuse
patterns

[47] Identifying security threats by leveraging known patterns of misuse or abuse of
system functionality. Attached paper focuses on cloud applilcations.

Non-specific

Multi-
attacker
threat
model

[5] Allows each internal actor to behave maliciously, through interception and forg-
ing messages. Embeds automation through use of an existing model checker.

Code in
paper

NEMESIS [85] Automated architecture for threat modeling and risk assessment. Prototype
OCTAVE [2] Risk-based threat assessement, reliant on human interaction, focuses on organ-

isational risk.
No tool

OCTAVE
Allegro

[23] Alternative version of OCTAVE with the focus on information assests and their
context.

No tool

P.A.S.T.A. [177] Threat scenarios with associated risk and countermeasures, using attack trees
and DFD.

Non-specific

PERSONA
NON
GRATA

[30] Characterize users as archetypes that can misuse the system and view the
system from the point of view of unintended use.

No tool

Petri-nets [201] Model inteded behavior of system and security threats using petri-nets. Non-specific
Problem
frames

[9, 71] Problem-oriented security patterns, which can be re-used to identify problems
on different abstraction levels.

UML4PF,
etc.

PwnPr3d [79, 80] An attack-graph-driven probabilistic threat-modeling approach Prototype
Qualitative
TM method

[136] Combines Attack trees, STRIDE, and CVSS vulnerability scoring. Prototype

Quantitative
TM for
cloud

[154] Stochastic risk-based threat analysis, that helps select security controls that
maximize return on investment.

Prototype

Rule-based
graph
matching

[11] Automatically extracting threats, using threat catalogs and extended DFD. Code in
paper
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Secuirty
cards

[116] Emphasizes on creativitiy and brainstorming, based on content presented in
card format.

No tool

State charts [43] Modeling behavior of attackers using state charts. non-specific
modeling

tool
STORE [4] Security Threat Oriented Requirements Engineering Methodology, that utilizes

STRIDE to identify threats.
No tool

STRIDE [150,
172]

Threat identification based on Spoofing, Tampering, Repudiation, Information
Disclosure, Denial of Service (DoS), and Elevation of Privilege.

Micosoft
TMT

Trike [147] Open-source risk-based threat modeling method from a defensive perspective,
focusing on coordination and collaboration.

Octotrike

Unnamed
by Abe et
al.

[1] Map threat patterns to business process, represented in sequence diagrams, to
derive negative scenarios.

Non-specific

Unnamed
by Beckers
et al.

[8] Security pattern based threat modeling that integrates multiple modeling meth-
ods such as CORAS and Misuse cases.

UML4PF

Unnamed
by Bedi et
al.

[10] Combines several existing techniques to create a three-phased risk-based threat
modeling and risk management approach.

Prototype

Unnamed
by
Burmester
et al.

[20] Threat modeling for Cyber-physical system, requirements represented as secu-
rity policies are used to identify system vulnerabilities.

No tool

Unnamed
by Casola
et al.

[24] Semi-automated threat modeling assigning threats based on assets using a
STRIDE threat library, and countermeasures from NIST.

SlaGenerator

Unnamed
by Cerotti

[25, 26] Automated threat modeling using MITRE frameowkr for smart energy grids. No tool

Unnamed
by Elmrabit

[46] Probablistic threat modeling focused on insider threats based on Bayesian net-
works.

No tool

Unnamed
by Granata
and Rak

[59] Automated threat modeling and risk evaluation. SlaGenerator

Unnamed
by Gyrd et
al.

[16] Risk-based threat analysis using risk scenarios, based on existing graph-based
threat modeling method.

No tool

Unnamed
by Haley et
al.

[65] Goal-based threat analysis, focused on system context and security satisfaction
arguments. Results in security requirements

No tool

Unnamed
by Haley et
al.

[64] Represent threat descriptions in tuples: action, asset, harm. Formal arguments
are used to test the satisfcation of security requirements and reveal threats.

No tool

Unnamed
by Huang
et al.

[75] Threat modeling on control systems and assessment based on the physical and
economic consequences.

No tool

Unnamed
by Kim et
al.

[90] Risk-based threat analysis, using use case diagrams and threat scenario tem-
plates to create reports.

Non-specific
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Unnamed
by Manzoor

[109] Threat modeling for cloud ecosystems based on petri nets and design structure
matrices.

No tool

Unnamed
by Rhee et
al.

[143] Threat modeling of a mobile device management system by analyzing and iden-
tifying threat agents, assets, and adverse actions.

No tool

Unnamed
by Tondel
et al.

[171] Combines MUC, attack trees, Security activity models. Sea monster

Unnamed
by Ware et
al.

[191] Actor profiles to derive threats, mapping threats to security objectives, and
mapping objectives to security requirements.

Extension
of Violet

Unnamed
by Zo-
grafopoulos

[204] Risk-oriented threat modeling specifically designed for cyber-physical systems. No tool

VAST [116] Distinguishes between application and operation by mandating the inclusion of
both application threat models (process flow diagrams) and operational threat
models (architectural models).

ThreatModeler

4.6.2 Tools
As a result of the SLR twenty potential threat modeling tools have been identified. Note, that our
focus was primarily on software tools, so tools such as the elevation of privilege card game have been
disregarded. Table 4.3 provides an overview of the identified tools and the techniques or methods
they support. These tools were included in our analysis only if they were explicitly mentioned in at
least one of the papers. "Corresponding paper" denotes the paper sources that led to identification.

When examining each individual tool, we observed that the availability of threat modeling tools was
very limited. Among the twenty identified tools, nine (45%) were not publicly available. Meaning,
they could not be found with multiple Google searches or that the link provided in the paper
led to a page that was not available anymore. Only two commercial tools were identified, the
rest of the available tools provided a free download or were open source. We also observed that
there was a variety of tool types. Seven tools (35%) could stand on their own. Meaning, they
did not require any additional tools or concepts before they could be used. Besides visualizing the
threat model, these tools were observed to actively assist in other activities of threat modeling.
For example, the generation of threats. Certain tools were in the prototype, meaning the papers
indicated certain future refinements and the absence of public availability. Furthermore, certain
tools facilitated automated threat modeling, among which two were dedicated plug-ins designed for
existing modeling software, while the remaining three were standalone quantitative tools. Among
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these tools, only SLAgenerator was available. However, the GitHub associated with this tool did
not display active development.

The tools that have been identified will serve as input for the alternatives within the decision
model. Due to the lack of availability and documentation, a substantial portion of these tools are

Table 4.3: The identified tools and the techniques or method they support.
The availability denotes the public availability of the software. N/A denotes Not

Available.

Tool Name Supports Availability Tool type Doc. Corres.
paper

ASTo Apparatus Framework Not available Visualization
tool

N/A [114]

CORAS Web
Tool

CORAS Free online use Visualization
tool

[166] [39,
105]

i* model tools i*-based threat
modeling

Free download Visualization
tool

[78] [44,
102,
123,
124]

Microsoft TMT STRIDE Free download Standalone tool [119] [82]
MUCSIM Executable MUC Not available Plug-in for

existing
software

N/A [194]

Octotrike TRIKE Open source Standalone tool [99] [162]
OVVL OVVL (framework) Open source Standalone tool [153] [151]
OWASP Threat
dragon

STRIDE, LINDDUN,
CIA

Open source Standalone tool [131] [22]

P2CySeMol Attack graphs Not available Quantitative
TM tool

N/A [74]

Plug-in for
CASE

Automated analysis of
security-design models

Not available Plug-in for
existing
software

N/A [82]

PRISM IoTRiskAnalyzer Open source Model checker [97] [122]
Seamonster Attack trees, Misuse

case modeling
Open source Standalone tool [63] [162]

Securi cad by
foreseeti

Automated threat
modeling

Not available Quantitative
TM tool

N/A [42]

SecurITree Attack trees Commercial Standalone tool [101] [146]
SLAgenerator STRIDE Open source Quantitative

TM tool
[59] [60]

Tam2 Automated threat
modeling

Not available Prototype [152] [60]

ThreatModeler VAST Commercial Standalone tool [170] [162]
Tiramisu Attack paths Not available Prototype N/A [28]
UML4PF Problem frames, MUC Not available Visualization

tool
N/A [9, 71]

Unnamed
threat catalogue

Automated threat
modeling

Not available Knowledge base
for automated
threat modeling

[24] [60]
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not suitable for usage in a business context. Section 8.3.1 explains how this is dealt with to select
and construct the alternatives.

4.7 Criteria for threat modeling selection

As shown in Figure 4.2 the SLR identified 32 papers that outlined certain criteria that can poten-
tially be used to differentiate between threat modeling methods. It is found that the criteria used to
compare threat modeling and other security-related methods can be qualities or features. Qualities
are non-functional requirements such as ease of use and scalability. These are commonly assessed
on a specific level such as high, medium, or low, these are further referred to as quality criteria.
While features are aspects of the method that are distinctive characteristics or functionalities that
can contribute towards improving a quality criterion. In this study criteria that contain a feature
or a group of features, are referred to as requirements.

4.7.1 Requirements
Examining each paper, seventy potential requirements were identified. Due to the lack of studies
that provide requirements specific to threat modeling and the lack of a common definition, these
potential requirements were also extracted from related domains such as risk assessment and se-
curity requirement engineering. These requirements were not only used in literature to compare
(components) of methods for selection but also for other purposes such as evaluation. During the
extraction, it was qualitatively evaluated if these requirements could be applied in the context of
threat modeling selection.

After the initial extraction, the unstructured requirements were re-evaluated and refined. A brain-
storming session with multiple researchers that had expertise in threat modeling was conducted.
This was deemed necessary to manage the significant complexity resulting from the integration of
multiple intertwined domains with diverse terminologies. To illustrate, "the level of abstraction"
by Shameli et al. [158] (threat modeling) is related to the "modeling view" by Tatam et al. [168]
(risk assessment). Both have a category of criteria that contain a label for methods that focuses on
assets. However, they also have other non-matching labels. Hence, a choice needed to be made on
how to handle this situation, which lrompted the initiation of a brainstorming session. During this
session the applicability to threat modeling was re-evaluated for each requirement, duplicates were
removed, requirements that had a similar meaning were combined and the final set of requirements
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was split into eight different groups. This resulted in a collection of 41 different requirements, which
is the basis for threat modeling method selection.

Table 4.4 displays the set of requirements extracted. "Assessment" denotes the values which are
used to assess the requirement. This set contains requirements that can be assessed either with a
Boolean value or a categorical value. As explained in Section 4.4, there are also certain criteria
in the literature that are answered with a textual description. These are either combined into
other requirements or disregarded due to them not being applicable for threat modeling method
selection. The requirements are linked to a group based on their relevance to different aspects of
threat modeling. For example, report representation is put into the output category, because it
relates to how the output of threat modeling is displayed. Instead of doing a literature relevancy
assessment, based on how often a requirement was mentioned in the literature, we used the complete
set of requirements and validated the criteria based on expert input. Further details on the design
of this validation can be found in Chapter 5.
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Table 4.4: The requirements extracted from the SLR. Assessment denotes the
values which are used to assess the requirement.

Requirement Description Assessment Ref
Input

Current security The method takes current security practices into account. Yes/No [157]
Input type The type of input that is required in order to start the threat analysis. Attacker behaviour, Architectural

design, Requirements
[157, 158]

Input data Where the input data is originating from. Historical data, expert opinion [29]
Output

Output type The type of artifact that the method produces. Security requirements, threats,
mitigations

[107, 140,
158]

Output granularity The level of detail in which the result from threat modeling is presented. High-level: descriptions of threats,
low-level: source code

[175]

Report representation How the findings from threat modeling are displayed in the report. Structured text, model-based [22, 175]
Mitigation strategy Whether or not mitigation strategies are provided by the method. Yes/No [159]

Perspective
Approach The central ideology that the threat modeling method is based on. Attack-centric, risk-centric, Security

requirement engineering,
[175]

Focus The viewpoint from which the technique is performed. Attacker, Defender [159]
Agents Does a threat model focus on one perspective or multiple perspectives at the

same time.
Multi-agent or Single-agent [49, 124]

Modeling view The level of detail on which the actual model is created. Architecture, behavior or platform [57]
Modeling notation

Abstraction The level of detail at which the components are represented in the notation. Goal-based, Model-based,
problem-based, process based

[22]

Formality Distinguishes between formal and graphical representations. Formal, Graphical [175]
Language Considers the notation that the technique uses in order to model the threats E.g. DFD, Petrinets [22, 50, 57,

107]
Similarity with software
specification languages

The notation used is similar to already known software specification languages. Yes/No [34]

Extensibility The ability to model domain specific components. Yes/No [22]
Coverage of components Regards the presence of the most common threat modeling components. Yes/ No (For each component) [34]
Relationships between
components

Regards the presence of the most common possible relationships between
components.

Yes / No (For each relationship) [45]

Countermeasure impact Determines if the threat model can show the impact of a countermeasure on
vulnerabilities and attacks.

Yes/No/Partial [45]

Modeling context
Barriers for
practitioners

Considers if there are any knowledge barriers for executing the threat modeling
method.

Yes/No [157]

Layer The level of system details at which threats are assessed. Environment, total system,
computer-based system or software

[140]

Applicability to system The method is designed for either general use or a specific type of
computer-based system.

Generic, specific [50, 140,
159, 200]

Threats to hardware Looks at if threats to hardware such as physical tampering are taken into
account.

Yes/No [157, 159]

Method process
Threat generation How the process of identifying and establishing a list of potential threats is done. Automatic or manual [22, 168,

200]
Involved entities Considers the recommended parties that should be involved (e.g. management,

business-line).
E.g. Security specialists [157]

Set a boundary The technique explains how to define the limits of the system, so that we can
identify the area that needs protection.

Yes/No [157]

Threat analysis
Resource valuation The analysis differentiates between non-critical and critical resources. Non-critical, Critical [157, 158]
Effect propagation The analysis shows how attacks on one part of the system can affect other parts

that depend on it.
Propagated, Non-propagated [45]

Quality assurance Assesses if quality assessment is a part of the analysis procedure. Explicit, present, not present [49, 130,
175]

Threat library A list of known threats (a threat library) is used to identify applicable security
threats based on the system’s components.

Yes/No [28, 175,
201]

Analysis level The level of detail used to analyze the system for potential threats. Architecture, design and source code [3]
Security objective The areas of security covered by the method. Confidentiality, integrity, availability [49, 50, 107,

130, 175]
Prioritization Includes a method for prioritizing threats. Yes/No/Partial [45]
Risk The role of risk in the threat modeling method. Not considered, Internal part of

technique
[175]

Steps of vulnerability
exploitation

Time or steps to exploitation is calculated as a part of the method. Yes/No/Partial [45]

Threat analysis type Differentiates between quantitative and qualitative techniques for threat
assessment.

Qualitative, Quantitative [28, 29, 200]

Other
Stopping condition The method has a definition of done. Present, not present [175]
Interoperatibility Assesses if the technique interact with other security techniques. E.g. Yes, is part of risk assessment [140]
Validation Validation or verification of model, interaction and conflicts of components are

shown.
Yes/No [49, 130]

Automation Considers if the tools have automated solutions. Yes/No/Partial [159]
Portability The ability to transfer models from one machine or system to another. Yes/No [159]
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4.7.2 Quality criteria
Besides a set of requirements, seventeen individual quality criteria and ten quality groups (con-
taining multiple individual qualities) were identified. Like the requirements, the qualities were
extracted from comparisons beyond the threat modeling domain. Moreover, they were evaluated
based on their suitability in the context of threat modeling selection. The quality groups were split
up into individual qualities and the set was refined by combining qualities and removing duplicates.
Afterward, they were subjected to a brainstorming session with multiple researchers, in which the
applicability was reassessed, and quality criteria were reformulated and structured. After these
refinements, a total of 27 different qualities were found suitable in the context of threat modeling.

A hierarchy was designed to structure the quality criteria. This was achieved by adapting the
internal method quality criteria by Brinkkemper et al. [19] and utilizing those criteria as groups.
Furthermore, these groups were populated with qualities found in the SLR. A total of 15 qualities
were directly assigned underneath these quality groups. Additionally, 12 criteria were assigned
as quality sub-criteria and were placed underneath a quality criterion. Assigning the qualities was
done based on their hypothesized contribution. For example, it was hypothesized that completeness
(“Does the method specify a state or condition of having the necessary or appropriate parts of a
threat model.”) contributes towards a semantically correct and meaningful method (reliability).

In Table 4.5 the quality hierarchy is presented. Note that several definitions have been reformulated
to fit the context of threat modeling method selection. When examining the corresponding papers,
we found that several distinct assessment scales are used to benchmark these qualities. For example,
Raspotnig et al. [140] did a quality assessment given a textual description. While others used a
scale with three levels (high, medium, and low) [90, 159]. Occasionally scales with both three and
five levels were used interchangeably [111]. To avoid conflicts between the assessment scales we
decided that each quality presented in this hierarchy can be assessed with low, medium, or high.
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Table 4.5: The quality hierarchy created as a result of conducting the SLR.
Note that some definitions have been reformulated to fit the context of threat
modeling method selection. All qualities can be assessed on a three-level scale

(high, medium, or low).

Criteria group Quality criteria Quality
sub-criteria

Description Ref

Efficiency The method can be performed at minimal cost and effort [19]
Cost The amount of resources to produce a threat model. Both the

cost for creating a threat model (time/effort) and the cost for
the purchase of a threat modeling tool are considered.

[159]

Reusability The ability to use parts of one threat model to create a new
model.

[34, 43]

Tailorability Capability of a method to adapt to a specific application. [156]
Scalability If a method is applicable to large systems or not. There are

components in the method that scale with the size and
complexity of the system under assessment.

[140, 159]

Reliability The method is semantically correct and meaningful [19]
Completeness Does the method specify a state or condition of having the

necessary or appropriate parts of a threat model.
[34, 89, 90, 110,
111, 117, 150]

Precision (
Ambiguity)

How consistent the results of threat modeling are when
conditions are the same.

[90]

Documentation The documentation of the method is clear and extensive. [156, 159]
Technique
documenta-
tion

The technique is documented clearly and extensively. [156, 159]

Tool docu-
mentation

The tool has a clear and extensive documentation. [156, 159]

Software
evolution support

How well a threat modeling method supports the continuous
change and improvement of software throughout its lifecycle.

[34]

Modularity How easy is it to develop and use software components
separately.

[34]

Component
architecture

The level of support for a component-based structure that allows
software modules to be added and removed with ease.

[34]

Change
propagation

Ability to keep track of changes made to system and to
guarantee that a change is correctly propagated such that no
inconsistent dependency is left unresolved.

[34]

Change
impact
analysis

Ability to evaluate the effect that changes made to specific
artifacts will have on other system components.

[34]

Suitability The aim of the method is in line with the expectations of the
stakeholders.

[29, 156]

Maturity How well the different parts of the method are structured and
designed.

[110, 156, 159]

Technique
maturity

The technique supported by a systematic and structured process. [110, 140, 156,
159]

Tool maturity Degree of optimization of the tool for standard usage. (Values
based on the capability maturity model)

[110, 156, 159]

Support for
maintainability

How easy it is to make and track changes while using the
method.

[89]

Modifiable The ability to make changes to an existing threat model. [89]
Traceability Concerns the ability to trace the history, application and

location of threat modeling components.
[34, 89, 117]

Understand-
ability

How easy is it to understand the outcome of the method. [34, 90, 117]

Applicability The users are able to apply the method [19]
User experience The experience of a person who uses a threat modeling method. [22]

Ease of use Simplicity of use of the technique, tool, and notation. [89, 90, 110, 111,
150, 156, 159]

Learning
curve

The cost associated with learning the threat modeling technique,
tool, and notation.

[156, 159]

Compatibility
with agile
development
process

The technique can be used within an agile environment. [159]

Compatibility
with related
processes

How well the threat modeling method works with other
(security) related processes such as risk assessment. (e.g. How
much overlap is there between the processes?)

[189]
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5 Developing data collection tools

This chapter describes the activities that were performed in preparation for the expert survey and
interviews.

5.1 Content refinement

Before data collection was initialized, the interview as described in Section 3.2.2 was tested in a
pilot interview with a security expert. In addition to rectifying minor spelling errors, the pilot
interview led to significant alterations in the interview’s guide and its structure. These adjustments
were made based on the insights gained from the pilot interview, that aimed to enhance the overall
quality of the interview process. We describe the most important modifications in the remainder
of this chapter.

5.1.1 Introducing user stories
One of the takeaways from the pilot interview was that the participant did not understand how
to answer the questions related to the literature validation (Part 4). This issue arose due to the
terminology gap between literature and practice, but also because the template provided to the
participant contained multiple tasks. This complexity not only hindered comprehension of what
aspects to reflect upon but also posed challenges in formulating suitable responses. Therefore, it
was decided to reformulate the requirements in the format of user stories.

When a requirement had a binary assessment (yes/no), one user story was created to capture
the requirement. When a requirement could be answered with a textual category, each element
was rewritten in a separate sub-user story to ensure the modularity of each component. The
original description was either retained or slightly modified in the case of an overarching (main)
requirement, to preserve the group-like structure. Additionally, the group to which the requirements
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are assigned was rewritten into an epic by providing it with an elaborate description (See Table 5.1).
Furthermore, standard definitions were added for terms that were not familiar to the partitioner
(See Table 5.2). Moreover, examples were added where necessary. This was minimized because we
observed that an example often only describes one angle of the requirement or quality, which could
lead to a bias when reflected on. The transformed requirements from the literature can be found
in Appendix B.2.

5.1.2 Splitting up participants
It became apparent that asking practitioners to assess the connections between specific qualities
and the necessary requirements involved too much abstract thinking. Consequently, two distinct
types of interviews were introduced.

1. Requirement validation & exploration interviews
2. Dedicated relationship interviews

During the requirement validation and exploration interviews, participants were asked both ex-
ploratory questions and questions that evaluated requirements and quality criteria found in the
literature. The purpose of these interviews was to assess the literature’s findings and incorpo-
rate requirements and qualities from the organisations’ perspectives. Additionally, the interviews
involved discussing the current approach for selecting a method, the perception of what threat mod-
eling is, and the significance of tools and techniques when conducting threat modeling. Through

Table 5.1: The requirement groups from the SLR written as epics.

ID Epic name Description
E001 Input Everything that happens before starting the threat analysis. This regards components

that are related to identifying and describing what is already in place in the organisation.
E002 Output Requirements related to the outcome of the threat modeling method.
E003 Perspective Requirements related to the perspective of the threat modeling method. Contains compo-

nents that represent the point of view from which the approach solves the threat modeling
case

E004 Modeling
notation

Requirements specific to the notation used to represent the threat model.

E005 Modeling
context

These requirements are about the context in which the modeling method can or cannot
be applied, which is called the scope of usage.

E006 Method
process

Requirements that apply to the process of threat modeling and its environment.

E007 Analysis Requirements that are related to the threat analysis. This mostly regards the steps in-
volved, the reasoning used, and the aspects to be considered during the analysis."

E008 Other Requirements that are not placed in a category, explicitly relate to the integration with
the SDLC or relate to tool support.
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these interviews, it was possible to identify relationships between qualities and requirements by
examining how a participant discussed a specific requirement within a quality context (e.g., "It is
easy to use when...").

As a way to systematically examine the relationships between components and evaluate hypothe-
sized relationships, dedicated relationship interviews were done. These interviews were conducted
with participants who are currently working as researchers or have previous experience in threat
modeling research. Participants were asked to read through the qualities and requirements before
the interviews to familiarize themselves with the content. During the interviews, the qualities were
presented and discussed one by one, and participants were asked to brainstorm about elements that
could be incorporated into a threat modeling method to positively contribute to these qualities.

Table 5.2: Definitions utilized within the user stories that were not familiar to
the practitioner.

Ref Term Definition
[A] Attacker

behavior
A list of expected actions and tactics used by a malicious actor to exploit vulnerabilities
in computer systems.

[B] Security
assumptions

Underlying beliefs about the operational design of a system that can influence its security
posture. In other words: Ideas about how a system should work that can affect how secure
it is.

[C] System goals Intended outcomes or objectives that the system under analysis is designed to achieve.
These goals can be documented in a high-level description.

[D] Functional
behavior

Functional behavior of the system refers to the intended or expected actions and outputs
of the system. For example, a payment system transfers a balance from one account to the
other, using the internet. When there is a DDOS attack on the system, this threat results
in the function being denied. Meaning that the system is not able to transfer balance.

[E] (Secuirty) Goal Intended (security) outcomes or objectives that the system under analysis is designed to
achieve. An example of a security goal can be: To ensure that only authorized users are
able to access the information (confidentiality).

[F] (Secuirty)
problem

Vulnerability in a system that can be exploited by attackers. For example, using TLS 1.0
in your system is a security problem.

[G] Knowledge
barriers

Knowledge barriers are obstacles or limitations that prevent practitioners from being able
to perform threat modeling. For example, a cursus is required to perform a specific threat
modeling method.

[H] Steps to
vulnerability
exploitation

Refers to the steps an attacker may take to identify and exploit a vulnerability. For this
research we measure this in term of estimated time until a vulnerability is exploited.

[I] Qualitative Qualitative threat modeling methods are more subjective, often based on brainstorming,
expert opinion and non quantifiable techniques. It does not require much data and details
but rather relies on diagrams and checklists.

[J] Quantitative Quantitative threat modeling is based on data and statistical analysis in order to quantify
the effect of security threats. This often involves mathematical models or simulations of
different types of attacks.
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Table 5.3: Demographics of the domain experts. "N/A" indicates that a domain
expert did not participate or the interview did not sufficiently cover the preset

topics.

ID Document ID Residence Current role(s) Highest degree Experience Int. type
P1 Interview 1 NL Infomation Security Officer Master’s degree (University) 0-5 1
P2 Interview 3 UK Application Security lead Bachelor’s degree (University) 25-30 1
P3 N/A USA Chief Security Architect and CTO Master’s degree (University) 35+ 1
P4 Interview 4 NL Infomation Security Officer IS Certification 30-35 1
P5 Interview 5 NL Technical Product Owner Master’s degree (University) 20-25 1
P6 Interview 6 NL Privacy and Security engineer Bachelor’s degree (University) 20-25 1
P7 Interview 7 NL Operational Security manager Applied sciences bachelor (HBO) 25-30 1
P8 Interview 14 BE Postdoctoral researcher PhD 5-10 2
P9 Interview 16 USA Professional in residence and CTO Master’s degree (University) 35-40 2
P10 Interview 15 Spain Professor Master’s degree (University) 25-30 2
P11 Interview 8 NL Infomation Security Officer Undisclosed 25-30 1
P12 Interview 9 BE Infomation Security Officer Bachelor’s degree (University) 10-15 1
P13 Interview 2, 13 UK Security director Master’s degree (University) 5-10 1, 2
P14 N/A UK Security consultant Bachelor’s degree (University) 15-20 1
P15 Interview 10 USA Application security engineer Post-master 15-20 1
P16 Interview 11 USA Security engineer and consultant Bachelor’s degree (University) 20-25 1
P17 Interview 12 Sweden Security consultant Master’s degree (University) 5-10 1

Although this is still open-ended, by creating a modular structure as well as simplifying the task,
the participants were able to complete the task. Specifically, these interviews helped to identify
relationships for less commonly mentioned qualities, such as scalability and modifiability.

Table 5.3 shows the country of residence, the current role, the highest obtained degree, and years of
experience of the experts. The "Document ID" refers to the transcript(s) of the interview(s) in which
the expert has participated. "N/A" is assigned when candidates either did not want to partake in
the interview after the survey was completed or the actual conversation did not adequately cover
the pre-defined topics. "Interview type 1" signifies the participation in the requirement validation
and exploration interviews, whereas "type 2" denotes participation in the dedicated relationship
interviews.

5.1.3 Pre-interview survey
One key lesson learned from the pilot was the importance of time management. The pilot interview
revealed that the initial set of tasks took three times longer than initially predicted. Consequently,
significant modifications were made to the interview’s structure to address this issue. The partici-
pants of the validation and exploration interview were requested to fill in a survey beforehand. This
survey required participants to answer a set of questions from the perspective of a decision-maker
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responsible for selecting a threat modeling method for a development project. On average, partici-
pants spent approximately 45 minutes to complete the survey, which was divided into three main
parts.

The first part comprised a single open question asking the participant to describe how they would
select a threat modeling method for their organisation. Throughout the survey, the definitions for
a method, technique, tool, and notation were provided at the top of each section, aiming to assist
practitioners in distinguishing between these elements effectively. The subsequent part contained
questions regarding the quality criteria for selecting a threat modeling method. Participants were
asked to rank the qualities relative to the other criteria of the group they belonged to, thereby
determining their relative importance and potentially resolving ties in the final decision model.
Moreover, the participant had the option to remove, modify or add criteria within the quality
hierarchy.

The final section of the survey encompassed questions pertaining to the presented requirements in
Appendix B.2. This part of the survey was divided into eight distinct sections, each presenting
requirements one by one, categorized based on their corresponding epic. Within this section, two
types of questions were posed. The first type measured the relevancy of the main requirements
(identified with IDs like US101), for selecting a threat modeling method. This required a simple
yes or no (relevant / not-relevant) answer. The option to select "no opinion" was provided for
cases where the requirement was not fully understood. The second set of questions pertained to
the sub-user stories (IDs like US102a). In that instance, the participant was presented with a
multiple-choice question that asked to select all options that are applicable given their experience.
Additionally, participants had the option to suggest other user stories or indicate if none of the
provided options were relevant. Throughout the survey, the participants were encouraged to leave
comments when anything was unclear or should be modified. The complete survey can be found in
Appendix F. These comments, along with individual survey responses, were reviewed by the inter-
viewer in preparation for the interviews. Key topics of conversation were identified and highlighted,
facilitating discussion and structuring the interview process.
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6 Pre-interview survey results

This section contains the findings of the pre-interview survey. A total of fourteen surveys were
completed. Participants were hand-selected according to the guidelines mentioned in Section 3.2.
Although the number of participants is limited, purposive sampling focused on threat modeling
experts facilitated the validation of the diverse set of complex terminology extracted from the
literature. Moreover, reviewing each individual response yielded insight into their perspectives,
which was then used as a basis for the in-depth interviews. The demographics of the expert
participants can be found in Section 5.1.2. The full survey results are available in Appendix B.

6.1 Requirement survey validation

To contribute towards answering the second sub-research question: What are the criteria for se-
lecting threat modeling approaches?, the requirements obtained from the SLR were presented in the
third part of the survey. The participants evaluated how relevant the main requirements were and
also assessed the applicability of the sub-user stories. 42 main requirements were tested and on
average our participants marked 77.7% as relevant. Also, 51 sub-user stories were questioned. The
average practical applicability of the sub-user stories was 62,4%. All results from the requirement
validation part of the survey can be found in Appendix B.2. The upcoming sections will mention
the highlights of the results.

6.2 Relevancy of main requirements

There were no clear outliers within the main requirements. The lowest rated requirement was
US603 - set boundary: “As a decision-maker, I want the technique to clearly explain how to define
the limits of the system, so that we can identify the area that needs protection.” Which was rated as
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relevant by 50% of the participants. This indicates that the requirements thus far are already highly
relevant. The next lowest are US504, US709, US710, and US804 with a relevancy rating of 57,1%.
US504 is about considering hardware threats and US709 refers to the requirement of considering
steps to vulnerability exploitation. US710 is differentiating between qualitative and quantitative
approaches and US804 is about verification support in a tool. The survey data did not provide a
clear explanation of why these were ranked at the bottom.

There were three requirements that were rated relevant by all participants (US304, US502, and
US706). All of these pertain to the details of the threat modeling method. More specifically, US304
is about the level of detail in which the actual system is represented. For example, the system
can be represented as a set of software components or behavioral rules. US502 and US706 are
both focused on the level of detail at which threats are identified. Where US502 focuses on the
level of the system and US706 relates to the coverage of threats in correspondence with the CIA
triangle. Based on these results, it can be inferred that the decision-maker considers the level of
detail at which threat modeling is performed to be highly relevant. An overview of the least and
most relevant main requirements can be found in Table 6.1.

6.3 Applicability of sub-user stories

The average applicability of sub-user stories was noticeably lower than the relevancy of the main
requirements. Several participants commented on the applicability questions, highlighting that it
was occasionally driven by personal preference rather than general applicability. This was taken
into account during the requirement refinements for the decision model. Any sub-user stories that
are considered applicable by less than 50% of the participants are shown in Table 6.2. These are
now shortly discussed.

The lowest applicable sub-user stories, US402a and US710b, are closely related. It could be sug-
gested that having a formal notation is advantageous when conducting quantitative threat modeling.
However, based on the comments in the survey, using quantitative threat modeling is currently not
applicable. One of the reasons provided by participants is that although threat modeling based on
a mathematical model would be desirable, it is not yet feasible due to the associated high cost. On
the other hand, all participants found that using a graphical notation was practical. This suggests
that there is a significant difference in the applicability of graphical and formal notations.
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Table 6.1: The least and most relevant main requirements. R stands for Relevant,
NR denotes Non-Relevant and NO means No-Opinion. The percentage indicates
the column contains the cumulative percentage. The relevancy of all requirements

can be found in Appendix B.2.

ID Requirement User story - Description R R% NR NR% NO NO%
US603 Set

boundary
As a decision-maker, I want the technique to clearly ex-
plain how to define the limits of the system, so that we
can identify the area that needs protection.

7 50% 5 35.7% 2 14.3%

US504 Hardware
threats

As a decision-maker, I want to have a threat modeling
method that considers threats to hardware.

8 57.1% 4 28.6% 2 14.3%

US709 Steps of
vulnerability
exploitation

As a decision-maker, I want to have a threat modeling
method that considers steps to vulnerability exploita-
tion[H] (expressed in time) as part of the analysis.

8 57.1% 5 35,7% 1 7.1%

US710 Threat
analysis type

The differentiation between quantitative and qualitative
techniques for threat analysis.

8 57.1% 4 28,6% 2 14.3%

US804 Verification As a decision-maker, I want to receive verification sup-
port for the threat model, so I can guarantee the model
is built correctly.

8 57.1% 3 21.4% 3 21.4%

... ... ... ... ... ... ... ... ...
US304 Modeling

view
The level of detail on which the actual model is created. 14 100% 0 0% 0 0%

US502 Layer The level of system details at which threats are assessed. 14 100% 0 0% 0 0%
US706 Security

objective
The areas of security covered by the method. 14 100% 0 0% 0 0%

US705a and U102a revolve around the role of source code in threat modeling. The survey results
clearly indicated that the use of source code in threat modeling is not applicable in practice. This
observation is best exemplified by the following statement written by one of the participants: “I
would rather use SAST and DAST tools than threat modeling at the point source code has been
built.” [P13] Essentially, there are alternative techniques and tools that become more relevant once
the source code is built. This aligns with the literature, which suggests that threat modeling is best
applied in the early stages of the development life cycle [185].

Among the participants, 35,7% found US301d applicable while 28,6% found US301e applicable.
These are both related to requirement engineering. Although they were not determined to be the
least applicable, certain participants noted that they were unfamiliar with these approaches and
marked them as non-applicable accordingly. A similar explanation was given for US601b, which
regards threat generation based on expert knowledge. This sub-user story was not found applicable
by several participants because they were not familiar with the example method provided. It is
noteworthy that only 35,7% of the participants found this sub-user story applicable, although the
survey results showed a preference towards more qualitative methods that often involve experts.
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Table 6.2: The least applicable sub-user stories by domain experts. A denotes
Applicability. The percentage indicates that the values in the column display the
cumulative percentage. The applicability of all sub-user stories can be found in

Appendix B.2.

ID User story - Description A A%
US402a As a decision-maker, I want the notation to be formal, so that threat

modeling based on a mathematical model is possible.
1 7.14%

US710b As a decision-maker, I want my threat modeling method to be quantita-
tive, so it is more detailed.

1 7,14%

US303b As a decision-maker, I want one model to show the perspective of a single
agent, so that the model does not become too complicated. (For attack-
centric approaches)

3 21.43%

US705a As a decision-maker, I want the depth of the analysis to reach source
code level.

3 21,43%

US708c As a decision-maker, I want to have a threat modeling technique that does
not consider risk. (E.g. because it is not needed to obtain the prefered
threat modeling outcome)

3 21,43%

US102e As a decision-maker, I want the analysis to be done based-on source code,
so that the analysis is performed based on the actual system.

4 28.57%

US301e As a decision-maker, I want the technique to be centered around Security
Requirements Engineering (SRE), so that the primary goal is to identify
security requirements.

4 28.57%

US401d As a decision-maker, I want the model notation to represent its compo-
nents centered around the business processes.

4 28.57%

US301d As a decision-maker, I want the technique to be centered around Goal-
Oriented Requirement Engineering(GORE), so that both functional and
non-functional (among other, security) requirements are obtained.

5 35.71%

US401a As a decision-maker, I want the model notation to represent its compo-
nents centered around (security) goals.

5 35.71%

US401c As a decision-maker, I want the model notation to represent its compo-
nents centered around (security) problems.

5 35.71%

US601b As a decision-maker, I want to have a threat modeling method that gen-
erates threats based on expert knowledge. (e.g. CORAS)

5 35.71%

US103b As a decision-maker, I want the threat assessment to be done based-on
historical data.

6 42.86%

US203a As a decision-maker, I want the report from a threat modeling project
to-be a structured text.

6 42.86%

US301a As a decision-maker, I want the technique to be attack-centric, so there
will be a focus on identifying attacker profiles and the complexity of
attacks.

6 42.86%
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Less than 50% of the participants found the use of historical data (US103b) to be applicable. A
participant suggested that this might be due to companies not commonly collecting this type of
data. Additionally, it was strongly suggested that historical data alone is insufficient for threat
identification.

US401a, US401c, and US401d all have to do with the level of detail in which the components of the
model are represented. These sub-user stories demonstrate relatively lower applicability compared
to US401b (57,1%), which states: “As a decision-maker, I want the model notation to represent
its components centered around a model of the system.” The difference in applicability indicates a
preference for visualizing the system as part of a threat modeling method. Moreover, it is strongly
preferred to have multiple agents as part of a threat model (US303a) over a single agent (US303b)
with an applicability of 78,6% and 21,4% respectively. Lastly, US708c is only applicable for 21.4%
of the participants, while considering risk as part of the method has a 78,6% applicability and
considering risk externally has a 50% applicability rate. This may indicate that risk is a desirable
component of threat modeling in practice.

6.4 Additional requirements

Several additional requirements were mentioned in the comments of the survey and through the
“other” answer option. Most of the requirements were for a tool, which was not well-represented in
the results of the SLR. For example, "If we are talking about tools, I want: - versioning - secure
storage of the model - RBAC for the model." [P2] We translated these comments into the following
requirements:

- Custom priority: As a decision-maker, I want the ability to replace the existing threat
prioritization in the tool with a priority that is specific to our organisation.

- Layer decomposition: As a decision-maker, I want to have a threat modeling method that
allows switching between system layers (C4 model as reference).

- Versioning: As a decision-maker, I want the tool to have the capability to maintain a record
of the versions of threat models, allowing me to track the changes made over time.

- RBAC: As a decision-maker, I want access to the threat models to be restricted by RBAC
so that only the appropriate stakeholders can view and edit them.

- Secure storage: As a decision-maker, I want the tool to store the threat models in secure
storage, so confidentiality is insured.
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- Classes and instances: As a decision-maker, I want the tool to distinguish between classes
and instances of components, so customized threat assessments based on each specific instance
can be done.

Furthermore, several sub-user stories were incorporated based on the additional input received from
survey participants. For example, when asked about input type one participant wrote: "Personas
usually work best and these are often malicious. ... the majority of the work is done with evil
personas." [P6] We translated this comment into the sub-user story"Input type - Personas". All
additional requirements were subjected to a more detailed examination during the interviews.

- Input type - Business processes: As a decision-maker, I want the analysis to be done
based on business processes so that the user knows the context.

- Input type - Personas: As a decision-maker, I want the threat assessment to be done based
on personas.

- Modeling view – Process: As a decision-maker, I want the threat model to describe the
process surrounding the system.

- Security objective – Privacy: As a decision-maker, I want the security objective of the
threat modeling method to cover privacy.

6.5 Quality criteria survey validation

In the second part of the survey, the quality criteria extracted from the literature were queried.
Instead of asking about their relevance directly, participants were shown the hierarchy of quality
criteria and asked to rank them within their respective groups. The following remark was placed
to grasp the relevancy: “If you come across any quality criteria that is not important at all, you
can put them in last place and mention this at the bottom of the page.” This was followed up by
questions Q1.6 and Q1.7, in which participants were asked to modify or remove any of the quality
criteria. Although several comments were made, none of the participants proposed a direct change
or removal of a criterion. However, their opinions and struggles were noted and used as input for
individual discussions during interviews, which helped refine the quality criteria.

Based on the answers to these questions, a couple quality criteria were added. These criteria were
also explored during the interviews:
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- Grokkiness: The intuitiveness of the threat modeling methods for the stakeholders intended
to apply it.

- Testability: To what degree the recommendations that result from the threat modeling
exercise are applied and re-evaluated.

6.6 Additional findings: Relative quality importance

All participants ranked the quality criteria within their hierarchical group. Originally, this data
was collected to facilitate the creation of a tiebreaker mechanism in case the alternatives from the
decision model obtained an equal score. In such a scenario the inference engine could solve the
tie, for example, by summing the relative importance of all the requirements marked with a Must
have for the tied alternatives. Due to resource constraints, this study chose not to consider relative
weights in the final decision model and decided to leave this opportunity for future research. The
full relative ranking per category can be found in Appendix B.1. Nevertheless, key takeaways will
be briefly discussed.

According to the domain experts that took the survey, applicability is the most important quality
category for a threat modeling method. The ability of users to apply the method is considered more
important than efficiency and reliability. In the quality category of applicability, the user experience
was ranked highest, while the compatibility with related processes was most frequently ranked
lowest. This suggests that the practitioners place significant importance on the user when choosing
a threat modeling method. This was further confirmed by the fact that half of the participants
chose understandability (“How easy it is to understand the outcome of the method as their first
choice.") as their top choice in the reliability category. Both of these qualities are related to how
people perceive the interaction with the method.

When examining the sub-criteria that distinguish between a tool and a technique’s quality, it
became apparent that the participants had a clear preference for qualities related to techniques.
Specifically, technique documentation (85,7% ranked #1) and technique maturity (78,6% ranked
#1) were often valued over their tool variants. This suggests that there may be a discrepancy in
the significance of different components within a method.

Other findings show that, according to the domain experts, being modifiable is more important
than traceability (71,4% vs. 28,6% ranked #1). Additionally, within the user experience quality,
there was a strict tie between the importance of ease of use and learning curve sub-qualities. While
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these results are not directly used as part of the decision model, they provide valuable insights into
the context of what practitioners consider important when choosing a threat modeling method and
can guide future research in this area.
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7 Expert interviews

This chapter presents the results of the expert interviews, which were conducted in two different
formats.

7.1 Requirement validation interviews

A total of twelve interviews of this nature were successfully conducted with domain experts who
also completed the survey. The demographics of these participants are described in Section 5.1.2.
Specific participants are further referenced using their assigned ID. The interview itself was divided
into two equally sized parts.

In the first part of the interview, the current selection of threat modeling methods was explored.
This included a detailed discussion based on the answers provided in the survey. The conversation
then shifted toward discussing threat modeling tools and exploring their significance in the decision-
making process. Additionally, participants were asked about the organisational aspects related to
selecting a tool. Throughout this conversation, various tool features were mentioned, often related
to existing solutions. Therefore, participants were encouraged to consider additional requirements
that would be important if they were not limited by existing solutions.

Subsequently, the role of a technique in threat modeling was discussed, including its importance and
general factors that should be considered when selecting a technique. This part of the conversation
offered valuable insights into the selection problem from the perspective of practitioners, which
helped refine the decision-making method and identify additional requirements and quality criteria
from an organisational standpoint.
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During the next part, the participant’s survey answers were reviewed. The interviewer highlighted
certain answers for further discussion, specifically asking for more information on particular selec-
tions made. The highlights primarily aimed to discuss and clarify the least relevant requirements
mentioned in the survey. Additionally, they served to initiate discussion on the following aspects:

- Potential inconsistencies in the survey answers.

- Survey questions that were answered with “no-opinion”.

- Outliers that were marked as not-relevant or not-applicable, even though they are generally
accepted by the sample.

- Contributing factors to the highest-rated qualities (For matching qualities and requirements).

Discussing the highlights assisted in gaining an understanding of how practitioners interpret the
requirements and which concepts they use to describe them. This served as input for refining the
set of requirements to align with the terminology commonly used in practice. The changes made
based on these observations can be found in Appendix D.2.

7.1.1 Qualitative coding
For the analysis of the interviews, a multi-phase approach was employed for the qualitative coding
of the transcripts. Several interviews were conducted in Dutch. Before starting the coding process,
the Dutch transcripts were translated into English. They were translated while keeping in mind the
goal of accurately representing the content and essence of the interviews. Following the guidelines
of Saldana [148] on how to do qualitative coding, a 4-phase process was designed and executed.

Phase 1: Initial coding. The first phase is initial coding in which the researcher thoroughly read
through each transcript and marked segments that could potentially contribute towards answering
SRQ1 or SRQ2. Furthermore, statements and examples that captured the thought pattern of the
domain expert were highlighted. During this phase, a wide variety of information was captured,
and off-topic segments were filtered out.

Phase 2: Creating a codebook. Upon completion of phase 1 a codebook was developed.
The previous research steps enabled the use of the grouped user stories and the quality criteria
hierarchy as a foundation. As the coding process unfolded, additional qualities and requirements
were identified and integrated into the existing structure. Moreover, two categories of codes were
added. The first category, labeled “Current selection”, encompassed codes that described tasks
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and preferences related to the selection of threat modeling methods. The second category, named
“Other”, contained observations that did not directly contribute to answering the research questions,
but provided valuable context for the research. This ranges from the perceived goal of threat
modeling and its strengths and weaknesses to codes that highlight inherent beliefs, assumptions, or
definition misalignments.

Phase 3: Axial coding. This phase involved refining the codebook created in phase 2. Codes
were combined and renamed for clarity, duplicate codes were dealt with and irrelevant codes were
removed. To ensure thoroughness, the codebook was reviewed multiple times, and cross-coding by
another researcher was conducted to support the final refinements.

Phase 4: Selective coding. In the selective coding phase, the primary objective was to de-
velop codes related to requirements and qualities. As interviews included specific questions about
highlighted criteria, codes were only assigned when they were naturally brought up by the intervie-
wee. An exception was made for assigning quality codes in the segment that specifically inquired
about requirements contributing to the highest-rated qualities from the participant’s survey. This
was employed to capture potential relationships between the most important qualities and require-
ments. Additionally, codes related to the current selection and threat modeling goal were applied
and further developed.

After completing the coding process, the coded segments were analyzed using a combination of
manual and automatic methods. This included automatic occurrence analyses and the qualitative
interpretation of coded segments. The results of the analyses are reported in the following sections.

7.2 Current selection approach

It was observed that there was a conceptual difference among participants when asked how they
would currently choose a method. Certain participants explained their selection in the context of
a tool while others focused on a technique: "I would start at looking at which tools exist on the
Internet ..." [P1] versus "If you look at the different models, ... I particularly look at ... and then
you can still say: PASTA is nice, but ... to be able to look at it more from the technique point of
view." [P11] This has to do with the previously discussed paradigm.

The experts that focused on a tool, explained that they would approach the selection similarly
to how they would select other security tools. They would initiate the process by conducting
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a requirement analysis, where the objective they intend to achieve through threat modeling can
potentially play a crucial role in prioritizing these requirements. Subsequently, market research is
conducted and the identified tools are evaluated based on the features they offer. Then the tools are
compared in terms of requirements satisfaction. Following this, a qualitative or instinctive decision
is made to select the most suitable tool.

When the selection was not centered around a tool, the method was often selected based on at-
tributes related to the organisational context. This was closely associated with the organisational
fit. Specifically, the majority of the experts considered the security maturity of the stakeholders
that are involved in the threat modeling activity. When asked to elaborate, a participant stated:
"So specifically, this is about the security maturity. How aware people are of the need for security
and frankly, the higher that is, the more effortful a model I’d be willing to go for because they often
give better results and they give clearer, more standardized results." [P13] This was interchangeably
addressed as the security maturity of their organisation. In cases where the security maturity is
low, practitioners recommended a lightweight approach, often utilizing a predefined list of topics
or questions to identify threats. For organisations with a high security maturity, a more elaborate
and structured format was suggested, where additional threat generation through user input and
tool support become more important. Note, regardless of the security maturity, the human aspect
of threat generation remained a crucial part of threat modeling.

Regardless of their view on threat modeling or the security maturity of the organisation, the adopt-
ability or the intention to use by the team emerged as a central thought behind the selection of
multiple domain experts. One participant explained this by stating: “I find that in most cases the
problem is not because organisations are doing threat modeling, but they’re not following the perfect
method. The biggest problem is that they do not do it at all.” [P16] Various selection approaches
explained by the experts revolved around the user aspect. For example, certain experts selected
a technique or tool that matches the current way of working or selected a method based on the
technical capabilities of the user. Certain experts even selected a tool directly suggested by a user
to ensure its adoption: "It should come from the people who are going to use the tool, not from
people who are going to dictate the use of the tool. ... They know what they want. ... And they find
a tool that they want, so it eliminates the need for all of the evaluations. ... That way you know
it’s going to get used instead of it being “shelfwere”. [P15]

Several domain experts did not want to rely on a single threat modeling method and instead created
their own by combining and tailoring multiple approaches to align with the organisation and its
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stakeholders: "So it would trace each threat described by the brainstorming session using STRIDE.
Into a prioritized list of ranked threats using DREAD. And then ..." [P15] and "I say: one-size
fits all, does not exist. All models have something, but they are never quite complete. Or they
never quite cover the target" [P11] Another common occurrence was that the selection of threat
modeling methods was based on perceived popularity, familiarity, or the instinct of the decision-
maker. When an interviewee was asked if they would do it differently if they could do it again,
the response was: “No. Even today we would probably start with the simplest model and then let
them mature to the point where they find that it is inadequate for their needs." [P15] Subjective
selection often went hand-in-hand with the argument of opting for a lightweight approach and then
building quality and complexity over time. All of this, with the primary aim to increase the odds
of threat modeling being actually done. However, a couple of experts argued that this adoption
becomes less important whenever threat modeling is blocking release and more important when
there is mandatory compliance with regulators. One participant stated: "There are of course some
companies ... that fall under heavy external regulators. They also have real requirements ... You
can very simply say yes, that (threat modeling) takes me too much time, but then such an external
regulator says: Fine, but you are no longer a company either. ... I would especially choose a tool
that has the highest possible adoption within the teams." [P5] In any case, the support of higher
management is needed to elevate the practice of threat modeling within an organisation.

7.3 High-over goals

One of the main high-over goals was to increase security awareness. The domain experts identified
three levels of security awareness. The first level involves educating developers about the advan-
tages of threat modeling and security practices in general. The main advantage given is that it is
expected to save time and resources in the long run. Additionally, neglecting security measures can
lead to threats being acknowledged only after they have caused damage. Secondly, awareness in
terms of understanding for whom or what you are doing security. By using threat modeling and
brainstorming about threats and their impacts on the organisation, the developer is made aware
that: “You do not do it for me as a security officer. You do it to make the company more resilient.”
[P5] The third level is about awareness in terms of increasing security knowledge. According to the
interviews, threat modeling can be used to help teach developers security-centric thinking. Over
time they will use this knowledge in future system design projects.
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Therefore, raising awareness is expected to contribute towards achieving the overall security objec-
tive of enhancing the organisation’s security posture. When this general security goal was men-
tioned, it was often paired with explaining the expected outcome based on their perceived scope of
threat modeling (See Section 7.4). According to the experts, the outcome should contribute to the
security posture, for example by discovering new threats that other implemented security measures
fail to discover: "... you want to model a specific architecture and find threats that exist. But threat
modeling is just one way to do this ... So a side goal of it would be that the threats identified with
the threat modeling tool are unique in comparison with all the other tools that already exist." [P1]

The last observed goal is to minimize the extra workload for the developers. Security can be very
time-consuming. The fundamental strength of threat modeling lies in the speed and low entry
barrier for doing it:“Threat modeling, on the contrary, is a very powerful technique that you can
start using fairly quickly and that provides insights fairly quickly” [P5]. This is reflected in the
adoption requirement explained in Section 7.2. Here, the objective does not reflect what is achieved
but rather is concerned with actually doing threat modeling.

While several goals and scopes were shared among interviewees, a couple were unique to a few
individuals. These specific objectives are most often related to the context of their organisation,
such as being able to test compliance: So if you are at a large company, they will usually have
security standards and product security requirements. ... if you are threat modeling, it makes sense
to ask if what you are building is compliant with those things." [P16] Other times it seemed to be
caused by having an alternative understanding of the threat modeling concept, based on how their
organisation approaches threat modeling. This is best explained with one of the survey comments:
"A good modeling framework should generate more or less copy-paste logic for the detection tool."
[P7] which was further elaborated in the interview: "The moment you have received threat intel-
ligence about Korea and you have distilled the good TTPs there. Then, in an ideal situation, you
can just immediately pass it on to your firewalls and your IDRs." [P7] This is in essence threat
modeling, but this was the first time that the automatic generation of the actual mitigations for
newly discovered threats in the threat landscape was mentioned as a goal.

7.4 The goal and scope of threat modeling

Due to the absence of a standardized definition in the literature, a qualitative analysis was conducted
to obtain the common goals of threat modeling. This will provide context to what practitioners are
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expecting and looking for when picking a threat modeling method. The most commonly mentioned
goal was to identify relevant vulnerabilities, threats, or risks. In the words of the domain expert:
“The most important thing is to identify your pain points.” [P5]

There is a significant conceptual distinction among these three goals. Although vulnerabilities and
threats are different, they both identify the pain points within the system’s context. This is what a
group of our participants emphasized. Using threat modeling to identify a wide variety of potential
pain points, which can then serve as input for risk assessment: "... then we need to actually think
in terms of risk from the beginning, and I think that’s a bit of backward thinking when it comes
to threat modeling. Because we’re trying to find input for risk analysis." [P17] Another group of
experts focused on identifying risks. A threat becomes a risk once that threat is analyzed in the
context of the organisation. Hence, they believe that threat modeling should incorporate a form of
analysis as part of the process: "A threat model should serve to allow a good decision to be made of
what to address and what not to address." [P12] When asked about this analysis it is often referred
to as a prioritization or relevancy assessment based on a risk calculation (impact x likelihood). This
seems to arise from a semantic issue related to the scope of threat modeling.

During the investigation of participants that preferred the separation of the analysis and identifica-
tion, a common reasoning was found that is rooted in a conflict of interest. Those who perform the
threat modeling are often part of the team responsible for the system being modeled. If a threat
is assessed as a high risk, the team is tasked with additional work to treat it. An expert explained
that "most of those problems we are talking about are going to need to be fixed by the develop-
ers. So you’re basically telling them: How to give yourself more work?" [P16] This human aspect
was observed to be a barrier to conducting an unbiased assessment. Furthermore, when analysis
and identification of threats are intertwined, users tend to do them together. According to the
participants, this leads to threats being disregarded based on perceived relevancy before they are
documented, and thus not assessed. When a change occurs in the system or external environment
that affects the risk rating, a previously unrecorded threat may become relevant, yet it remains
undetected due to the previous assessment. Additionally, by delegating the responsibility of risk
rating to users, the organisation exposes itself to the following problem: “Users may not be aware of
other areas in the system. Where the thing they think is low priority could actually be chained with
something else. Now it puts the entire system at a higher risk than needed.” [P16] These experiences
led to the expert recommendation of clearly separating identification and analysis into two different
processes and involving appropriate experts in both processes.
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There were a few participants who considered risk treatment to be the main objective of threat
modeling. One expert stated: “After all, it is about risk treatment. So that does not all have to
be mitigated. You can also accept things” [P11]. However, most experts viewed threat modeling as
a process of identifying pain points and suggesting potential solutions to manage those risks. It
should be noted that most often implementing these solutions was not considered a part of threat
modeling. Nevertheless, it was generally emphasized that taking action based on the outcomes of
threat modeling must be a high priority: “So threat modeling should influence subsequent actions.
If it does not influence anything, then why did you do it?” [P2]

7.5 The tool and technique paradigm

To answer SRQ3: What type of systematic approach can be used for threat modeling method selec-
tion?, a segment of the interview explored the perceived relationship between tools and techniques
to establish the context of these concepts. These components were hypothesized to influence the
decision-making approach. Therefore, participants were asked to elaborate on the significance of
both components. There was no consensus regarding what was more significant, although there
seemed to be friction between the concepts. A couple of participants held extreme views, empha-
sizing the tool’s paramount importance over techniques by conveying their needs in terms of tools,
even when directly queried about technique or method aspects: "I would select a specific threat
modeling tool... Do I need to think of it within a tool? ... I have an extra: Ease of use, because
... and have the features that are within the tool ... The tool should offer..." [P1] While others
expressed the opinion that techniques were crucial, and the tool’s significance was close to negligi-
ble: For me it (a tool) is not important at all. Because I think the core of threat modeling is not
about a tool. It’s a way of thinking about what you’re doing. ... I think it (the importance of a
technique) is a ten. If it’s too complex and everything we discussed already, it means it’s not going
to get adopted. [P16]

Upon further investigation into the cause of this observation, an expert who had implemented threat
modeling in multiple organisations stated the following when asked about the importance of a tool:
"So tool support is a good thing, but not something I’d really consider in the selection unless there
is already an established method. In which case I would be going out and looking for a tool that
would match that one." [P13] Upon closer examination, the situations in which these extreme views
occurred matched the context described in the quote. The experts who were working in a large
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organisation with a relatively high security maturity level were the sole cause of the extreme tool
preference. On the other hand, practitioners that did not find a tool very important expressed that
most often in the context of lacking an established threat modeling basis. In the latter case, it was
frequently recommended to start threat modeling without a tool and subsequently look for a tool
that aligns with the adopted threat modeling approach (See previous quote of P13). Furthermore,
there were participants who were dissatisfied with the currently available tools and, as a result,
leaned towards prioritizing techniques over tools: "I looked at that (Microsoft TMT) and did not
find it very useful ..., so I do believe in it as ... More like drawing a picture and then brainstorming
... It could be a bit more structured, ... and then you do need tools, but they should mainly be
supportive." [P12]

The tool and technique paradigm demonstrates that the organisational context and individual
experiences have a major impact on how experts perceive and choose threat modeling methods. To
create a comprehensive approach that caters to different viewpoints and meets specific requirements
in different situations, it is crucial to be aware of these nuances.

7.6 Requirements from practice

To contribute to SRQ2: What are the criteria for selecting threat modeling approaches? additional
requirements were identified through conducting the interviews. In total, 29 main requirements
were added and 14 new sub-user stories were discovered. The majority of the newly uncovered
requirements were associated with tools or the process supporting the method. Moreover, during
the interview, all the requirements that had been previously discovered through the survey were
mentioned by the participants. All requirements found during the interviews can be found in
Appendix D.1.

A couple of requirements stood out due to their context. According to the experts, the output
of the threat modeling method is crucial. To illustrate, during a discussion about how threat
modeling should be conducted, one of the interviewees emphasized: “Whether it comes out of
an automated tool or whether it comes out of spreadsheets makes no difference. As long as it
produces and provides that kind of information they (the developers) need to do something about it.”
[P15] This sentiment was observed multiple times among various participants, particularly when
discussing their expectations of the threat modeling method. This finding led to the formulation
of requirement US206 - Actionable findings. Instead of focusing on specific attributes of output,
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such as the format of the outcome, practitioners were more concerned about the practical usability
of the results by stakeholders. This perception is also reflected in US205 - Security patterns: “As
a decision-maker, I want the method to assist with identifying security patterns, so I can identify
security areas that need to be fixed.” There are various potential implementations of this requirement,
each with its own strengths and weaknesses. However, the study did not have sufficient resources
to explore these requirements in detail, so they are kept in their general sense.

In addition, numerous requirements were explained in the context of their organisation, more details
regarding this dependency can be found in Section 7.4. Notably, decision-makers frequently framed
their statements within the context of their respective organisations, with a particular emphasis
on users and other stakeholders. This observation is in line with the survey results regarding the
relative ranking of quality criteria. Consider, for instance, US810 - medium familiarity: “As a
decision-maker, I want the method to match the context of the stakeholders, so they can easily use
it.” In this case, stakeholders refer to core users such as source code developers, as well as, individuals
without technical knowledge or even the expert themselves. Even within these stakeholder groups,
there is a huge difference in context between individuals in terms of familiarity and expertise. These
non-functional requirements demand additional context beyond the method itself to evaluate their
satisfaction properly. As a result, they should be dealt with accordingly when used in the decision
model.

7.6.1 Top requirements in practice
To understand what requirements are important for selecting threat modeling methods, this study
conducted an analysis of the frequency of mentions across all transcripts. These results were
subsequently used to determine the final set of requirements for the decision model as explained
in Section 8.2. It is worth noting that the occurrence analysis was carried out on requirements
derived from the SLR, as well as those discovered during the survey and expert interviews. The
latter are indicated with (New). For detailed results of the requirement occurrence analysis, refer
to Appendix C.1.

The most frequently mentioned requirement was automation (US805). Ten out of the twelve domain
experts agreed that some type of automation would be useful in threat modeling and that this could
be a factor in selecting a method. Despite several experts indicating that having a tool was not
their primary focus when selecting a threat modeling method, they acknowledged the benefits of
automating certain steps: "So tool support is a good thing, but not something I’d really consider in
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the selection ... Ideally the tool is there to automate the bits of the technique that waste people’s
time". [P13] Four types of automation were mentioned: automatic threat generation, automatic
system representation generation, automatic prioritization based on user input, and automatic effect
propagation.

Additionally, input type (US102), threat generation (US601), and pipeline integration (US808) were
each brought up by nine experts (75%). Pipeline integration was a newly discovered requirement
during the interviews. To illustrate, one participant said: "I have started using Plant-UML more.
Because ... and it is quite nice to actually have the diagrams and the model in a format that you can
render in the pipeline. So, they (the developers) can keep the data together with the code, modify
it, have its version control, and stuff like that." [P17] The frequency of this requirement indicates
that experts consider it crucial for a tool to be integrated into a pipeline rather than functioning
as a standalone concept. Table 7.1 displays the five most frequently mentioned requirements sorted
by unique mentions over all interviews.

7.7 Quality criteria from practice

The results of the interviews also enhanced the set of quality criteria. The following qualities were
discovered during the interviews and positioned in the quality hierarchy based on their respective
descriptions:

- Uniformity: The threat modeling method is consistent, standardized, or homogeneous across
different teams or departments.

Table 7.1: The top five most mentioned requirements by domain experts. The
Mention rate denotes the unqiue expert mentions. The total mentions indicate the
number of times the requirement has been mentioned in general. The complete

results of the requirement occurrence analysis can be found in Appendix C.1.

ID Requirement Description Mention
rate

Total
men-
tions

US805 Automation As a decision-maker, I want to have a tool that assists the threat
modeling technique by (semi-) automating some of the steps.

83.33% 36

US102 Input type What type of input is required in order to start the threat analysis. 75% 30
US601 Threat genera-

tion
The process of identifying and establishing a list of potential
threats.

75% 29

US808 Pipeline inte-
gration

As a decision-maker, I want the tool to be integrated into a
pipeline, so it will be integrated with the other tools.

75% 21
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- Accuracy: Does the method provide results that correctly represent reality.
- Effectiveness: Are the outcomes of the method implemented and effective in treating the

threat.
- Discoverability: The ability to discover the results from threat modeling. (e.g., How do

people know that the team has done threat modeling? How do people know where to find the
results?)

- Organisational fit: Compatibility or alignment between the threat modeling method and
the organisation in terms of goals, culture, and employee skills.

- Usefulness: The capacity of the threat modeling method to be beneficial, valuable, or helpful
in achieving the desired purpose or goal.

To better fit the practical context, certain qualities were adjusted. "Grokkiness", was changed into
“clear process” while maintaining the definition. Similarly, "Non-ambiguity" has been changed to
“repeatability”. "Compatibility with related processes" has been extended to include tools, due to
practitioners often explaining this quality using the software solution that supports the process.
Furthermore, "outcome" has been incorporated into the definition of "suitability" to capture the
observation that expectations are often communicated in terms of results. Besides these, several
minor changes have been made. The refined hierarchy of qualities can be found in Appendix D.3.

7.7.1 Contextual highlights
During the interviews, participants provided valuable context surrounding the qualities. Although
it is not possible to report on all of it, these are the most insightful highlights.

Software evolution support. There was a degree of confusion among participants regarding the
subcomponents of software evolution support. For example, when prompted to explain "change
propagation" the response was: "... When something changes, we need to be able to see how
the system or model evolved. So, we can look at the first version and compare it to the latest
version. Then we check: Do you have anything between those two that has changed in terms of
threats?" [P17] What is described here is change impact analysis, a different subcomponent of
software evolution support. So, participants did not fully comprehend the distinctions between
these subcomponents. This was also confirmed in a comment of the survey: "I was struggling to
feel the difference between "modularity" and "component architecture" [P2] Specifically, modularity
and component architecture were interpreted as closely related, as were change propagation and
change impact analysis.
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While discussing general important factors, modularity, and change impact analysis, were empha-
sized as important. For example, modularity was discussed as "What I think is important about
this, ... How can you break this down into different target groups? [P11] The examples provided by
the interviewees were not explicitly related to software evolution support. Instead, the discussions
revolved around the terms in a general context. When change impact analysis was discussed, it
resolved around general change resilience: "He (the threat model) actually needs to be constantly
updated. The world of cybersecurity is constantly experiencing change. Hence, you actually have
to constantly update all your techniques just like that. [P7] Change resilience is not restricted to
handling an evolving system but also includes changes in the organisation and the dynamic threat
landscape. Interestingly, it appeared that the demand for a method that was able to handle changes
in the threat landscape was even more prominent than something that could deal with an evolving
system.

Cost. Cost was often mentioned as one of the organisational aspects that influence the method
selection. To quote a couple of experts: "Budget, of course. It’s always someone who has to pay
for it." [P13] or "A threat model - as I see it - is quite labour-intensive so it does cost a lot. ... So
cost is definitely also important. [P12] The term cost was discussed in various forms, including tool
and labor costs, as well as, the potential cost of a security incident when threat modeling was not
employed. Regardless of the type of cost discussed, the interviewees considered it in the context of
a cost-benefit analysis. The benefit most commonly mentioned was the perceived usefulness of the
threat modeling outcome for the organisation. When asked to elaborate on how this analysis was
conducted, the interviewees explained that it was a qualitative assessment from their perspective.
One expert offered a compelling insight into the challenge of doing this analysis, stating: “The
business case is difficult to make, because what are the costs of an incident? Well, if you ask us
security or a business risk management person, of course, you get big numbers Whereas if you ask
a developer, it is such small numbers. So, what is the truth? It has never happened, so we do not
know until it happened with the competitor. They lost 10 million, do you want that? Those are very
difficult discussions to substantiate quantitatively.“ [P5]

Documentation. In the literature the quality of documentation is expressed in terms of the
method documentation being extensive and clear. Although this definition was presented, during
the interviews, documentation was often perceived differently, referring to the documentation of the
threat modeling artifact (US607): "Microsoft TMT is very much geared towards the components
they know. You drag anything and everything into that, you have to fill in a lot of details on them,
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but that does help with good documentation." [P11] A notable discrepancy between the literature and
practice emerged when discussing the documentation of the method. While the literature mentions
extensive documentation as a benefit, the experts preferred clear yet concise documentation. While
the former is useful for novices, for the majority the latter is more important. Having only extensive
documentation can have a significant adverse impact on the adoption: My number one goal is that
some form of threat modeling is actually done. ... The things that have 300 pages books, I think that’s
already a failure there. My point is: “How can I get developers to actually start threat modeling?”
[P12]

Organisational fit. Although it was newly added during the interviews, it was mentioned by all
interviewees. Its relevance was conveyed through relative statements, such as: "Free form is too
woolly, and I do not think it is a sensible choice for our levels of maturity." [P2] Practitioners
frequently referenced security maturity or other organisational aspects to highlight the importance
of organisational fit in the selection: "I meant how mature they are in continuous security work
and risk assessments, because if they have a quite high maturity level then we can take a deeper and
more complex method instead of something that is simpler and just scratches the surface." [P17]
and "If it’s an organisation where they do those large weekly meetings, the monolithic method works
better because you can just integrate it with. If they’re more, agile-focused with five-minute stand-
ups each day. You need that thing that’s more integrated." [P13]. The definition of organisational
fit should be interpreted broadly, encompassing various aspects, including dealing with regulatory
compliance, which can indirectly shape the organisational culture.

7.7.2 Top quality criteria in practice
In order to determine the significance of qualities in selecting threat modeling methods, the fre-
quency of mentioned qualities was analyzed across all transcripts. Two qualities consistently
emerged in all interviews: Organisational fit and usefulness. These qualities were not only men-
tioned by all experts but also prominently repeated throughout individual interviews. Additionally,
clear process, ease of use, and understandability were brought up in eleven out of twelve interviews,
highlighting their importance. Among the top five most important quality criteria, three of them
were newly found during expert interviews or surveys. Table 7.2 shows the most mentioned criteria
sorted by the mention rate, i.e. the unique mentions divided by the total interviews. The full results
of the quality occurrence analysis can be found in Appendix C.2
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Table 7.2: The top five most mentioned quality criteria by domain experts. The
Mention rate denotes the unqiue expert mentions. The total mentions indicate the
number of segments in which the quality has been detected. The complete results

of the quality occurrence analysis can be found in Appendix C.2.

Quality criteria Definition Mention
rate

Total
men-
tions

Usefulness The capacity of the threat modeling method to be beneficial,
valuable, or helpful in achieving the desired purpose or goal.

100% 45

Organisational fit Compatibility or alignment between the threat modeling
method and the organisation in terms of goals, culture, and
employee skills.

100% 40

Clear process Intuitiveness of the threat modelling method for the stake-
holders intended to apply it.

91.67% 34

Ease of use Simplicity of use of the technique, tool and notation. 91.67% 30
Understandability How easy is it is to understand the outcome of the method. 91.67% 19

7.8 Relationships between requirements and quality criteria

The other type of interview performed was the relationship interview. Four interviews of this
type were successfully conducted with domain experts that had a background in teaching cyber
security to students or participants that showed a greater understanding due to having done research
dedicated to threat modeling (See Section 5.1.2 for details). The participants were prompted to
engage in brainstorming focused on aspects that could be included in a threat modeling method to
positively contribute towards these qualities.

Using the same steps and codebook formed in Section 7.1.1 the interview transcripts were coded.
The only difference between coding these interviews and the requirement validation and exploration
interviews, is that the structure and goal of the interviews required dropping the decision that only
codes were assigned whenever they were naturally brought up by the interviewee. As a result, these
codes are used solely to establish positive relationships and are not subjected to any frequency
analysis.

Establishing relationships between the qualities and features has been done by combining the co-
occurrence analyses between the qualities and requirements of both types of interviews. These were
combined using an OR rule. Whenever a general code was applied for a main requirement. The
results from that co-occurrence analysis were applied to all its sub-user stories. Table 7.3 shows the
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Table 7.3: A subset of the quality x requirement mapping. A 1 indicates that
there is at least one co-occurrence was found between the quality and requirement
and a 0 indicates there has not been any co-occurrence found. Some qualities
have been shortened, due to readability. The full mapping can be found in Ap-

pendix C.3.
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Actionable findings (US206) 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 0 1 0 0 1
Analysis level (US705): System
architecture analysis (c)

0 1 0 0 0 0 1 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

Applicability to system (US503) 1 0 0 0 1 0 1 0 0 1 0 1 1 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0
Approach (US301):
Attack-centric (a)

0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Approach (US301): Risk-centric
(b)

1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

Approach (US301):
Software-centric (c)

0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

Artifact documentation (US607) 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 0 1 1 1
Automation (US805):
Automatic effect propagation
(d)

0 1 1 0 1 1 1 1 1 1 1 1 0 0 0 0 1 0 1 0 0 1 1 1 1 1 1 0 1 1

Automation (US805):
Automatic prioritization (c)

1 1 1 0 1 1 1 1 1 1 1 1 0 1 0 0 1 0 1 0 0 1 1 1 1 1 1 0 1 1

Automation (US805):
Automatic system
representation generation (b)

0 1 1 0 1 1 1 1 1 1 1 1 0 0 0 0 1 0 1 0 0 1 1 1 1 1 1 0 0 1

Automation (US805):
Automatic threat generation (a)

1 1 1 0 1 1 1 1 1 1 1 1 0 0 1 0 1 0 1 0 0 1 1 1 1 1 1 0 0 1

Change highlights (US824):
Common control change (d)

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0

Change highlights (US824):
Organisational change (b)

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0

Change highlights (US824):
Prioritizatoin change (c)

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0

Change highlights (US824):
Threat input change (a)

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0

Classes and instances (US818) 1 0 0 0 0 1 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
Common vulnerabilities
(US207)

1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0

Component templates (US819) 0 1 0 0 0 0 1 1 1 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0
Continuous threat modeling
(US609)

1 1 1 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 1 1 0 0 1 1 0 0 1 0 0 0

identified relationships based on this analysis. A 1 indicates that there is at least one co-occurrence
found between the quality and requirement and a 0 indicates there has not been any co-occurrence
found. Note, the Q x F mapping presented here is updated for the final set of requirements after
the modifications explained in Section 8.2. Moreover, for a couple requirements the interviews
were not sufficient in providing a relationship with quality, these are highlighted in red. Due to
the explorative nature of creating this mapping, it was chosen not to increase the co-occurrence
threshold.
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Although the quality attributes and mapping between requirements have been collected, they have
not been used as part of the decision model. Future research can refine these relationships and use
them as part of their own decision model to allow a more comprehensive evaluation. To provide
additional insights, participants highlighted the existence of additional relationship types that are
not encompassed within the current framework. For instance, there are relationships among the
quality criteria that lead to a significant overlap in contributing requirements. As stated by an
experts: "Grokkiness (clear process) is almost the combination of learning curve and ease of use.
[P13] and This (completeness) is also related to reproducibility (repeatability), I think. The more
complete the knowledge is, the easier it will be for other people to arrive at the same result, using
the same method. [P8]. When specifically asked about requirements that contribute to the learning
curve and subsequently inquiring about the same for ease of use a participant answered: "I mean it
is like almost the same" [P10] This was also explicitly agreed upon by three out of four participants:
"It is all those little things that are also related to ease of use, that are ultimately going to lower
the learning curve." [P8] The actual representation of these relationships is not perceived as a
hierarchical structure with binary relationships as employed in this study. To illustrate this, a
participant mentioned: "I am very curious about that whole lettuce of combinations of qualities and
influence." [P8]
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8 Designing the systematic approach

As discussed in Section 3.3, the systematic decision-making approach is inspired by the MCDM
framework of Farshidi [51]. The method is centered around having a decision model that is initialized
as a decision-support system (DSS). This section discusses the proposed approach, outlining the
steps taken, and the decisions made in the process of turning the findings from the systematic
literature, expert survey, and interviews into a systematic decision-making approach. This finalizes
the answer to SRQ3:

What type of systematic approach can be used for threat modeling method selection?

8.1 The decision model

Like the framework of Farshidi [51], this approach aims to guide practitioners by offering support for
selecting the most appropriate alternatives based on specific domain requirements. In this study,
the alternatives are threat modeling methods. These are more complex than what is regularly
utilized in the framework because threat modeling methods consist of three subcomponents; Tool,
Technique, and notation. We decided to use a simplified version of the decision model in this
study, due to the multiple dimensions considered and resource constraints. Figure 8.1 illustrates
the components of the model.

Our decision model utilizes a set of refined requirements. We use and extend the Boolean data
type to consider partial supportability, based on the process dependency of the requirement. The
weighted sum method has been deployed in order to calculate the score. Additionally, there are
some specific non-functional requirements, that need context beyond the method itself to test
their satisfaction. This study proposes to use an experimental global multiplier to deal with these
requirements.
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Figure 8.1: An illustration of the main components of the decision-making frame-
work adapted from [51]. The research questions are marked in red.

The DSS receives the subjective preferences of the decision-maker as input in terms of threat
modeling method requirements that are prioritized using MoSCoW. We adopted MoSCoW since
decision-makers already prioritize their domain requirements using this framework [32]. This prior-
itization will be used as individual weights on each requirement in terms of ωMoSCoW = ωMust,

ωShould, ωCould, ωWon′t. There is a hard constraint on requirements with a Must have and a
Won’t have priority. Meaning, the DSS marks every alternative that either does not support a
requirement prioritized with Must have or does support a requirement that is prioritized with a
Won’t have as an infeasible solution. Infeasible solutions are not considered as suitable alternatives
and therefore will not be considered. Subsequently, the DSS calculates a score for each feasible
alternative based on the weighted sum of the requirement prioritization.

The weights for each prioritization are by default ωM = 100, ωS = 50, ωC = 25, and ωW = 0.
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This is roughly in line with the commonly used 60-20-20% approach used for development budget
allocation with MoSCoW [31]. The weights for Must have are kept around 60% of the budget, while
Could have has a slightly lower weight and Should has a higher weight. This deviation is grounded
in the high relevancy rate of the requirements measured in the survey. Therefore, it is not expected
to have any statistical implications [120]. Based on the assigned scores, the suitable alternatives
are arranged in descending order to create a prioritized list of potential solutions.

8.2 Post-interview requirement refinements

Throughout the research project, several iterations were undertaken to elevate the list of require-
ments and qualities to the next level. The SLR provided requirements from the literature. Before
the interview, they were refined to fit the context of the decision-maker. During the interview,
some additional requirements and qualities were identified. However, it was made clear that the
presented requirements were still very multi-interpretable and often contained different terminology
than commonly used in practice. Additionally, multiple examples were discovered to be influential
in shaping the interpretation of the requirements. While working towards creating the decision
model based on these requirements, it was decided to once more refine the concept based on the
terminology used by the domain experts in our interviews.

Besides re-writing the requirements, we added and moved around several requirements from the
“other” category to a more appropriate epic. Furthermore, all requirements and sub-user stories
that were found relevant or applicable for less than their average were checked. Sections 6.2 and 6.3
provided a starting point for refining the requirements. This was supplemented with the findings
of the interviews. We included newly discovered requirements that were mentioned by at least two
participants. Further modifications were made based on qualitative interpretations as well as the
occurrence analysis reported in Chapter 7. The changes have all been logged and explained in
Appendix D.2.

Some requirements were deemed relevant but were not used in the final decision model. This was
due to their high dependence on the context or in case they did not seem to have a significant
benchmark in the context of a tool, technique, or notation. For example, US605 – Trigger: When
the threat modeling method is initiated. This could be dynamic when threat modeling is initiated
based on changes or static based on a time interval. Although some methods are centered around
being continuous, both types of triggers could be used in combination with any threat modeling
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method. So, it does not really help in selecting a method, it is almost fully reflected in how the
organisation implements the method. Finally, 95 requirements were considered as part of the score
calculation.

8.3 Benchmarking alternatives

The next step towards creating the decision model is benchmarking the alternatives. This was split
up into three different steps. First, a set of threat modeling methods was selected. Then each
subcomponent was benchmarked based on the appropriate requirements. Lastly, the benchmarking
of the subcomponents was combined and re-evaluated to obtain a final mapping consisting of a set
of benchmarked threat modeling methods.

8.3.1 Selection of alternatives
The alternatives were selected based on the results of the systematic literature review, this can be
found in Section 4.6.1. A total of 63 potential techniques were identified, in the SLR and individually
examined. A subset of techniques was selected based on the inclusion and exclusion criteria (See
Table 8.1). Note that these were not used as hard constraints but rather as a collective evaluation.
Meaning that a technique was rated more relevant when they meet an inclusion criterion and vice
versa. Finally, we decided to consider thirteen different techniques.

In the SLR we identified twenty potential tools but the majority of these tools were based on a
paper and did not have publicly accessible documentation or software. Therefore, six of the most
commonly available tools have been selected that were also mentioned in the interviews with domain
experts. Additionally, a significant number of techniques can be employed without being tied to a
particular tool. For example, when the technique creates a textual artifact, such as persona non
grata. In other instances, when relying on graphical methods, a simple drawing tool can be used
such as Drawio and MS Visio, or even a non-digital tool such as a whiteboard. Therefore, two
additional tool options were added: “No tool” and “Simple drawing tool”, to represent these cases.

Lastly, the notations have been selected based on the subset of techniques considered. Six different
notations have been considered of which DFD is the most common one. Furthermore, there are
cases where techniques did not specify a particular graphical notation or explicitly employed a
textual representation. These have been dealt with by introducing the option called "Non-specific
or textual".
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Table 8.1: Evaluation criteria for creating a subset of technique components for
the decision model.

Inclusion criteria
Techniques that have combined paper citations over 100.
Techniques that have multiple independent papers.
Techniques that were mentioned by practioners in an interview.
Exclusion criteria
Techniques that have less than 100 combined paper citations.
Techniques that rely on a tool, which cannot be found publicly are disregarded.
Source code-based techniques are disregarded due to requirement scoping.
Requirement engineering based techniques are disregarded due to requirement scop-
ing.
Techniques that are only relevant for a specific Cyber-Physical Systems or for control
systems. (System that control other systems)
Techniques that combine multiple existing models.

8.3.2 Benchmarking subcomponents
After all alternative method subcomponents have been selected, each component is benchmarked
individually, based on the set of refined requirements and sub-user stories that can be found in
Appendix D.2. Most of the requirements are only relevant to one or two components. A component
is either a tool, technique, or notation. An assessment of relevancy has been made in which we
rated each requirement based on the method component(s) that can be used to benchmark it. To
illustrate the results of this assessment, a subset is shown in Table 8.2. Besides the tool, technique,
and notation, a column has been added for the process. When talking to domain experts, it became
evident that some of the requirements are partly based on the structure of the surrounding process.
Meaning that there are requirements that are not explicitly supported by the method but are still
applicable when the method is implemented in a certain way. This finding is referred to as partial
supportability.

To evolve the decision model, we decided to differentiate between requirements that are not process-
dependent and requirements that are. Therefore, the collection of requirements considered in
this study can be denoted as Requirements = RequirementsB ∪ RequirementsP . The require-
ments that are not process dependent are benchmarked using the standard Boolean data type,
where BRC : RequirementB × Components → {0, 1}. Requirements that are process depen-
dent use an extension of this data type by adding accountability for partial supportability, where
PRC : RequirementPxComponents → {0, 0.5, 1}. Both mappings denote the supportability of the
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Table 8.2: A subset of the relevancy assessment. Checkmarks indicate that
the requirement is assessed based on the component. Cross marks signify the
component is not relevant for benchmarking the requirement. The full relevancy

assessment can be found in Appendix E.1.

ID Name Tool Technique Notation Process
US102 System input No assessment needed
b Security assumptions
c System goals
US201 Output type No assessment needed
a Security threats
b Threat mitigations
US301 Approach No assessment needed
a Attack-centric approach
b Risk-centric approach
US401 Notation Abstraction No assessment needed
a Goal-centric
b Model-centric
US501 Knowledge barriers
US502 Layer No assessment needed
a Software layer
US601 Threat generation No assessment needed
a Methodology-based threat

generation
b User-based threat

generation
US702 Effect propagation
US704 Threat library
US803 Validation
US804 Verification

requirement by one of the subcomponents of a threat modeling method. Where (B/P )RC(r, c) = 0

when the component does not support the requirements and (B/P )RC(r, c) = 1 is used in the case
that the requirement is supported by the component. Furthermore, PRC(r, c) = 0.5 demonstrates
the partial supportability of process-dependent requirements.

The mapping of the requirements to the techniques is achieved through a brainstorming session with
a domain expert and subsequently resolving uncertainties by consulting the papers associated with
the technique. The mapping of requirements to tool components is based on the tool documentation
and our expert interviews. The last mapping, between the requirements and the notation, is
accomplished by examining the contents of the notation.
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8.3.3 Combining benchmarks
After all method components were benchmarked, the components were combined into the final
alternative methods, where Method = ComponentTool∪ComponentTechnique∪ComponentNotation.
These are combined based on the application context of the components. For example, when
discussing STRIDE, it can be supported by either Microsoft TMT, OWASP Threat Dragon, or
Iriusrisk, or it can be done using a simple drawing tool. In any of these cases, the DFD notation
is the basis for creating threat models. Given these observations, four threat modeling methods
(alternatives) are considered. As a result, eighteen different threat modeling methods are considered
in the decision model. (See Table 8.3). The method that contains pyTM as a tool is not included
in the final decision model. While looking at the context of the tool, pyTM does not utilize a
specific threat modeling technique to maintain flexibility. Hence, it does not align well with the
benchmarking approach adopted in this study.

The requirement benchmarks related to the components of each method were concatenated. In
some instances, requirements were benchmarked by multiple components. For example, when

Table 8.3: The final threat modeling method alternatives and their components.

ID Technique Tool Notation
A1 STRIDE Microsoft TMT DFD
A2 STRIDE OWASP threat dragon DFD
A3 LINDDUN OWASP threat dragon DFD
A4 STRIDE Iriusrisk DFD
A5 LINDDUN Iriusrisk DFD
A6 VAST Threatmodeler Process flow diagram
A7 STRIDE Threagile DFD
A8 Attack trees Simple drawing tool Node-edge
A9 Defense trees Simple drawing tool Node-edge
A10 Attacker scenarios No tool Non-specific / textual
A11 CORAS Simple drawing tool CML
A12 STRIDE Simple drawing tool DFD
A13 LINDDUN Simple drawing tool DFD
A14 P.A.S.T.A No tool Non-specific / textual
A15 Misuse patterns No tool Non-specific / textual
A16 Petri-nets Simple drawing tool Petri-nets
A17 Fault-tree analysis Simple drawing tool Fault-tree notation
A18 Persona non grata No tool Non-specific / textual
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the relevancy assessment identified that a requirement is relevant for both a technique and a
tool. In case that happened, the highest benchmarked support was assigned for that method
alternative. To illustrate, US202a – High-level outcome, is assessed based on the tool and tech-
nique. Also, this requirement has a process dependency, which allows for PRC(r, c) = 0.5. In
case that PRC(US202a, tool) = 0.5 and PRC(US202a, technique) = 1 this is combined into
PRC(US202,method) = 1. A subset of the resulting mapping between the requirements and
alternative threat modeling methods can be found in Table 8.4.

Table 8.4: A subset of the requirement and alternative mapping. A zero indicates
that there has been no evidence that the requirement is met by the alternative. A
0.5 indicates partial supportability. A one indicates that the requirement is met

by the alternative. The complete mapping can be found in Appendix E.2.

ID Placeholder A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 A15 A16 A17 A18
E001: Input

US102 System input No benchmark needed
b Security assumptions 1 1 1 1 1 0,5 1 0,5 0,5 0,5 0 1 1 1 0,5 0,5 0,5 0,5
c System goals 0,5 0,5 0,5 0,5 0,5 0,5 0,5 1 1 0 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0
d Architectural design 1 1 1 1 1 0,5 1 0,5 0,5 0 1 1 1 1 0,5 0,5 0,5 0
f Business processes 0,5 0,5 0,5 0,5 0,5 1 0,5 1 1 0,5 1 0,5 0,5 1 1 1 1 0,5
g Descriptive language 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
US103 Threat input No benchmark needed
a Brainstorming 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1
b Historical data 0,5 0,5 1 0,5 1 1 0,5 0,5 0,5 1 1 0,5 1 1 1 1 1 1
c Threat intelligence tooling 0,5 0,5 1 0,5 1 1 0,5 0,5 0,5 1 1 0,5 1 1 1 1 1 1
h Threat actors 0,5 0,5 1 0,5 1 1 0,5 0,5 0,5 1 1 0,5 1 1 1 1 1 1
g Framework 1 1 1 1 1 0 1 0 0 0 0 1 1 1 0 0 0 1

E002: Output
US201 Output type No benchmark needed
a Security threats 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
b Threat mitigations 1 1 1 1 1 0,5 1 0,5 0,5 0,5 1 1 1 0,5 0,5 0,5 0,5 0,5
c Security requirements 0,5 0,5 0,5 0,5 0,5 1 0,5 0,5 0,5 0,5 0,5 0,5 0,5 1 0,5 0,5 0,5 0,5
US202 Output granularity No benchmark needed
a High-level granularity 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
b Low-level granularity 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0
US203 Report representation No benchmark needed
a List 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
b Figure 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
US205 Security patterns 1 1 1 1 1 1 1 0 0 1 0 1 1 0 1 0 0 1
US206 Actionable findings 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
US207 Common vulnerabilities 0 0 0 1 1 1 0 0 0 0 0 0 0 1 0 0 0 0
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8.4 The final approach

As mentioned before, the approach is centered around having a decision model that is initialized
as a decision-support system (DSS). However, as the research progressed and particularly during
the interviews with practitioners, it became evident that a substantial portion of the selection is
influenced by the stakeholders’ perception of threat modeling. As explained in Chapter 7, threat
modeling is associated with a variety of goals, scopes, and preferences toward individual components.
This is in line with the findings of Xiong and Lagerström [200], which conclude that there is no
common definition.

Although this could be seen as a limitation, we decided to use some of the contextual findings
from the interviews with domain experts and embed them into the final selection approach. The
decision-makers are asked to fill in a couple of preliminary questions, which determine how the
decision should be made.

Step 1: The decision-makers are presented with questions regarding the current organisational con-
text. First, the question is asked who the expected users are and what threat modeling technique
and notation they are familiar with. Having familiar aspects contributes to the adoption of the
threat modeling method, according to our expert interviews. This familiarity context in combina-
tion with the prioritization of the respective requirements (US901b and US403) determines whether
and which methods should be assigned a familiarity multiplier. The size of the multiplier is 0 to
0.2 based on the prioritization, where M = 0.2, S = 0.1, C = 0.05, and W = 0. The multiplier is
applied to methods that have the selected technique or notation as a component. Given the experi-
mental nature, the score with and without multipliers are presented independently in the final DSS.
Combining the requested context with the prioritized requirement to determine a global multiplier
is our approach toward dealing with non-functional requirements that need context beyond the
method itself.

Step 2: The decision-maker indicates the groups of requirements they would like to consider. Thir-
teen statements like “I want to consider...” are presented, allowing the decision-maker to respond
with either Yes or No. Each statement applies to a group of requirements and determines which
requirements the decision maker is recommended to prioritize. The set of statements and their
corresponding requirements can be found in Table 8.5. As a follow-up question, the decision-maker
is asked to select and rank the most important requirement groups. At least one and a maximum
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Table 8.5: The set of statements and their corresponding requirements. These
statement could be answered with Yes or No. When a Yes is indicated, the re-

quirements associated are recommended to prioritize.

Statement (I want to consider. . . ) Requirements
. . . the type of system representation that is
required in order to do threat modeling.

System input (US102)

. . . what data is used as basis for threat
identifcation.

Threat input (US103)

. . . requirements related to the outcome of the
threat modeling method.

E002: Output (US201-207)

. . . the point of view from which threat modeling is
done.

Approach (US301), Focus (US302)

. . . the level of detail on which the system is
represented in the model.

Modeling view (US304)

. . . aspects of the modeling notation which is used
to do threat modeling.

E004: Modeling notation (US401-403,
US407-409)

. . . aspects of the modeling notation which are
relative to the organisation.

Notation familiarity, Similarity with software
specification languages, Notation extensibility
(US404-406)

. . . the system & stakeholder context in which the
threat modeling method can or cannot be applied.

E005: Modeling context (US501-506)

. . . requirements that apply to the process of doing
threat modeling in the organisation.

E006: Method process (US601-611)

. . . the security coverage and depth of the threat
analysis.

Effect propagation (US702), Analysis level
(US705), Security objective(US706), Threat
analysis type (US710)

. . . how the relevancy of threats is assessed in the
context of the system.

Threat library (US704), Prioritization (US707),
Risk (US708), Resource valuation (US711),
Current security (US712)

. . . tool features and automation. E008: Tools (US803-831)

. . . how threat modeling as a concept is part of the
organisation.

E009: Other (US901-903)

of 5 requirement groups can be selected. These determine the starting order in which the require-
ments are prioritized. Starting off with the most important group of requirements related and then
guiding the decision-maker through that list.

During the expert interview, the domain experts remarked that the survey was exhausting, due
to the significant number of requirements questioned. After the survey, the set of requirements
increased, because of the practical additions. By only considering the most relevant requirement
groups, a lightweight variant of the structured selection is proposed, in which only the requirements
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related to the aspects that matter to the decision-maker are considered in the DSS. Note that
the practitioner is encouraged to prioritize beyond this selection to refine the results. It can still
occur that some requirements are perceived as non-relevant these should not be prioritized by the
decision-maker.

In the case of a group decision, a discussion session is initialized in which inconsistencies in the
preliminary questions and prioritization are discussed until a consensus is reached. The final prior-
itized requirements are put into the DSS which will calculate a score for each feasible alternative as
explained in Section 8.1. This results in a ranked list of feasible alternatives. The decision-maker
should then take into consideration the feasible threat modeling methods with the highest scores
and make a determination on which one to adopt.
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9 Case study validation

This section presents the results of the empirical validation conducted. The goal of the case study
was to validate the current approach by enrolling it in a practical environment. This will provide
an answer to SRQ4:

How well is the proposed decision-making method perceived by the stakeholders?

The approach is tested in the context of a large enterprise. The decision-making approach as
described in Section 8.4 has been enrolled for a group of information security officers, responsible
for giving advice on security matters.

9.1 Case study context

The participants had between three and thirty years of work experience and worked in the organisa-
tion between six months and four years. Their knowledge of threat modeling as measured by their
knowledge of techniques, notation, and tools, varied from one to six instances, with three of these
components currently being used.Threat modeling was already implemented in their organisation.
However, this was negatively received by some of the users, so they were looking to see if there
is another threat modeling method that would fit better in their context. More specifically, their
focus was directed towards a tool, since a tool was already currently utilized. They classified their
IT process maturity using COBIT in between level 2 (managed) and level three (established).

9.2 Qualitative feedback and observations

During the session, we collected feedback regarding our approach and its components. The par-
ticipants suggested that a significant number of preliminary statements, used to determine which
requirements were relevant, were open to multiple interpretations. Rather than giving a definitive
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Yes or No, most of the time it was dependent on what was meant by the statement. So, the abstrac-
tion level did not match the context of the decision maker. Although the requirements have been
refined in multiple iterations, the participants found it challenging to interpret them. It again was
suggested that they were multi-interpretable. They illustrated this by providing an example of their
specific preferences and requirements, both in terms of what they desired and what they wished to
avoid. This was based on the context of the information provided to them by their primary users.

Based on both suggestions we conclude that the content of our approach needs additional clarifica-
tion. One of the goals of the approach was to be able to support the selection of a threat modeling
method without needing too much knowledge of threat modeling. This goal has not been achieved
in this study. The abstraction level at which requirements are presented requires explicit knowledge
of the common terminology used in the threat modeling domain. To be able to effectively utilize
this artifact the practitioners need to be guided by someone with threat modeling expertise.

In the discussion session, a short cycle of the approach was completed. Three solutions were sug-
gested to be feasible, based on the set of requirements that were collectively marked most important
by the practitioners. At the end of the session, the results were presented to the practitioners, and
it was explained they should look at them individually to select a final alternative. However, a few
days after the session it was informally communicated that the outcome of the approach was not
understood. The results indicate that our approach has potential. However, the execution of the
approach needs to be refined before it can be effectively used in practice.

9.3 Post case survey results

The survey provided a mix of positive and negative statements to test the following criteria from
the Prat taxonomy [137]: Effectiveness, accuracy, usefulness, ease of use, completeness, and func-
tionality. Each statement was rated by the individual participants on a 5-point Likert scale, ranging
from strongly agree to disagree and the middle was “not certain”. Note, due to the limited number
of participants, it was not possible to obtain conclusions with high certainty, therefore some po-
tential conflicts and indications are discussed. The proposed approach was interpreted as slightly
more effective for selecting a technique than a tool. The accuracy of the approach was leaning
towards being slightly accurate. Although it was agreed that the method made the selection more
structured and provided an effective solution, the usefulness in terms of simplicity was not agreed
on. However, the participants suggested that they would be able to apply the method outside the
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context of the study. The completeness of the method was indicated to be lacking, the participants
indicated they were not able to express their needs through the proposed prioritization. Lastly, the
results regarding the functionality of the DSS were also inconclusive. There was a slight need for
background knowledge. The perceived difficulty in using the DSS was contradictory.

9.4 Lessons learned

The validation case study indicated that there is still a need for improvements to our systematic
selection approach. This section presents the lessons learned from the case study that can serve
as a foundation for future research. During this study, the requirements have been improved in
several iterations. However, the final set of requirements is still found to be multi-interpretable.
The goal of making an approach that could be applied in multiple organisations led to the creation
of abstract requirements. Because of the abstraction, each of these requirements has multiple
implementations. When practitioners select a threat modeling method, they have some mental
models of specific implementations they desire and specific implementations they want to avoid.
Translating these specific implementations to more abstract requirements is a challenging task.

This challenge could be addressed in two ways. The requirements extracted so far can be split up
into more specific sub-requirements. This solution is the least sought-after approach since it will
increase the number of requirements significantly. The existing set of requirements has already been
indicated as comprehensive due to the sheer number of requirements to prioritize. Increasing the
number of requirements is expected to have a negative impact on the adaptation of our approach.
The other option is to make some small adjustments to the terminology used and involve a domain
expert who is experienced in threat modeling and requirement engineering. This domain expert
can then assist with matching the specific mental models to the abstract requirements. When a
group decision is made, the domain expert should already be actively involved in the preparation by
providing assistance. This establishes a common ground for agreement on interpretations, aiming
to facilitate a more streamlined and focused discussion session.

Additionally, the preliminary statements and questions presented to guide the practitioner through
the prioritization of requirements were found to be multi-interpretable. To improve them, state-
ments should be simplified and made modular. For example, there was a discussion about the
statement “I want to consider tool features and automation”. During the case study, the partici-
pant’s attention was primarily directed toward the automation aspect. It was not entirely evident
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if they intended to take tool features into account. Even when specifically inquired about tool
features, the focus shifted back to automation. This resulted in a drawn-out discussion that could
be resolved by having those components split up.

In addition to refining the content, certain aspects of the process were found to be sub-optimal.
Because of the group decision format, each individual decision-maker was tasked with going through
the preliminary questions and prioritization beforehand. The participants explained that there were
still some unresolved questions about the contents, which were attempted to be addressed during
the discussion session. However, not only was the number of questions too large to discuss in the
allotted time, but not addressing these questions beforehand led to some assumptions made that
sometimes affected the whole prioritization. For other participants, this was a reason to not proceed
any further with the preliminary task, leading to partial completion. Consequently, it affected the
discussion session, leading to an insufficient amount of time to adequately address the questions
and introduce the contents to the participants that prematurely quit the preliminary task.

To address this issue, we will introduce an individual iteration of the preliminary task. In which the
approach facilitator discusses and resolves these questions so that every piece of necessary content
is understood by the participants beforehand. Also, the discussion session should be timeboxed,
meaning that depending on the allocated time and the prioritization, the facilitator should focus
on the biggest inconsistencies and allocate less time when there is only a slight difference in pri-
oritization (e.g., Should have vs Could have). Lastly, at the end of the session, there should be a
short block in which the outcome of the DSS is discussed and explained. Rather than just having a
monologue, the facilitator should include the participants in the conversation to test if the outcome
is understood and more importantly, if they are aware that they now should look deeper into these
options, to select the method of their choice.
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10 Concluding the research

10.1 Discussion

10.1.1 Systematic literature review

Despite the fact that threat modeling has been a subject of dedicated research for over two decades,
a common definition of the concept has yet to be adopted. This posed a challenge for the systematic
literature review. To deal with this, multiple draft queries were formulated and tested based on the
inclusion of some of the most insightful papers obtained from the initial exploration. After the final
query was formed and executed as explained in Section 4.2.1, only a couple of papers were found
suitable. This is why backward snowballing has been conducted. It can be argued that the papers
extracted as a result have varying quality and applications beyond threat modeling.

Concurrently to extracting qualities and requirements, a qualitative judgment on the potential
applicability to the threat modeling domain has been made. Rather than documenting all criteria,
only the ones that were judged to be potentially applicable were extracted. Because a significant
number of qualities and requirements were gathered in the context of the intertwined domains of risk
assessment and security requirement engineering, some were reformulated to be applicable in the
context of threat modeling. This approach was taken due to the limited number of available papers
that provide criteria for comparing threat modeling methods. Only considering dedicated threat
modeling papers, would lead to a biased overview originating from less than a handful of papers.
It can be argued that the qualities and requirements are therefore not a direct representation of
the criteria in threat modeling method literature. To address this, every step that has been taken
to obtain the results is documented. Rather than checking cross-paper citations, we decided to
validate these results with experts. The validation in terms of expert surveys and interviews,
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indicates that both the set of qualities and requirements are an accurate representation of threat
modeling comparison criteria.

10.1.2 Survey and expert interviews
The survey used to collect information on requirements and qualities served to validate the quality
structure and the refined set of requirements extracted from the literature. It can be argued that
the sample size is limited. This is mitigated by the careful selection of participants based on their
expertise in the field. The survey provided valuable insights into the relevancy and applicability
while simultaneously creating an outline for the interviews. The survey was extensive, comprising
numerous questions. Participants brought up that this was challenging. It is possible that at a
certain point, the concentration is lost, and participants perform a less thorough evaluation of
the final few statements. It was observed that the comments in the first few parts were more
elaborate. When the survey progressed the rate at which comments were placed decreased and
the comments became shorter, with some exceptions. It can be questioned if these types of open
comment questions are sufficient for extracting additional context. However, this is compensated
by the follow-up interviews, during which brief comments were discussed, allowing participants to
elaborate on the context. We considered this approach adequate for the refinement and validation
of the study’s concepts.

The expert interviews were conducted with the same participants as the survey. These interviews
played a valuable role in uncovering insights and practical perspectives on threat modeling method
selection. Also, the requirements and criteria were further developed. An elaborative coding pro-
cess has been established to analyze the interviews as structured as possible. However, coding and
manual analysis are still qualitative and contain subjective interpretations. Although some state-
ments have been cross-coded, there were not enough resources to do it for all data collected. To
provide transparency, all pseudonymized transcripts are attached to this project.

Additionally, some decision-makers expressed that they would select a threat modeling method by
comparing alternatives based on goal-related characteristics. This primarily concerned tool-oriented
selection approaches. Other experts selected a method based on the familiarity or context of the
users. This was often associated with their vision of the goals and scope of threat modeling. It is
not certain if the proposed systematic approach is sufficiently matching all contexts. A variety of
future case studies can help provide an answer to this limitation.
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10.1.3 The systematic approach and case study
Due to limited resources a solitary case study was conducted within a single large organisation,
involving a group of practitioners who prioritized and identified their feature requirements using
the MoSCoW method. Only having conducted a single case study can lead to a biased evaluation.
To increase the validation maturity, more case studies should be performed covering companies in
diverse domains with varying numbers of employees. The limited number of participants that have
partaken in the case study focused their selection on a specific component of the threat modeling
scope. This was dealt with in the design of the systematic approach by prioritizing what groups of
requirements they wanted to consider beforehand. Nevertheless, this resulted in some discussions
about requirement interpretation, as their focus was centered on the currently implemented tool
and its limitations.

Autonomously combining and translating the mental models of the practitioners to the abstract
requirements is found to be a challenging task that still is unresolved. Therefore, an expert in both
threat modeling and requirement engineering should assist with resolving the discussions surround-
ing multi-interpretable requirements. Due to this issue, some practitioners did not complete the
preparation, which potentially contributed to some of the observed misalignments. To test the full
potential of the approach the lessons learned, elaborated on in Section 9.4, need to be transformed
into refinements and the improved approach needs to be tested in multiple environments.

During the sessions, the practitioners collectively agreed upon the prioritization of the requirements.
Although it was stated in the introduction that prioritizing using hard constraints would lead to
disregarding solutions that were not in line with these constraints, this was not clear at the beginning
of the discussion session. This led to some confusion among the participants, they expressed a
reluctance to exclude solutions based on these hard constraints. To address this issue, participants
were explicitly requested to re-evaluate the requirements they prioritized with a hard constraint,
considering if the aspects were important enough to lead to the rejection of a solution. After this,
it was observed that the practitioners often leaned towards using soft constraints.

Although the outcome led to some feasible solutions, this was based on prioritizing the most im-
portant requirements (according to the practitioners), which was 27% of the total requirements.
The scores among the feasible alternatives were closely matched. While testing the approach it was
observed that the number of feasible solutions decreased fast once the number of hard requirements
increased. Additionally, a higher number of prioritized requirements, in general, resulted in greater
score differences between the alternatives, leading to a more distinct ranking. To address this,
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the practitioners were welcomed to prioritize beyond the highlighted requirements. However, the
time-restricted session did not allow for the group prioritization of these requirements.

The score calculation was done based on a weighted sum, where the prioritizations are the weights.
MoSCoW is limited to four options while this leads to simplicity, it also limits the expression of
importance. It was observed that practitioners felt the need to have a bigger spectrum they could
prioritize on. For example, two requirements can be both prioritized as a Must have, but one of
them adds significantly more value to the organisation and is therefore found more important. This
is not accounted for in the score calculation. Also, all requirements are benchmarked using Boolean
or an extended Boolean value that accounts for partial inclusion. In practice, some requirements
can be non-Boolean, due to multiple levels of implementation. For example, portability concerns
exporting and importing system diagrams. In the lowest level of implementation, portability regards
the ability to import and export project files specific to the threat modeling tool. While on a higher
level, it can import and export a variety of formats which makes the transition to the tool easier.
Both levels of implementation can have different priorities. However, this is not accounted for in
the approach.

The alternatives considered are a limited set of combined method components. Although these are
carefully selected, it is important to note that there are other alternatives out there. Moreover, the
lack of sufficient threat modeling tools for business applications affects the decision model. Tools
were evaluated based on their documentation. As shown in the results of the SLR, the availability
of the documentation was limited. It is not certain that the documentation of the selected tools
fully represents their capabilities, which in turn can impact the benchmarking and decision model.

The selection of threat modeling methods is complex due to the misalignment in the definition of its
concepts, its associated goals, and foreseen scope. Identifying and prioritizing requirements related
to a concept that is multi-interpretable is a challenging task and practitioners are often not aware of
the potential of other alternatives. The decision model proposed in this paper attempts to broaden
this vision while tailoring it toward the preferences of the decision-maker. Besides contributing
to making more informed decisions, an overview is provided of all the potential threat modeling
components, requirements, and qualities.
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10.2 Threats to validity

Assessment of validity threats is performed to identify limitations. The process is done structurally
using a validation checklist and is strongly related to the theory of Wohlin et al. [198]. The full
process can be found in Appendix A. The assessment findings will be summarized in the following
sections, and proposed mitigations are highlighted.

10.2.1 Conclusion validity
Conclusion validity concerns issues that affect the ability to draw a correct conclusion [198]. Due
to the explorative nature of this study, no advanced statistical tests are utilized. Conclusions are
drawn based on a combination of occurrence, and averages, but mainly supported by qualitative
interpretations. Data gathering for the decision model is conducted by doing an SLR, expert
surveys, and interviews. Although the sample size of the survey is relatively small, this is mitigated
by the strict selection of expert participants and doing follow-up interviews to supplement the
results with qualitative data. The number of interviews is statistically satisfactory [127].

Each measurement is carefully designed, and decisions are documented and explained. The re-
quirements which are a core part of the study are refined over time but have been kept consistent
during each research activity. Nevertheless, it is important to note that these are still perceived
as multi-interpretable by the case study participants, which harms the overall reliability of the
measurements. Additionally, this study is conducted in combination with an internship at the case
study company. Although the researcher does not gain anything from reporting specific results, the
data dredging bias is still proactively mitigated through the construction of the study. By looking
for relationships between concepts and then building a treatment based on these concepts, it is less
likely that there is a bias caused by data dredging.

The core of the treatment is adapted from a published, and peer-reviewed framework [51]. The
quality criteria were not considered in the final-decision model, but overall, the outline is maintained.
The treatment is equally applied to all participants. However, these participants are part of one
group decision-making process. Additionally, during this case study, not all participants performed
the preparation activity equally, which can also harm the reliability. Lastly, the subjects for the
expert interview are scattered over multiple organisations and countries, which increases sample
heterogeneity. However, they are approached through utilizing personal networks and snowballing,
which may harm the heterogeneity. The case study was done with a group of decision-makers from
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the same organisation. This increases homogeneity, which affects the external validity, but does not
harm conclusion validity. To make the treatment more reliable and draw a valid conclusion on its
practical use, multiple future case studies should be conducted.

10.2.2 Internal validity
Internal validity verifies the causality of relations between concepts of study [198]. The instru-
mentation used in the survey was perceived as exhaustive. Especially, the last view sections in
which requirements were validated might be less thoroughly examined. This was also indicated
by the decrease in comments and was further expressed during the interviews. Furthermore, the
concepts tested were found to be multi-interpretable. To deal with this, requirements have been
refined in between each research activity. Nevertheless, the final version was still perceived as multi-
interpretable in the case study. This can cause an instrumentation bias, which affects the internal
validity.

The selection of expert participants for data collection is done through purposive sampling [48]
and by means of snowballing. The experts are a mix of actively recruited participants as well as
volunteers. These participants were recruited based on professional affiliation with threat modeling,
and their general work experience. Both types of participants might be more motivated than the
average decision-maker, which makes this group less representative of the whole population. The
selection of case study participants is executed by means of convenience. Due to the lack of resources
and connections, this bias is accepted.

Additionally, during the interviews criteria are extracted and validated. Although the participants’
work experience and familiarity have been verified, the study did not differentiate between levels
of experience with threat modeling method selection. Another potential threat originates from
the asynchronous preparation as part of the case study. This provides the potential for opinion-
affecting interaction between participants, which is enlarged given that they are from the same
organisation. On the other hand, the goal of the discussion session is to remove inconsistencies
among the prioritizations, which is based on opinion-affecting interaction. In the end, this is not
regarded as a threat.

10.2.3 Construct validity
Construct validity considers the construction of the experiment regarding the relationship between
theory and observation [198]. This thesis creates a systematic decision-making approach utilizing
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a decision model for the threat modeling method selection. The designed approach is evaluated
through a case study. The conducted case study is limited to a single instance, which harms the
generalizability of the findings. Due to resource constraints, performing multiple case studies is
future work. This has been repeatedly mentioned throughout the report.

To protect this study from evaluation apprehension, individual pressure is relieved by explaining
the focus of the study and making explicit that individual performance will not be assessed. The
case study enrolls a post-task questionnaire based on a set of carefully selected evaluation criteria.
Because the test and treatment are separated, it is not expected to have any interaction bias. How-
ever, it is possible that the perception of the treatment is influenced by history, through interaction
during the internship.

The participants of the case study anticipated the outcome of the decision model to be a single tool-
based solution. Additionally, it was expected that the model also determined if threat modeling was
relevant given organisational security implementations. However, the outcome of the decision model
is a ranked list of multiple threat modeling methods, consisting of a technique, notation, and tool.
Relevancy was determined in terms of requirement inclusion and did not consider existing security
implementations. This may have negatively influenced the perception of the outcome because the
guessed hypothesis did not match the actual outcome. Furthermore, there was potential ambiguity
throughout the interview component of the study. A non-deliberate expectancy bias could occur
by asking leading questions. The prepared interview guide and survey were checked for such bias
by multiple individuals. Despite the case study being guided by the researcher, it is not anticipated
that the researcher’s implicit outcome expectancy would have influenced the prioritization input of
the participants.

10.2.4 External validity
External validity regards the generalizability of results [198]. The experiment is performed in a
business setting, where threat modeling is in a state of infancy. Applying the study to a different
setting where threat modeling is unknown or well-established might yield different results. For
instance, it is expected that in a well-established setting, the current technique already maintains
numerous instances and that proposing a change would affect other established practices. Given
these observations, participants could have an enlarged positive bias for the already implemented
approach.
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Further threats are concerning the participants of both the expert interviews and case studies. These
participants are from diverse organisations across the globe. On the contrary, the case study is done
within one large organisation in the Netherlands. This large organisation has a group of dedicated
security officers who can make group decisions. In smaller companies elsewhere there might be a
single stakeholder with multiple roles perceiving the approach and its contents differently. Lastly, it
is observed that the threat modeling domain is continuously evolving. The proposed decision model
is only valid given a snapshot of time. When repeating this study in the future, an updated decision
model must be established. These threats are accepted due to the lack of resources. Throughout
this thesis, limitations are explicitly reported to guide future research on interpreting the results.

10.3 Conclusion

This thesis contains an experimental approach for the systematical selection of a threat modeling
method. For the core of the approach, we modeled the selection as a complex multi-criteria decision-
making problem. This allowed for the evaluation of threat modeling methods based on a set
of comparison criteria. We adapted the framework of [51] to create a decision model, based on
weighted sum. A threat modeling method was split up into three core components: a technique,
tool, and notation. The combination of these components represented a single alternative method.
To achieve the objective of creating a systematic approach, some research questions were formulated
and answered:

SRQ1: "How can existing threat modeling approaches be compared?"

To answer this question an SLR is conducted with a total harvest of 127 papers whereof 38 contained
a comparison. The literature suggests there is no standardized approach for comparing threat
modeling or related methods. Only a very limited number of papers were identified that specifically
compare threat modeling methods or components of methods, which indicates a gap. By looking
into related domains such as risk assessment and security requirement engineering, three different
comparison techniques were identified. The most common one is a structured comparison based
on a variety of criteria, ranging from open-ended textual to Boolean assessments. Other studies
compare based on qualitative strengths and weaknesses or compare based on a summary of the
methods. The number of tool comparisons found was limited and restricted by their narrow scope.

SRQ2: "What are the criteria for selecting threat modeling approaches?"
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Criteria for selecting threat modeling approaches have been extracted and iteratively refined over
multiple scientific methods. First, the results of the SLR identified 32 papers with criteria that
could be potentially applied to the selection problem. After a refinement session with multiple
researchers, this resulted in 41 requirements and 27 qualities. The requirements were reformulated
and restructured into individual user stories. Both requirements and qualities were subjected to an
expert survey. The results of the survey provide information on the relevancy of main requirements,
the applicability of sub-user stories, and additional requirements and qualities. Furthermore, the
relative quality importance was measured. The results of the survey were further investigated in
a follow-up interview, which provided context to the selection criteria. Also, by exploring the cur-
rent selection, additional requirements and qualities from practice were identified. Moreover, by
doing an occurrence analysis the most mentioned criteria were identified. Based on the qualitative
observations and results of these research steps, the requirements were refined once more, using
terminology as close as possible to what was used by the experts, and the set was removed and
restructured. This resulted in 108 modular requirements, of which 95 were used in the score calcu-
lation of the decision model, 21 quality criteria, and thirteen quality sub-criteria for the selection
of threat modeling approaches.

SRQ3: "What type of systematic approach can be used for threat modeling method selec-
tion?"

After comparing different categories of systematic decision-making approaches, it was proposed to
use MCDM. Furthermore, looking into the different MCDM frameworks, it was concluded that the
framework of Farshidi [51], had the most benefits given the context of the problem. This frame-
work was simplified by removing the quality dimension, due to resource constraints. Half of each
interview was dedicated to exploring the contexts of the threat modeling selection domain. Quali-
tative observations were reported regarding the current selection approach, the tool and technique
paradigm, as well as the goal and scope of threat modeling. These observations served as input
for designing the systematic approach that is centered around the decision model. An explorative
global multiplier was utilized to deal with non-functional requirements, that necessitate context
beyond the method.

The decision model was developed by using a subset of the SLR results. The current version consists
of eighteen threat modeling methods which are constructed by combining modular techniques, and
commonly available tools, and subsequently matching the modeling notation to these components.
Also, 95 requirements are considered as part of the score calculation. An assessment of relevancy
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has been made in which each requirement is rated based on what component(s) can be used to
benchmark it. Furthermore, each component was individually benchmarked given the relevant
requirement subset. Partial supportability was assigned in cases where a requirement was not
explicitly supported by the component but showed partial dependency on the surrounding process.
Finally, the benchmarks were combined to construct the final decision model.

SRQ4: "How well is the proposed decision-making method perceived by the stakeholders?"

To test the proposed decision-making method, a case study was performed within a large company.
The designed approach has been enrolled for a group of information security officers. The post-
task questionnaire contained a mix of positive and negative statements to test the effectiveness,
accuracy, usefulness, ease of use, completeness, and functionality. Due to the limited number of
participants, it was not possible to obtain conclusions with high certainty. Therefore, potential
conflicts and indications were discussed. It was agreed that the method made the selection more
structured and provided an effective solution. However, participants indicated that the contents of
the approach were multi-interpretable, and they were not able to express all their needs through the
proposed prioritization. The results indicate that the method itself has some potential. However,
the approach needs to be refined before it can be effectively used in practice. Lessons learned were
discussed and refinements to both the contents as well as the process are suggested for future work.

Based on the findings obtained from the sub-research question, we can answer the main research
question:

MRQ:"How can organisations systematically select a threat modeling method?"

The proposed systematic selection approach is indicated to have potential for assisting in making
traceable decisions but needs to be further validated in future research. As suggested by other
research, there is no common definition for threat modeling in literature [200]. This study affirms
that this translates into practice in terms of a lack of a common alignment in preference, goals,
and scope. These factors are observed to influence the selection of threat modeling methods. The
varying mental models make it very challenging to systematically select a method based on a set
of common requirements. However, the extensive range of collected data, and particularly the
methods, requirements, and quality criteria refined through a multi-phased research design, can
serve as a foundation for future research.
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10.4 Future work

Future work is encouraged to further validate the approach by testing it in different environments.
It is expected to be beneficial to test the approach in smaller organisations, those where decision-
making is influenced by a single individual, and organisations located outside of the Netherlands.
Additionally, when proceeding with this, it is recommended to especially account for the threat
modeling experience of the decision-makers that partake in the case studies. Furthermore, future
work is invited to refine the current approach based on the lessons learned and new observations
made.

Additionally, a formal investigation could be conducted on how organisational context, such as the
security maturity and the current process of doing threat modeling, affects the preferences of the
decision-makers. This can contribute towards a greater understanding of how decisions in cyber
security are made and how this should be handled in a systematic approach. Moreover, the quality
x requirement mapping could be refined to validate the hypothesized relationships established based
on the co-occurrence analysis. When motivated, it can even be extended by considering multiple
types of relationships, such as relationships between qualities. Refining the mapping enables the
incorporation of the quality dimension into the decision model.

Research could also explore the non-functional requirements that require additional context beyond
the method itself to test their satisfaction. In this study, an explorative global multiplier is proposed
to deal with them, which results in an additional score for each alternative. However, the weights are
experimental and only familiarity is accounted for. Furthermore, other non-Boolean requirements
could be considered as an extension of the decision model. Additional relative weights can be
added to deal with ties between alternatives or to take into account the difference in importance
between equally prioritized requirements. Moreover, the decision model can be extended by adding
more combinations of techniques, tools of methods. Complex methods that consist of multiple
techniques could be considered but should be dealt with accordingly in the decision model. In
addition, automated threat modeling approaches could be included. Future work should decide
whether the existing model adequately covers these approaches or if a new model, encompassing
distinct requirements, needs to be developed.

To integrate threat modeling into the development process, research is needed to explore the role of
risk in threat modeling. The coded transcripts contain segments that have been designated with a
memo, which can serve as a starting point for exploring this perceived relationship. Exploring this



Chapter 10. Concluding the research 106

relationship can have a great contribution towards not only streamlining threat modeling but also
determining the added value of threat modeling methods in comparison to other related security
activities. This type of added value is suggested by some as being the core contributor to usefulness,
the most mentioned quality criterion throughout all the interviews.

10.5 Data repository

The de-identified interview transcripts and survey results generated in this research project can be
requested by email from the supervisor, Kate Labunets. At the thesis publication date, her email
is k.labunets@uu.nl.
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A Validation check

Table A.1: Record of the proposed validity check.

Term Related experimental information Concern
Conclusion validity

Low statistical
power

Data gathering is conducted by doing an SLR, surveys, and interviews. Although
the sample size of the survey has low statistical power, this is mitigated by the strict
selection of participants and doing follow-up interviews to supplement the results with
qualitative data. The amount of interviews conducted is expected to yield more than
an 80% saturation [46].

No

Violated
assumptions of
statistical tests

Only the average is used in order to draw conclusions. So no statistical assumptions
are violated.

No

Fishing and the
error rate

Manual data processing is used in the Systematic Literature Review, which enables
fishing. The research is executed in combination with an internship at the case study
company. This bias is mitigated through the design of the study. By first establishing a
literature base and refining this with experts, it is less likely that fishing is performed.
In addition, the researcher does not gain anything from reporting a specific result

No

Reliability of
measures

Following the framework we gathered and organized knowledge from various sources
of knowledge. All refinements steps have been reported on. The requirements that
were used in sever steps and were improved throughout the research are still multi-
interpretable according to the case study.

Yes

Reliability of
treatment
implementation

The treatment is adapted from a published and peer reviewed framework. The treat-
ment is equally applied for all participants. However, these participants are part of a
singlegroup decision-making process. To make the treatment more reliable, multiple
future case studies should be performed. Additionally, not all participants performed
the preparation activity equally, which can harm the reliability.

Yes

Random
irrelevancies in
experimental
settings

The interviews and case study were performed in a closed (online) environment, it is
not expected to have any major external disruptions.

No

Random
heterogeneity of
subjects

The subjects for the expert interview were scattered over multiple organisations and
countries which increases heterogeneity. They are selected through purposive sampling
and snowballing, which may harm the heterogeneity. The participants of the case stud-
ies were a group of decision-makers from the same organisation. This causes an increase
in homogeneity, which reduces the external validity, but does not harm conclusion va-
lidity.

Yes
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Internal validity
History This study is performed a few years after a worldwide pandemic. However, this is not

expected to have any influence on this study.
No

Maturation There is no direct maturation effect within the case study because of the relatively
short time span. The participants of the surveys and interviews are selected based on
being familiar with threat modeling. Although the participants’ work experience has
been verified, the study did not differentiate between different levels of experience with
threat modeling method selection.

Yes

Testing Testing the approach is only done once, there is no repetition. So there is no possible
testing bias.

No

Instrumentation The instrumentation used in the survey was suggested to be exhaustive. Requirements
were found to be multi-interpretable. To deal with this, requirements have been refined
after each research activity. Nevertheless, some improvements are still indicated to be
done.

Yes

Statistical
regression

Subjects are not classified into groups based on a previous experiment. Survey candi-
dates were not subjected to an interview only if they denied the opportunity.

No

Selection The selection of expert participants is done through purposive sampling[19] and by
means of snowballing. The selection of case study participants is executed by means
of convenience. Due to the lack of resources and connections, this bias can not be
mitigated.

Yes

Mortality Participants can withdraw their consent anytime. In that case, the data gathered from
the person will be disregarded. This did not occur.

No

Ambiguity
about the
direction of
causal influence

The causal influence used in this study is validated by Farshidi [51]. No

Interactions
within selection

Interactions within the selection are not expected to create a bias. Since the participants
of the case study are from the same teams they work with on a daily basis. Also, this
study does not contain a multiple-group experiment. Still, this bias should be monitored
when future case studies are conducted.

No

Diffusion or
imitation of
treatments

Only a single case study is performed. There is potential for opinion affecting interac-
tion between participants, given that they are from the same organisation and perform
the preparation asynchronously.

No

Compensatory
equalization of
treatments

Participants don’t get monetary compensation for participating in the interview or case
study.

No

Compensatory
rivalry

This threat does not apply, since there are no monetary compensations. No

Resentful
demoralization

Al participants get the same treatment, so there is no possibility of resentful demoral-
ization.

No

Construct validity
Inadequate
explication of
constructs

Research proposal is to be approved by the supervisors. Each construct has been
reviewed by the supervisors before deploying. A pilot of the interview and survey was
done in order to identify constructs that need additional clarification.

No

Mono-operation
bias

Only a single case study is performed. This case may not be representative of the
population. Due to resource constraints, performing multiple case studies is future
work. This is iteratively mentioned throughout the report.

Yes
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Mono-method
bias

A variety of data gathering methods are used including SLR, survey, and expert in-
terviews. Furthermore the artifact created based on these data gathering methods is
tested in a case study. A decision model is an abstract of reality, so it is not expected
to capture the complete threat modeling method selection spectrum.

No

Confounding
constructs and
levels of
constructs

The researcher is not aware of any missed confounding constructs that affect the decision
making process. The applied framework incorporates preference by using a qualitative
prioritization of decision-making criteria.

No

Interaction of
different
treatments

There is only a single treatment applied. No

Interaction of
testing and
treatment

The case study does a post-task questionnaire to test a carefully selected set of multiple
evaluation criteria. Because this test is done afterward, it does not have any interaction
with the treatment. However, it can be foreseen that participating in the survey has
an influence on how the treatment is perceived.

Yes

Restricted
generalizability
across
constructs

A set of constructs is selected which the case study participants evaluate on. Although,
this set is not complete it covers some potential negative effects.

No

Evaluation
apprehension

Evaluation apprehension is mitigated by providing information regarding the goals of
the study and the method for processing the data (anonymous). Furthermore, it is
made clear that individual performance does not play a part in the evaluation. The
focus of the study is upon the threat modeling methods and the systematic decision
making approach.

No

Experimenter
expectancies

There is room for ambiguity throughout all the interview components of the experiment.
This is mitigated by checking the prepared questions for such bias. Although, the case
study is guided by the researcher, the outcome expectancy is not expected to have
influenced the prioritization of the participants.

Yes

Hypothesis
guessing

The participants of the case study expected that the outcome of the case study was
a one tool solution. In addition, it was expected that the decision-model also deter-
mined if threat modeling was relevant in the context of the organisation. However,
the outcome was a ranking of multiple threat modeling methods, constructed of a tech-
nique, notation, and a tool. The relevancy was only determined in terms of requirement
alignment and not based on what is already implemented. This may have negatively
influenced the perception of the outcome, because it did not align with the expected
outcomes.

Yes

External validity
Interaction of
selection and
treatment

Due to the limited availability of participants that are familiar with threat modeling,
participants from the expert surveys and interviews were working in a variety of or-
ganisations. The case study is only done in one large organisation, which harms the
generalizability.

Yes

Interaction of
setting and
treatment

The experiment is performed in a business setting, where threat modeling is already
introduced. Here, there are dedicated security information officers that can make a
group decision. When companies are smaller, there might be a single representative
with a set of combined roles.

No

Interaction of
history and
treatment

The threat modeling domain is continuously developing. The decision model is created
for a current snapshot of time. When repeating this study in the future an updated
knowledge base needs to be established.

No
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B Survey results

B.1 Quality ranking

Table B.1: The relative ranking of the quality groups by domain experts. Rank
# indicates the position of the quality compared to the other items.

Rank #1 Rank #2 Rank #3
Quality criteria Percentage Count Percentage Count Percentage Count
Efficiency 35.71% 5 21.43% 3 42.86% 6
Reliability 21.43% 3 35.71% 5 42.86% 6
Applicability 42.86% 6 42.86% 6 14.29% 2

Table B.2: The relative ranking of the quality criteria within the efficiency group.
Rank # indicates the position of the quality compared to the other items.

Rank #1 Rank #2 Rank #3 Rank #4
Quality criteria Percentage Count Percentage Count Percentage Count Percentage Count
Cost 35.71% 5 21.43% 3 14.29% 2 28.57% 4
Reusability 21.43% 3 21.43% 3 42.86% 6 14.29% 2
Tailorability 21.43% 3 21.43% 3 14.29% 2 42.86% 6
Scalability 21.43% 3 35.71% 5 28.57% 4 14.29% 2
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Table B.3: The relative ranking of the quality criteria within the Reliability
group. Rank # indicates the position of the quality compared to the other items.

Rank #1 Rank #2 Rank #3 Rank #4
Quality criteria Percentage Count Percentage Count Percentage Count Percentage Count
Completeness 7.14% 1 7.14% 1 7.14% 1 7.14% 1
Precision (Non-ambiguity) 0.00% 0 7.14% 1 21.43% 3 14.29% 2
Documentation 0.00% 0 7.14% 1 0.00% 0 14.29% 2
Software evolution support 7.14% 1 21.43% 3 0.00% 0 35.71% 5
Suitability 28.57% 4 7.14% 1 35.71% 5 7.14% 1
Maturity 7.14% 1 14.29% 2 0.00% 0 0.00% 0
Support for maintainability 0.00% 0 14.29% 2 14.29% 2 14.29% 2
Understandability 50.00% 7 21.43% 3 21.43% 3 7.14% 1

Rank #5 Rank #6 Rank #7 Rank #8
Quality criteria Percentage Count Percentage Count Percentage Count Percentage Count
Completeness 14.29% 2 21.43% 3 21.43% 3 14.29% 2
Precision (Non-ambiguity) 21.43% 3 14.29% 2 7.14% 1 14.29% 2
Documentation 14.29% 2 14.29% 2 21.43% 3 28.57% 4
Software evolution support 7.14% 1 21.43% 3 0.00% 0 7.14% 1
Suitability 14.29% 2 0.00% 0 0.00% 0 7.14% 1
Maturity 0.00% 0 14.29% 2 42.86% 6 21.43% 3
Support for maintainability 28.57% 4 14.29% 2 7.14% 1 7.14% 1
Understandability 0.00% 0 0.00% 0 0.00% 0 0.00% 0

Table B.4: The relative ranking of the sub-quality criteria within the reliability
group, as a sub-quality of Documentation. Rank # indicates the position of the

quality compared to the other items.

Rank #1 Rank #2
Quality criteria Percentage Count Percentage Count
Technique
documentation

85.71% 12 14.29% 2

Tool
documentation

14.29% 2 85.71% 12
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Table B.5: The relative ranking of the sub-quality criteria within the reliabil-
ity group, as a sub-quality of Software evolution support. Rank # indicates the

position of the quality compared to the other items.

Rank #1 Rank #2 Rank #3 Rank #4
Quality criteria Percentage Count Percentage Count Percentage Count Percentage Count
Modularity 21.43% 3 7.14% 1 35.71% 5 35.71% 5
Component architecture 50.00% 7 21.43% 3 21.43% 3 7.14% 1
Change propagation 21.43% 3 14.29% 2 28.57% 4 35.71% 5
Change impact analysis 7.14% 1 57.14% 8 14.29% 2 21.43% 3

Table B.6: The relative ranking of the sub-quality criteria within the reliability
group, as a sub-quality of Maturity. Rank # indicates the position of the quality

compared to the other items.

Rank #1 Rank #2
Quality criteria Percentage Count Percentage Count
Technique maturity 78.57% 11 21.43% 3
Tool maturity 21.43% 3 78.57% 11

Table B.7: The relative ranking of the sub-quality criteria within the reliabil-
ity group, as a sub-quality of Support for maintainability. Rank # indicates the

position of the quality compared to the other items.

Rank #1 Rank #2
Quality criteria Percentage Count Percentage Count
Modifiable 71.43% 10 28.57% 4
Traceability 28.57% 4 71.43% 10
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Table B.8: The relative ranking of the quality criteria within the applicability
group. Rank # indicates the position of the quality compared to the other items.

Rank #1 Rank #2 Rank #3
Quality criteria Percentage Count Percentage Count Percentage Count
User experience 42.86% 6 50.00% 7 7.14% 1
Compatibility with
agile development
process

42.86% 6 28.57% 4 28.57% 4

Compatbility with
related processes

14.29% 2 21.43% 3 64.29% 9

Table B.9: The relative ranking of the sub-quality criteria within the applicability
group, as a sub-quality of user experience. Rank # indicates the position of the

quality compared to the other items.

Rank #1 Rank #2
Quality criteria Percentage Count Percentage Count
Ease of use 50.00% 7 50.00% 7
Learning curve 50.00% 7 50.00% 7
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B.2 Relevancy and applicability of requirements

Table B.10: The relevancy of requirements and applicability of user stories by
domain experts. Original denotes the original requirement. R stands for Relevant,
A stands for Applicable, NR denotes Non-Relevant and NO means No-Opinion.

The percentage indicates that the column contains the cumulative percentage.

ID Original User story - Description R
/A

R
/A

%

N
R

N
R

%

N
O

N
O

%

E001 Input No evaluation needed
US101 Current

security
[157, 158]

As a decision-maker, I want the method to take current security
measures into account, so irrelevant threats can be disregarded.
(E.g. DDOS threat disregarded due to DDOS protection im-
plemented)

9 64.29% 5 35.71% 0 0.00%

US102 Input type
[157, 158,
175]

What type of input required in order to start the threat anal-
ysis.

13 92.86% 1 7.14% 0 0.00%

a As a decision-maker, I want the analysis to require an attacker
behavior[A] specification, so the analysis is based on what the
system should be protected from.

11 78.57%

b As a decision-maker, I want the analysis to require security
assumptions[B], so the analysis is based on what the system
should be protected from.

9 64.29%

c As a decision-maker, I want the analysis to require system
goals[C], so that the analysis can be performed as soon as a
high-level description is provided.

10 71.43%

d As a decision-maker, I want the analysis to require the archi-
tectural design of the system, so that the analysis is performed
based on a model of the system.

12 85.71%

e As a decision-maker, I want the analysis to be done based-on
source code, so that the analysis is performed based on the
actual system.

4 28.57%

US103 Input data
[29]

Where the input data comes from. 10 71.43% 4 28.57% 0 0.00%

a As a decision-maker, I want the threat assessment be based-on
expert opinion, so that no additional input data is required.

8 57.14%

b As a decision-maker, I want the threat assessment to be done
based-on historical data.

6 42.86%

E002 Output No evaluation needed
US201 Output

type [107,
140, 158]

The type of artifact that the method produces. 13 92.86% 1 7.14% 0 0.00%

a As a decision-maker, I want the threat modeling method to
produce security threats.

13 92.86%
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b As a decision-maker, I want the threat modeling method to
produce threat mitigations, so general risk-lowering counter-
measures are obtained.

12 85.71%

c As a decision-maker, I want the threat modeling method to
produce security requirements, so that a refined set of specific
countermeasures is obtained.

10 71.43%

US202 Output
granularity
[175]

The level of detail in which the result from threat modeling is
presented.

13 92.86% 1 7.14% 0 0.00%

a As a decision-maker, I want the threat modeling method to
produce a high-level outcome, so a general overview can be
obtained that can guide the action points. (An example of a
high level outcome is a document that provides an overview of
general security improvements.)

13 92.86%

b As a decision-maker, I want the threat modeling method to
produce a low-level outcome, so that the outcome can be di-
rectly used for implementation. (An example of a low-level
outcom is a model of the improved system, which can directly
be translated into code.)

10 71.43%

US203 Report
representa-
tion
[22, 175]

How the findings from threat modeling are displayed in the
report.

12 85.71% 2 14.29% 0 0.00%

a As a decision-maker, I want the report from a threat modeling
project to-be a structured text.

6 42.86%

b As a decision-maker, I want the report from a threat modeling
project to have a model-based representation.

10 71.43%

US204 Mitigation
strategy
[159]

As a decision-maker, I want the method to assist in providing
mitigation strategies.

11 78.57% 3 21.43% 0 0.00%

E003 Perspective No evaluation needed
US301 Approach

[57, 107,
168, 175]

The central ideology that the threat modeling method is based
on.

13 92.86% 1 7.14% 0 0.00%

a As a decision-maker, I want the technique to be attack-centric,
so there will be a focus on identifying attacker profiles and the
complexity of attacks.

6 42.86%

b As a decision-maker, I want the technique to be risk-centric, so
that impact and likelihood of the threats decide which security
requirement needs to be addressed first.

9 64.29%

c As a decision-maker,I want the technique to be software-
centric, so the focus will be on the software that is examined.
(E.g. STRIDE analysis on DFDs)

8 57.14%

d As a decision-maker, I want the technique to be centered
around Goal-Oriented Requirement Engineering(GORE), so
that both functional and non-functional (among other, secu-
rity) requirements are obtained.

5 35.71%
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e As a decision-maker, I want the technique to be centered
around Security Requirements Engineering (SRE), so that the
primary goal is to identify security requirements.

4 28.57%

US302 Focus [159] The viewpoint from which the technique is performed. 10 71.43% 4 28.57% 0 0.00%
a As a decision-maker, I want the technique to be designed from

the point of view of the attacker.
10 71.43%

b As a decision-maker, I want the technique to be designed from
the point of view of a defender.

11 78.57%

US303 Agents [49] Does a threat model focus on one perspective or multiple per-
spectives at the same time.

12 85.71% 1 7.14% 1 7.14%

a As a decision-maker, I want one model to show the perspec-
tives of multiple agents so that conflicting perspectives can be
considered. (For attack-centric approaches)

11 78.57%

b As a decision-maker, I want one model to show the perspec-
tive of a single agent, so that the model does not become too
complicated. (For attack-centric approaches)

3 21.43%

US304 Modeling
view [43]

The level of detail on which the actual model is created. 14 100% 0 0.00% 0 0.00%

a As a decision-maker, I want the threat model to describe the
architecture of the system, so that threats can be related to
system components.

13 92.86%

b As a decision-maker, I want the threat model to describe the
functional behavior[D] of the system. (E.g. Use state diagrams
to do threat modeling)

11 78.57%

c As a decision-maker, I want the threat model to describe the
platform of the system, so that operating systems, middleware
and also physical parts are considered.

8 57.14%

E004 Modeling
notation

No evaluation needed

US401 Notation
Abstrac-
tion
[86, 158]

The level of detail at which the components are represented in
the notation.

13 92.86% 1 7.14% 0 0.00%

a As a decision-maker, I want the model notation to represent
its components centered around (security) goals[E].

5 35.71%

b As a decision-maker, I want the model notation to represent
its components centered around a model of the system.

8 57.14%

c As a decision-maker, I want the model notation to represent
its components centered around (security) problems[F].

5 35.71%

d As a decision-maker, I want the model notation to represent
its components centered around the business processes.

4 28.57%

US402 Formality
[175, 200]

Distinguishes between formal (textual) and graphical represen-
tations.

12 85.71% 1 7.14% 1 7.14%

a As a decision-maker, I want the notation to be formal, so that
threat modeling based on a mathematical model is possible.

1 7.14%

b As a decision-maker, I want the notation to be graphical, so
that attack trees, attack graphs, Data Flow Diagrams (DFDs),
or tables can be used.

14 100%
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US403 Language
[22, 50, 57,
107]

As a decision-maker, I want to use a notation for threat mod-
eling that I am familiar with. (E.g. DFD, petri-nets, UML)

12 85.71% 1 7.14% 1 7.14%

US404 Similarity
with
software
specifica-
tion
languages
[34]

As a decision-maker, I want to use (an extension of) a notation
that is a well-known software specification language, so that
threat modeling becomes easier to learn.

9 64.29% 3 21.43% 2 14.29%

US405 Extensi-
bility

As a decision-maker, I want to be able to extend the modeling
notation, so that domain-specific components can be modeled.

10 71.43% 4 28.57% 0 0.00%

US406 Coverage
of compo-
nents [34]

As a decision-maker, I want the notation to have a specific set
of components present.

10 71.43% 4 28.57% 0 0.00%

US407 Relation-
ships
between
compo-
nents [34]

As a decision-maker, I want to have a notation where the most
common relationships between components are present.

9 64.29% 4 28.57% 1 7.14%

US408 Counter-
measure
impact [45]

As a decision-maker, I want to be able to visualize how the
proposed countermeasures affect the system’s weaknesses, so I
can understand how effective the mitigations are.

9 64.29% 4 28.57% 1 7.14%

E005 Modeling
context

No evaluation needed

US501 Barriers
for practi-
tioners
[157]

As a decision-maker, I want a threat modeling method that
does not have any knowledge barriers[G].

10 71.43% 3 21.43% 1 7.14%

US502 Layer [140] The level of system details at which threats are assessed. 14 100% 0 0.00% 0 0.00%
a As a decision-maker, I want the threat modeling method to

help identify threats on the software level, so that only software
components are considered.

8 57.14%

b As a decision-maker, I want the threat modeling method to
help identify threats on the computer-based system level, so
that both software and hardware are considered.

9 64.29%

c As a decision-maker, I want the threat modeling method to
help identify threats on the total system level, so that man,
technology and organisation (MTO) are considered.

12 85.71%

d As a decision-maker, I want the threat modeling method to
help identify threats on the environment level, so that factors
beyond MTO are considered.

9 64.29%

US503 Applica-
bility to
system
[50, 140,
159, 200]

The method is designed for either general use or a specific type
of computer-based system.

11 78.57% 1 7.14% 2 14.29%



Appendix B. Survey results 137

a As a decision-maker, I want to have a threat modeling method
that is generally applicable, so I can use it in many different
systems.

12 85.71%

b As a decision-maker,I want to have a method that is specifi-
cally designed for the system under analysis. (An example of a
specific method would be: a threat modeling method for cloud
applications)

7 50.00%

US504 Hardware
threats
[159]

As a decision-maker, I want to have a threat modeling method
that considers threats to hardware. (E.g. physical tempering
is considered)

8 57.14% 4 28.57% 2 14.29%

E006 Method
process

No evaluation needed

US601 Threat
generation
[22, 168,
200]

The process of identifying and establishing a list of potential
threats.

12 85.71% 2 14.29% 0 0.00%

a As a decision-maker, I want to have a method that generates
threats based on a knowledge base/methodology. (e.g. Threat
identification using STRIDE)

12 85.71%

b As a decision-maker, I want to have a threat modeling method
that generates threats based on expert knowledge. (e.g.
CORAS)

5 35.71%

US602 Involved
entities
[157]

As a decision-maker, I want to have a threat modeling method
that supports the participation of specific stakeholders. (e.g.
Threat modeling by security specialist versus threat modeling
by developer)

13 92.86% 1 7.14% 0 0.00%

US603 Set
boundary
[157]

As a decision-maker, I want the technique to clearly explain
how to define the limits of the system, so that we can identify
the area that needs protection. (E.g. only consider assets with
a specific priority level)

7 50.00% 5 35.71% 2 14.29%

E007 Analysis No evaluation needed
US701 Resource

valuation
[157, 158]

As a decision-maker, I want a threat modeling method that
differentiates between critical and non-critical components.

10 71,43% 4 28,57% 0 0,00%

US702 Effect
propaga-
tion
[45, 158]

I want the threat modeling method to show how attacks on
one part of the system can affect other parts that depend on
it. (e.g. internet facing login application is compromised –
>effect on user database)

12 85,71% 2 14,29% 0 0,00%

US703 Quality
assurance
[49, 130,
175]

I want a technique that ensures the quality of the outcome
as part of the analysis procedure. (e.g. Use guidelines for
assessing the quality of the model)

9 64,29% 4 28,57% 1 7,14%

US704 Threat
library [28,
175, 201]

As a decision-maker, I want a method that uses a list of known
threats (a threat library) to identify applicable security threats
based on the system’s components.

11 78,57% 3 21,43% 0 0,00%

US705 Analysis
level [3]

The level of detail used to analyze the system for potential
threats.

13 92,86% 1 7,14% 0 0,00%
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a As a decision-maker, I want the depth of the analysis to reach
source code level.

3 21,43%

b As a decision-maker, I want the depth of the analysis to reach
system design level, so it can produce a detailed outcome. (Sys-
tem design may include, technical details of security controls
such as encryption standards, etc.)

12 85,71%

c As a decision-maker, I want the depth of the analysis to reach
architecture level, so it can be executed early on in the devel-
opment process.

13 92,86%

US706 Security
objective
[49, 50,
107, 130,
175]

The areas of security covered by the method. 14 100% 0 0,00% 0 0,00%

a As a decision-maker, I want the security objective of the threat
modeling method to cover confidentiality. (In other words, the
threat modeling method can analyse threats to confidentiality)

13 92,86%

b As a decision-maker, I want the security objective of the threat
modeling method to cover integrity.

13 92,86%

c As a decision-maker, I want the security objective of the threat
modeling method to cover availability.

13 92,86%

US707 Prioriti-
zation [45]

As a decision-maker, I want the technique to prioritize threats,
so that we can determine the order in which to implement the
countermeasures.

10 71,43% 3 21,43% 1 7,14%

US708 Risk [175] The role of risk in the threat modeling technique. Risk is ex-
pressed in terms of likelihood and impact of a malicious event.

12 85,71% 1 7,14% 1 7,14%

a As a decision-maker, I want to have a threat modeling tech-
nique that associates risk (Likelihood & impact) to the identi-
fied threats, so that threats can be prioritized

11 78,57%

b As a decision-maker, I want to have a threat modeling tech-
nique that considers risk (Likelihood & impact) externally.
(E.g. by combining the technique with an external risk man-
agement framework)

7 50,00%

c As a decision-maker, I want to have a threat modeling tech-
nique that does not consider risk. (E.g. because it is not
needed to obtain the prefered threat modeling outcome)

3 21,43%

US709 Steps of
vulnerabil-
ity
exploita-
tion [45]

As a decision-maker, I want to have a threat modeling method
that considers steps to vulnerability exploitation[H] (expressed
in time) as part of the analysis.

8 57,14% 5 35,71% 1 7,14%

US710 Threat
analysis
type [28,
29, 200]

The differentiation between quantitative and qualitative tech-
niques for threat analysis.

8 57,14% 4 28,57% 2 14,29%

a As a decision-maker, I want my threat modeling analysis to be
qualitative[I], so it is faster.

9 64,29%
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b As a decision-maker, I want my threat modeling method to be
quantitative[J], so it is more detailed.

1 7,14%

E008 Other No evaluation needed
US801 Stopping

condition
[175]

As a decision-maker, I want to have a definition of done (stop-
ping condition) in the technique, so users are uniformly guided
on when the threat modeling is done.

10 71.43% 3 21.43% 1 7.14%

US802 Interopera-
bility [140]

As a decision-maker, I want a threat modeling method that
can work together with another cyber security method. (E.g.
Can the results of threat modeling be used in another security
method?, or is the threat modeling method a part of a group
of security methods?)

10 71.43% 3 21.43% 1 7.14%

US803 Validation
[34, 117]

As a decision-maker, I want to receive validation support for
the threat model, so that I can be more sure that it accurately
reflects the real-world situation. (e.g. Tool provides recom-
mendations and feedback about common mistakes during the
model development).

11 78.57% 3 21.43% 0 0.00%

US804 Verification
[34, 117]

As a decision-maker, I want to receive verification support for
the threat model, so I can guarantee the model is built cor-
rectly. (E.g. Only allow relationships between components
when they are meaningful)

8 57.14% 3 21.43% 3 21.43%

US805 Automation
[159]

As a decision-maker, I want to have a tool that assists the
threat modeling technique by (semi-)automating some of the
steps.

11 78.57% 1 7.14% 2 14.29%

US806 Portability
[159]

As a decision-maker, I want a tool that can transfer projects
from one device to another. (For example, through an export
and import function.)

13 92.86% 1 7.14% 0 0.00%
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C Interview analyses

C.1 Requirement occurrence analysis

Table C.1: The considered requirements by the interviewees. Checkmarks denote
the requirements mentioned by the domain experts, and cross marks signify that
the domain expert did not mention the requirement. The Mention rate denotes
the unique mentions of the requirement over all the interviews. The total mentions

indicate the number of segments in which the requirement has been detected.
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E001: Input
US101 Current security 50,00% 9
US102 Input type 75,00% 30
US102a Attacker behavior 33,33% 5
US102b Security assumptions 0,00% 0
US102c System goals 16,67% 2
US102d Architectural design 58,33% 16
US102e Source code 25,00% 3
US102f Business processes (New) 16,67% 2
US102g Descriptive language (New) 16,67% 4
US103 Input data 75,00% 26
US103a Expert opinion 41,67% 6
US103b Historical data 50,00% 9
US103c Threat intelligence tooling (New) 16,67% 3
US103d Detailed threats (New) 16,67% 2
US103e MITRE (New) 8,33% 1
US103f Personas (New) 25,00% 4
US103g Security cards (New) 8,33% 1
E002: Output
US201 Output type 66,67% 16
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US201a Security threats 16,67% 3
US201b Threat mitigations 25,00% 5
US201c Security requirements 8,33% 1
US201d Security tickets 41,67% 7
US202 Output granularity 66,67% 17
US202a High-level outcome 50,00% 11
US202b Low-level outcome 41,67% 8
US203 Report representation 50,00% 8
US203a Structured text 8,33% 1
US203b Model-based 50,00% 7
US204 Mitigation strategy 16,67% 2
US205 Security patterns (New) 41,67% 8
US206 Actionable findings (New) 66,67% 16
US207 Common vulnerabilities (New) 25,00% 3
E003: Perspective
US301 Approach 66,67% 15
US301a Attack-centric 8,33% 1
US301b Risk-centric 50,00% 9
US301c Software-centric 25,00% 7
US301d GORE 0,00% 0
US301e SRE 0,00% 0
US302 Focus 33,33% 4
US302a Attacker view 33,33% 4
US302b Defender view 0,00% 0
US303 Agents 25,00% 3
US303a Multiple agents 25,00% 3
US303b Single agent 0,00% 0
US304 Modeling view 33,33% 7
US304a System architecture 33,33% 6
US304b Functional behavior 0,00% 0
US304c Platform of the system 8,33% 1
US304d Process (New) 8,33% 2
E004: Modeling notation
US401 Notation abstraction 16,67% 2
US401a Goal-centric 0,00% 0
US401b Model centric 8,33% 1
US401c Problem-centric 0,00% 0
US401d Process-centric 8,33% 1
US402 Formality 33,33% 9
US402a Mathematical model 8,33% 1
US402b Graphical 33,33% 8
US403 Language 50,00% 9
US404 Similarity with software specification

languages
8,33% 1

US405 Notation Extensibility 16,67% 3
US406 Coverage of components 16,67% 2
US407 Relationshipls between components 8,33% 1
US408 Countermeasure impact 8,33% 1
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US409 Priority visualization (New) 16,67% 2
E005: Modeling context
US501 Barriers for pracitioners 25,00% 3
US502 Layer - Level of sytem details 25,00% 3
US502a Software level 8,33% 1
US502b Computer-based system level 0,00% 0
US502c Total system level 16,67% 2
US502d Environment level 0,00% 0
US503 Applicability to system 33,33% 4
US503a General appicability 33,33% 4
US503b Specific applicability 0,00% 0
US504 Hardware threats 0,00% 0
US505 Layer decomposition 33,33% 5
E006: Method process
US601 Threat generation 75,00% 29
US601a Knowledge / methodology based 50,00% 17
US601b Expert knowlege based 50,00% 9
US601c User knowledge based (New) 66,67% 19
US602 Involved entities 33,33% 6
US603 Set boundary to identify area of protection 25,00% 3
US604 Unique Threats (New) 8,33% 3
US605 Trigger (New) 33,33% 9
US605a Static time-slots (New) 16,67% 3
US605b Dynamic sessions (New) 33,33% 6
US606 Process format (New) 58,33% 18
US606a Free-form format (New) 0,00% 0
US606b Informal format (New) 50,00% 12
US606c Structured format (New) 41,67% 6
US607 Artifact documentation (New) 16,67% 3
US608 Multi-diciplinairy teams 25,00% 6
US609 Continuous threat modeling (New) 41,67% 7
E007: Analysis
US701 Resource valuation 8,33% 1
US702 Effect propagation 8,33% 1
US703 Quality assurance 0,00% 0
US704 Threat library 25,00% 3
US705 Analysis level 41,67% 5
US705a Source code analysis 8,33% 1
US705b System design analysis 8,33% 1
US705c System architecture analysis 41,67% 5
US706 Security objective 8,33% 1
US706a Confidentiality 0,00% 0
US706b Integrity 0,00% 0
US706c Availability 0,00% 0
US706d Privacy (New) 8,33% 1
US707 Prioritization 66,67% 8
US708 Role of risk 58,33% 7
US708a Associate risk to identified threats 58,33% 7
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US708b Consider risk externally 0,00% 0
US708c Do not consider risk 0,00% 0
US709 Steps to vulnerability exploitation 0,00% 0
US710 Threat analysis type 16,67% 2
US710a Qualitative threat analysis 16,67% 2
US710b Quantitative threat analysis 0,00% 0
E008: Other
US801 Stopping condition / definition of done 16,67% 2
US802 Interoperability 33,33% 10
US803 Validation support 8,33% 1
US804 Verification support 0,00% 0
US805 Automation 83,33% 36
US806 Portability 16,67% 4
US807 Marketplace (New) 8,33% 2
US808 Pipeline integration (New) 75,00% 21
US809 Flexible/usage (New) 25,00% 3
US810 Medium familiarity (New) 50,00% 19
US810a Tool familiarity (New) 25,00% 7
US810b Technique familiarity (New) 50,00% 6
US810c Jargon (New) 25,00% 7
US811 Versioning (New) 16,67% 4
US812 Secure storage (New) 8,33% 1
US813 RBAC (New) 8,33% 1
US814 Step-by-step guidance (New) 33,33% 8
US815 Custom prioritization (New) 25,00% 5
US816 SDLC integration (New) 33,33% 8
US817 Threat context (New) 25,00% 5
US818 Classes and instances (New) 25,00% 3
US819 Templates (New) 25,00% 4
US820 Collaboration (New) 8,33% 1
US821 Input data flexibility (New) 25,00% 4
US822 Threat modeling life cycle adminstration

(New)
33,33% 4

US823 Method consistency 8,33% 2
US824 Change visualization (New) 16,67% 2
US825 Simple drawing tool 16,67% 2
US826 Custom threat library (New) 41,67% 8
US827 Duplicate threat recognition (New) 8,33% 1
US828 Model and code linkage (New) 8,33% 2
US829 Modification independence 8,33% 1
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C.2 Quality occurrence analysis

Table C.2: The considered qualities by the interviewees. Checkmarks denote
the qualities mentioned by the domain experts, and cross marks signify that the
domain expert did not mention the quality. The Mention rate denotes the unique
mentions of the quality over all the interviews. The total mentions indicate the

number of segments in which the quality has been detected.
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Applicability
Accuracy (New) 66.67% 12
Clear process (New) 91.67% 34
Compatibility with agile development processes 33.33% 5
Compatibility with related processes and tools 75% 25
Organisational fit (New) 100% 40
Usefulness (New) 100% 45
User experience: Ease of use 91.67% 30
User experience: Learning curve 83.33% 21

Efficiency
Cost 83.33% 29
Reusability 25.00% 3
Scalability 16.67% 2
Tailorability 33.33% 7
Uniformity (New) 16.67% 3

Reliability
Completeness 16.67% 2
Discoverability (New) 33.33% 7
Documentation: Technique 16.67% 2
Documentation: Tool 16.67% 2
Effectiveness/Testability (New) 16.67% 2
Maturity: Technique 16.67% 3
Maturity: Tool 16.67% 3
Repeatability 50% 10
Software evolution support: Change impact analysis 25% 4
Software evolution support: Change propagation 16.67% 2
Software evolution support: Component architecture 0% 0
Software evolution support: Modularity 25% 3
Suitability 25% 5
Support for maintainability: Modifiable 16.67% 4
Support for maintainability: Traceability 33.33% 5
Understandability 91.67% 19
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C.3 Quality x feature mapping

Table C.3: The full quality x requirement mapping. A 1 indicates that there is
at least one co-occurrence was found between the quality and requirement and a
0 indicates there has not been any co-occurrence found. Some qualities have been
shortened, due to readability. Requirements for which no highlight has been found

are marked in red.
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Actionable findings (US206) 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 0 1 0 0 1
Analysis level (US705): System architecture
analysis (c)

0 1 0 0 0 0 1 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

Analysis level (US705): System design
analysis (b)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Applicability to system (US503) 1 0 0 0 1 0 1 0 0 1 0 1 1 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0
Approach (US301): Attack-centric (a) 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Approach (US301): Risk-centric (b) 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
Approach (US301): Software-centric (c) 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
Artifact documentation (US607) 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 1 1 1 0 0 0 0 0 0 1 1 0 1 1 1
Automation (US805): Automatic effect
propagation (d)

0 1 1 0 1 1 1 1 1 1 1 1 0 0 0 0 1 0 1 0 0 1 1 1 1 1 1 0 1 1

Automation (US805): Automatic
prioritization (c)

1 1 1 0 1 1 1 1 1 1 1 1 0 1 0 0 1 0 1 0 0 1 1 1 1 1 1 0 1 1

Automation (US805): Automatic system
representation generation (b)

0 1 1 0 1 1 1 1 1 1 1 1 0 0 0 0 1 0 1 0 0 1 1 1 1 1 1 0 0 1

Automation (US805): Automatic threat
generation (a)

1 1 1 0 1 1 1 1 1 1 1 1 0 0 1 0 1 0 1 0 0 1 1 1 1 1 1 0 0 1

Change highlights (US824): Common
control change (d)

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0

Change highlights (US824): Organisational
change (b)

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0

Change highlights (US824): Prioritizatoin
change (c)

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0

Change highlights (US824): Threat input
change (a)

0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0

Classes and instances (US818) 1 0 0 0 0 1 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
Common vulnerabilities (US207) 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
Component templates (US819) 0 1 0 0 0 0 1 1 1 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 0
Continuous threat modeling (US609) 1 1 1 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 1 1 0 0 1 1 0 0 1 0 0 0
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Coverage of components (US406) 0 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 1 1 0 1 1 0 0 0 1 1 0 0 0 0
Current security (US712) 0 0 0 0 1 0 1 0 0 1 1 1 1 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 1 1
Custom component library (US830) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Custom prioritization (US815) 0 0 0 0 1 0 1 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Custom threat library (US826) 1 0 0 0 0 1 0 0 0 1 1 1 1 1 1 0 0 0 0 0 0 1 0 0 0 1 0 1 0 0
Deployment context (US506) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Effect propagation (US702) 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 0
Flexible usage (US809) 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Focus (US302): Attacker view (a) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Focus (US302): Defender view (b) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Hardware threats (US504) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Interoperability (US903) 0 0 0 0 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 1 0 0 0
Involved entities (US602) 0 1 0 0 0 1 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Knowledge barriers (US501) 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
Layer (US502): Environment level (d) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Layer (US502): Computer-based system
level (b)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Layer (US502): Software level (a) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Layer (US502): Total system level (c) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Medium familiarity (US901): Jargon (c) 0 1 0 0 1 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1
Medium familiarity (US901): Technique
familiarity (b)

0 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1

Medium familiarity (US901): Tool
familiarity (a)

0 1 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

Modeling view (US304): Behavior view (b) 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
Modeling view (US304): Platform view (c) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Modeling view (US304): Software
architecture view (a)

0 0 1 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 0 0

Multi-diciplinairy teams (US608) 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Multiple threat actors (US303) 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Notation abstraction (US401): Goal-centric
(a)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Notation abstraction (US401):
Model-centric (b)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Notation abstraction (US401):
Problem-centric (c)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Notation abstraction (US401):
Process-centric (d)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Notation Extensibility (US405) 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0
Notation familiarity (US403) 0 1 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
Notation Formality (US402) 0 1 0 0 0 1 0 1 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1
Output granularity (US202): High-level
outcome (a)

0 1 0 0 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1

Output granularity (US202): Low-level
outcome (b)

0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 1

Output type (US201): Security requirements
(c)

0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1

Output type (US201): Security threats (a) 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
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Output type (US201): Threat mitigations
(b)

0 1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

Pipeline integration (US808): Security
tickets (a)

0 1 1 0 1 1 1 1 0 1 1 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 1 1 1

Pipeline integration (US808): Software
development tracking (b)

0 1 1 0 1 1 1 1 0 1 1 0 0 0 0 1 0 0 0 0 0 0 1 1 0 0 0 1 1 1

Portability (US806) 0 0 0 0 1 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Prioritization (US707) 1 1 0 0 1 0 1 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0
Priority visualization (US409) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Process format (US606): Free format (a) 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Process format (US606): Informal format
(b)

0 1 0 0 1 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0

Process format (US606): Structured format
(c)

0 1 0 0 0 1 0 0 0 0 1 0 0 1 0 0 1 1 0 1 1 1 0 0 0 0 1 0 0 0

Quality guidelines (US610) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
Relationships between components (US407) 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
Report representation (US203): Figure (b) 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Report representation (US203): List (a) 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
Resource valuation (US711) 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Role of risk (US708): External risk (b) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Role of risk (US708): Include risk (a) 1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
SDLC integration (US902) 0 0 1 0 1 1 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1
Security control visualization (US408) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
Security objective (US706): Availability (c) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Security objective (US706): Confidentiality
(a)

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Security objective (US706): Integrity (b) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Security objective (US706): Privacy (d) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Security patterns (US205) 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1
Similarity with software specification
languages (US404)

0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

Simple drawing tool (US825) 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Step-by-step guidance (US814) 0 1 0 0 0 1 1 1 1 0 1 0 0 0 0 0 1 1 0 0 0 1 0 0 0 0 0 0 0 1
Stopping condition (US611) 0 0 1 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
System decomposition (US505) 0 0 0 0 1 0 0 1 0 0 1 1 1 0 1 0 0 0 1 0 0 0 0 0 1 1 0 0 1 1
System input (US102): Architectural design
(d)

1 1 0 0 1 0 0 1 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

System input (US102): Business process (f) 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
System input (US102): Descriptive language
(g)

1 0 0 0 0 0 1 1 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0

System input (US102): Security
assumptions (b)

1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

System input (US102): System goals (c) 1 1 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Threat analysis type (US710) 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Threat context (US817) 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Threat generation (US601): Knowledge /
methodology based (a)

1 0 0 0 0 1 0 1 0 1 0 1 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1

Threat generation (US601): User knowledge
based (c)

1 1 0 0 0 1 1 1 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Threat input (US103): Brainstorming (a) 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Threat input (US103): Framework (i) 1 0 0 0 0 1 0 1 0 1 0 1 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1
Threat input (US103): Historical data (b) 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Threat input (US103): Threat actors (h) 1 1 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0 0
Threat input (US103): Threat intelligence
tooling (c)

1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0 0

Threat input flexibility (US821) 0 0 0 0 1 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Threat library (US704) 1 0 0 0 1 0 0 1 1 1 0 1 1 0 1 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0
Threat modeling life cycle adminstration
(US822)

0 0 0 0 0 0 1 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 1

Trigger (US605): Dynamic (b) 1 1 1 0 0 1 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0
Trigger (US605): Static (a) 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Trust boundaries (US831) 0 0 1 0 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 0 0
Unique Threats (US604) 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Validation (US803) 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
Verification (US804) 0 0 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Versioning (US811) 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0
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D Interview artifacts

D.1 New requirements from interview

Table D.1: Additional requirements discovered during expert interviews. When
a new sub-user story is discovered for an already existing main user story, the main

user story is indicated with an Asterisk (*).

ID Placeholder User story - Description
E001 Input
US102* Input type What type of input is required in order to start the threat analysis.
g Descriptive language As a decision-maker, I want the analysis to be done based-on a descriptive language,

so it can be used to automatically generate diagrams. (E.g. YAML)
US103* Input data Where the input data comes from.
c threat intelligence As a decision-maker, I want the threat assessment to be done based-on threat

intelligence tooling.
d Detailed threats As a decision-maker, I want the threat assessment to be done based-on detailed

threats.
e MITRE As a decision-maker, I want the threat assessment to be done based-on MITRE

ATT&CK framework.
f Personas As a decision-maker, I want the threat assessment to be done based-on personas.
g Security cards As a decision-maker, I want the threat assessment to be done based-on security

cards.
E002 Output
US205 Security patterns As a decision-maker, I want the method to assist with identifying security patterns,

so I can identify security areas that need to be fixed.
US206 Actionable findings As a decision-maker, I want the outcome of the method to be actionable, so that

the outcomes can be used in subsequent software development.
US207 Common

vulnerabilities
As a decision-maker, I want the output of the method to identify threats related
to the most common vulnerabilities. (E.g. from the OWASP top 10.)

E004 Modeling notation
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US409 Priority
visualization

As a decision-maker I want to be able to visualize how important a threat is. (For
example based on the CVSS score of the attached vulnerability)

E006 Method process
US604 Unique threats As a decision-maker, I want the method to identify threats that are unique in

comparison with other security techniques and tools.
US605 Trigger When the threat modeling method is initiated.
a Static trigger As a decision-maker, I want the threat modeling method to be built around static

time slots, so threat modeling is done regularly.
b Dynamic trigger As a decision-maker, I want the threat modeling method to be built around dynamic

sessions, so it will be done in a response to a change.
US606 Process format The format of a process can either be free-form or structured.
a Free format As a decision-maker, I want the threat modeling method to be free-form, so users

can decide on how to do the threat modeling.
b Informal format As a decision-maker, I want the threat modeling method to be informal, so users

are free to act within certain boundaries. (E.g. do threat modeling in STRIDE)
c Structured format As a decision-maker, I want the threat modeling method to be strucutred so users

are constraints be a formal process and or tool.
US607 Artifact

documentation
As a decision-maker, I want the threat modeling method to have a documentated
artifact.

US608 Multi-diciplinairy
teams

As a decision-maker, I want the threat modeling method to have a documentated
artifact.

US609 Continuous threat
modeling

As a decision-maker, I want the threat modeling method to be continuous, so it is
constantly updated beyond the initial development stages.

E008 Other
US807 Marketplace As a decision-maker, I want a tool to have a marketplace, so I can add plugins and

add-ons to the tool.
US808 Pipeline inegration As a decision-maker, I want the tool to be integrated into a pipeline, so it will be

integrated with the other tools.
US809 Flexible usage As a decision-maker, I want the tool to allow flexibility and not impose limitations

on how threat modeling is performed.
US810 Medium familiarity As a decision-maker, I want the method to match the context of the stakeholders,

so they can easily use it.
a Tool familiarity As a decision-maker, I want the tool to match the context of the stakeholders, so

they can easily use it. (E.g. command line, when users are developers)
b Technique

familiarity
As a decision-maker, I want the technique to match the context of the stakeholders,
so they can easily use it. (E.g. use abuse cases, when familiar with use cases)

c Medium familiarity As a decision-maker, I want the jargon to match the context of the stakeholders,
so they can understand the terms. (E.g. use simple terms for non-security users)

US814 Step-by-step
guidance

As a decision-maker, I want the technique and tool to provide step-by-step guidance
for the users, so the actions and their order is clear.
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US815 Custom
prioritization

As a decision-maker, I want to be able to configure the prioritization in the tool so
I can indicate what threats are important based on organisation specific risk.

US816 SDLC integration As a decision-maker, I want the method to be integrated in the software develop-
ment lifecycle, so it’s part of the development cycle.

US817 Threat context As a decision-maker, I want the tool to provide indication of when threats are not
applicable, so that false positives are quickly reduced.

US819 Templates As a decision-maker, I want to be able to create templates in the tool, so they can
be re-used.

US820 Collaboration As a decision-maker, I want my team to be able to work together in the threat
modeling tool.

US821 Input data flexibility As a decision-maker, I want the tool to be able to import all kinds of threat related
data, so threats from many different sources can be utilized.

US822 Threat modeling life
cycle adminstration

As a decision-maker, I want the tool to administer the whole threat modeling cycle,
so I can have consitency between information gathering and the threat analysis.

US823 Method consistency As a decision-maker, I want the tool to make use of a cosistent method, so the
underlying logic is not changed suddenly.

US824 Change
visualization

As a decision-maker, I want the tool to visualize external changes that affect the
system, so the impact of external changes can be explained.

US825 Simple drawing tool As a decision-maker, I want the tool to be a simple drawing tool, so I can use it
freely.

US826 Custom threat
library

As a decision-maker, I want to be able to make a custom threat library, so I can
identify threats relevant to what the organisation is trying to enforce. (includes
compliancy with security standards)

US827 Duplicate threat
recognition

As a decision-maker, I want the tool to indentify when threats are duplicate, so
their mitigations can be disregarded. (E.g. if working with multiple teams)

US828 Model and code
linkage

As a decision-maker, I want to be able to store the threat modeling projects together
with the source code, so it’s easier to sync when making modifications.

US829 Modification
independence

As a decision-maker, I want to be able to modify my system representation outside
of the tool interface.

D.2 Post-interview requirement change log

Table D.2: The changes made after the interview organised per epic.

ID Textual
placeholder

Description Change and
reasoning

E001 Input Everything that happens before starting the threat analysis. This re-
gards components that are related to identifying and describing what is
already in place in the organisation.

No change.
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US101 Current
security

As a decision-maker, I want the method to take current security measures
into account so that irrelevant threats can be disregarded. (E.g. DDOS
threat disregarded due to DDOS protection implemented)

Moved to E007:
analysis. Current
security is an important
requirement but as part
of the prioritization
process. You do not
want to use it as input,
because you do not
want to start with a
"Netto risk".

US102 Input type
System input

What type of input system representation is required in order to start the
threat analysis.

The difference between
input type and input
data was not clear, so
both are renamed.

US102a Attacker
behavior

As a decision-maker, I want the analysis to require an attacker behavior
specification, so the analysis is based on what the system should be
protected from.

Attacker behavior is
combined with MITRE
and personas into:
"US103h: Threat
attackers and behavior"

US102b Security
assumptions

As a decision-maker, I want the analysis to require security assumptions,
so the analysis is based on what the system should be protected from.

No change.

US102c System goals As a decision-maker, I want the analysis to require system goals, so that
the analysis can be performed as soon as a high-level description is pro-
vided.

No change.

US102d Architectural
design

As a decision-maker, I want the analysis to require the architectural de-
sign of the system, so that the analysis is performed based on a model of
the system.

No change.

US102e Source code As a decision-maker, I want the analysis to be done based-on source code,
so that the analysis is performed based on the actual system.

Removed due to low
applicability. Experts
mention there are other
tools to do source code
threat analysis.

US102f Business
processes

As a decision-maker, I want the analysis to be done based-on business
processes, so that the user knows the business context the context in
which the system operates.

Rephrased to make
more clear.

US102g Descriptive
language

As a decision-maker, I want the analysis to be done based-on a descriptive
language, so it can be used to automatically generate diagrams a system
representation. (E.g. YAML)

Changed to be in line
with the terminology
used by practitioners.

US103 Input data
Threat input

Where the input data comes from. What data is used as basis for threat
identification

The difference between
input type and input
data was not clear, so
both are renamed.

US103a Expert
opinion
Brainstorm-
ing

As a decision-maker, I want the threat assessment be based-on expert
opinion brainstorming, so that no additional input data is required.

Expert has more of a
guiding role, so it is
generalized to
brainstorming.

US103b Historical
data

As a decision-maker, I want the threat identification to be done based-
on historical data. (e.g. threats from previous threat models, or other
activities which identify threats)

Example added for
clarification.
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US103c Threat
intelligence
tooling

As a decision-maker, I want the threat assessment to be done based-on
threat intelligence tooling.

No change.

US103d Input data As a decision-maker, I want the threat assessment to be done based-on
detailed threats.

After further analysis,
the segments marked
with this threat
discussed having a
threat catalogue.

US103e MITRE As a decision-maker, I want the threat assessment to be done based-on
MITRE ATT&CK framework.

Combined with
personas and attacker
behavior into: "US103h:
Threat attackers and
behavior"

US103f Personas As a decision-maker, I want the threat assessment to be done based-on
personas.

Combined with MITRE
and attacker behavior
into: "US103h: Threat
attackers and behavior"

US103g Security
cards

As a decision-maker, I want the threat assessment to be done based-on
security cards

Removed due single
mention.

US103h Threat actors As a decision-maker, I want the threat identification to be done based-
on threat actors and their behavior*, so the identification is based on
what the system should be protected from. (E.g. Use MITRE ATT&CK
framework in combination with personas)
Threat actors and their behavior: Expected actions and tactics used
by a malicious actor to exploit vulnerabilities in computer systems.

Added as a combination
of personas, MITRE
and attacker behavior.

US103i Framework As a decision-maker, I want the threat identification to be done based-on
a framework. (E.g. STRIDE)

This is not historical
data but was classified
as historical data or
threat generation,
during the qualitative
coding. This
requirement was added.

E002 Output Requirements related to the outcome of the threat modeling method. No change.
US201 Output type The type of artifact that the method produces. No change.
US201a Security

threats
As a decision-maker, I want the threat modeling method to produce rel-
evant security threats, so I know which threats are applicable to my con-
text.

Added refined
description, included
relevant due to one of
the participants
mentioning that threats
themselves were the
input.

US201b Threat
mitigations

As a decision-maker, I want the threat modeling method to produce threat
mitigations, so general risk-lowering countermeasures are obtained so spe-
cific risk lowering measures are recommended.

Descriptions of security
requirements and
mitigations were mixed
up, this change is a
correction of the initial
mistake.
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US201c Security
requirements

As a decision-maker, I want the threat modeling method to produce se-
curity requirements, so that a refined set of specific countermeasures is
obtained so that a set of rules that describe how systems can be protected
against threats is obtained.

Descriptions of security
requirements and
mitigations were mixed
up, this change is a
correction of the initial
mistake.

US201d Security
tickets

As a decision-maker, I want the threat modeling method to produce
security tickets, so the development teams know what to fix.

Moved to E008: tool.

US202 Output
granularity

The level of detail in which the result from threat modeling is presented. No change.

US202a High-level
outcome

As a decision-maker, I want the threat modeling method to produce a
high-level outcome, so a general overview can be obtained that can guide
the action points. (An example of a high level outcome is a document
that provides an overview a functional description of general security
improvements.)

Example modified to be
in line with the
terminology used in the
interviews.

US202b Low-level
outcome

As a decision-maker, I want the threat modeling method to produce a
low-level outcome, so that the outcome can be directly used for imple-
mentation. (An example of a low-level outcome is a model of the improved
system, which can directly be translated into code. technical description
of each threat.)

Example modified to be
in line with the
terminology used in the
interviews.

US203 Report repre-
sentation

How the findings from threat modeling are displayed in the report. No change.

US203a Structured
text List

As a decision-maker, I want the report from a threat modeling project
to be a structured text. (For example CSV) list. (For example, a list of
applicable threats and their mitigations)

Participants were not
familiar with the term
structured text.

US203b Model-based
Figure

As a decision-maker, I want the report from a threat modeling project
to have a model-based representation. include a figure. (E.g. a model of
the system and its threats or a graph of threats found)

Participants were not
familiar with the term
"model-based
representation"

US204 Mitigation
strategy

As a decision-maker, I want the method to assist in providing mitigation
strategies.

Removed due to similar
semantics as US201b:
Threat mitigations.

US205 Security
patterns

As a decision-maker, I want the method to assist with identifying security
patterns, so I can identify security areas that need to be fixed.

No change.

US206 Actionable
findings

As a decision-maker, I want the outcome of the method to be actionable,
so that the outcomes can be used in subsequent software development.

No change.

US207 Common vul-
nerabilities

As a decision-maker, I want the output of the method to identify threats
related to the most common vulnerabilities. (E.g. from the OWASP top
10.)

No change.

E003 Perspective Requirements related to the perspective of the threat modeling method.
Contains components that represent the point of view from which the
approach solves the threat modeling case

No change.

US301 Approach The central ideology that the threat modeling method is based on. No change.
US301a Attack-

centric
approach

As a decision-maker, I want the technique to be attack-centric, so there
will be a focus on identifying attacker profiles and the complexity of at-
tacks.

No change.

US301b Risk-centric
approach

As a decision-maker, I want the technique to be risk-centric, so that
impact and likelihood of the threats decide which security requirement
needs to be addressed first.

No change.
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US301c Software-
centric
approach

As a decision-maker, I want the technique to be software-centric, so the
focus will be on the software that is examined. (E.g. STRIDE analysis
on DFDs)

No change.

US301d Approach As a decision-maker, I want the technique to be centered around
Goal-Oriented Requirement Engineering(GORE), so that both functional
and non-functional (among other, security) requirements are obtained.

Remove
requirement-based
approaches, security
specialists are not
familiar with those.
Additionally, they have
a very low applicability
rating.

US301e Approach As a decision-maker, I want the technique to be centered around Security
Requirements Engineering (SRE), so that the primary goal is to identify
security requirements.

Remove
requirement-based
approaches, security
specialists are not
familiar with those.
Additionally, they have
a very low applicability
rating.

US302 Focus The viewpoint from which the technique is performed. No change.
US302a Attacker

focus
As a decision-maker, I want the technique to be designed from the point
of view of the attacker.

No change.

US302b Defender
focus

As a decision-maker, I want the technique to be designed from the point
of view of a defender.

No change.

US303 Agents
Multiple
threat actors

Does a threat model focus on one perspective or multiple perspectives
at the same time. As a decision-maker, I want one model to show the
perspectives of multiple threat actors so that conflicting perspectives can
be considered. (For attack-centric approaches)

Because single agent is
removed, the
requirement has one
sub-user story, so it is
turned into a single
requirement.

US303a Agents As a decision-maker, I want one model to show the perspectives of
multiple agents so that conflicting perspectives can be considered. (For
attack-centric approaches)

Removed due to reason
mentioned above.

US303b Agents As a decision-maker, I want one model to show the perspective of a
single agent, so that the model does not become too complicated. (For
attack-centric approaches)

Single agent removed
due to very low
selection rate.

US304 Modeling
view

The level of detail on which the actual model is created system is repre-
sented in the model.

Modified to be in line
with the terminology
used in the interviews.

US304a Software
architecture
view

As a decision-maker, I want the threat model to describe the architecture
of the system, so that threats can be related to system components. (This
relates to both a single system and a chain of software systems)

Add further
explanation, to make
clear that it includes a
chain of systems and
that it is on the
application layer.
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US304b Behavior
view

As a decision-maker, I want the threat model to describe the functional
behavior of the system. (E.g. Use state diagrams to do threat modeling)
Behavior: The behavior of the system refers to the (expected) actions
and outputs of the system. For example, a payment system transfers a
balance from one account to the other, using the internet. When there is
a DDOS attack on the system, this threat results in the function being
denied. Meaning that the system is not able to transfer balance. (This
includes functional behavior, as well as, purpose and process)

Removed functional to
make it more widely
applicable.

US304c Platform
view

As a decision-maker, I want the threat model to describe the platform
of the system, so that operating systems, middleware and also physical
parts are considered.

No change.

US304d Process view As a decision-maker, I want the threat model to describe the process
surrounding the system.

Combined with
functional behavior and
turned into US304b:
behavior.

E004 Modeling
notation

Requirements specific to the notation used to represent the threat model. No change.

US401 Notation
Abstraction

The level of detail at which the components are represented in the nota-
tion.

No change.

US401a Goal-centric As a decision-maker, I want the model notation to represent its compo-
nents centered around (security) goals.

No change.

US401b Model-centric As a decision-maker, I want the model notation to represent its compo-
nents centered around a model of the system.

No change.

US401c Problem-
centric

As a decision-maker, I want the model notation to represent its compo-
nents centered around (security) problems.

No change.

US401d Process-
centric

As a decision-maker, I want the model notation to represent its compo-
nents centered around the business processes.

No change.

US402 Notation
formality

As a decision-maker, I want the notation to be graphical, so that attack
trees, attack graphs, Data Flow Diagrams (DFDs), or tables can be used.

Due to removing formal
notations, one sub-user
story is left, so it is
turned into a single
requirement.

US402a Formality As a decision-maker, I want the notation to be formal, so that threat
modeling based on a mathematical model is possible.

Removed due to low
applicability.

US402b Formality As a decision-maker, I want the notation to be graphical, so that attack
trees, attack graphs, Data Flow Diagrams (DFDs), or tables can be used.

Moved to US402.

US403 Language
Notation
familiarity

As a decision-maker, I want to use a notation for threat modeling that
I am familiar with. (E.g. DFD, petri-nets, UML) the users are familiar
with.

Familiarity is important
only from the
perspective of the user.
This requirement is
used in the
decision-model as a
global multiplier.

US404 Similarity
with software
specification
languages

As a decision-maker, I want to use (an extension of) a notation that
is a well-known software specification language, so that threat modeling
becomes easier to learn.

Removed due to low
applicability.

US405 Notation
extensibility

As a decision-maker, I want to be able to extend the modeling notation,
so that domain-specific components can be modeled.

Removed due to low
applicability.
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US406 Coverage of
components

As a decision-maker, I want the notation to have a specific set of compo-
nents present.

Relevant but complex
benchmarking required.
Not considered in the
decision-model

US407 Relationships
between
components

As a decision-maker, I want to have a notation where the most common
relationships between components are present.

Relevant but complex
benchmarking required.
Not considered in the
decision-model

US408 Countermeasure
impact
Security
control
visualization

As a decision-maker, I want to be able to visualize how the proposed
countermeasures affect the system’s weaknesses, so I can understand how
effective the mitigations are. what security controls are implemented, so
I can visualize the impact on the threats.

Countermeasure impact
is interpreted as a
benchmark of
effectiveness, rather
than being able to
visually represent
security controls. This
caused the change to a
more suitable
terminology.

US409 Priority
visualization

As a decision-maker I want to be able to visualize how important a threat
is. (For example change color based on the CVSS score of the attached
vulnerability)

No change.

E005 Modeling
context

These requirements are about the context in which the modeling method
can or cannot be applied, which is called the scope of usage.

No change.

US501 Barriers for
practitioners

As a decision-maker, I want a threat modeling method that does not have
any knowledge barriers.

No change. Relevant
but can not be
benchmarked
accurately. This
requirement is not
considered in the
decision-model.

US502 Layer The level of system details at which threats are assessed. identified. Modified to be in line
with the terminology
used in the interviews.

US502a Software
layer

As a decision-maker, I want the threat modeling method to help iden-
tify threats on the software level, so that only software components are
considered.

No change.

US502b Computer-
based layer

As a decision-maker, I want the threat modeling method to help identify
threats on the computer-based system level, so that both software and
hardware are considered.

No change.

US502c Total system
layer

As a decision-maker, I want the threat modeling method to help iden-
tify threats on the total system level, so that man, technology and
organisation (MTO) are considered. so that people, process, and technol-
ogy (PPT) are considered.

Modified to be in line
with the terminology
used in the interviews.

US502d Environmental
layer

As a decision-maker, I want the threat modeling method to help identify
threats on the environment level, so that factors beyond MTO PPT are
considered.

Modified to be in line
with the terminology
used in the interviews.
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US503 Applicability
to system

As a decision-maker, I want to have a threat modeling method that is
generally applicable, so I can apply it on many different systems in my
organisation

It was found that
decision-makers wanted
to have a general
applicable system that
was specific enough to
identify threats
differently for
on-premise, cloud and
hybrid systems. To deal
with this, US503a
becomes US503 and
US503b becomes US506.

US503a Applicability
to system

As a decision-maker, I want to have a threat modeling method that is
generally applicable, so I can use it in many different systems.

See above.

US503b Applicability
to system

As a decision-maker, I want to have a method that is specifically designed
for one type of system. (An example of a specific method would be: a
threat modeling method for only cloud applications)

See above.

US504 Hardware
threats

As a decision-maker, I want to have a threat modeling method that con-
siders threats to hardware. (E.g. physical tempering is considered)

No change.

US505 Layer System
decomposi-
tion

As a decision-maker, I want to have a threat modeling method that allows
to switch between system layers abstractions, so I can match the system
depth with the stakeholder.

Modified to be in line
with the terminology
used in the interviews.

US506 Deployment
context

As a decision-maker, I want the threat modeling method to keep in mind
the context in which the system is deployed, so identified threats are more
relevant. (E.g. Cloud versus on premise)

Added to deal with the
interpretation of
US503a and US503b.

E006 Method
process

Requirements that apply to the process of threat modeling and its envi-
ronment.

No change.

US601 Threat
generation

The process of identifying and establishing a list of potential threats. No change.

US601a Threat
generation

As a decision-maker, I want to have a method that generates threats
based on a knowledge base/methodology. (e.g. Threat identification us-
ing STRIDE)

No change.

US601b Threat
generation

As a decision-maker, I want to have a threat modeling method that
generates threats based on expert knowledge. (e.g. CORAS)

Removed due to low
applicability.

US601c Threat
generation

As a decision-maker, I want to have a threat modeling method that gen-
erates threats based on user knowledge.

No change.

US602 Involved
entities

As a decision-maker, I want to have a threat modeling method that sup-
ports the participation of specific stakeholders. (e.g. Threat modeling by
security specialist versus threat modeling by developer)

No change. Relevant
but can not be
benchmarked
accurately. This
requirement is not
considered in the
decision-model.
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US603 Set boundary As a decision-maker, I want the technique to clearly explain how to define
the limits of the system, so that we can identify the area that needs
protection. (E.g. only consider assets with a specific priority level)

Setting a boundary is
found to be procedural
and not something that
should depend on a
method. Could be
supported in a tool by
setting trust boundaries
but has to be left to
humans.

US604 Unique
threats

As a decision-maker, I want the method to identify threats that are unique
in comparison with other security techniques and tools.

No change. Relevant
but can not be
benchmarked
accurately. This
requirement is not
considered in the
decision-model.

US605 Trigger When the threat modeling method is initiated. No change. Relevant,
but this requirement
and its sub-user stories
are too process
dependent. These are
not considered in the
decision-model.

US605a Dynamic As a decision-maker, I want the threat modeling method to be built
around static time slots, so threat modeling is done regularly.

No change. Not
considered.

US605b Static As a decision-maker, I want the threat modeling method to be built
around dynamic sessions, so it will be done in a response to a change.

No change. Not
considered.

US606 Process
format

The format of a process can either be free-form or structured. No change.

US606a Free format As a decision-maker, I want the threat modeling method to be free-form,
so users can decide on how to do the threat modeling.

No change.

US606b Informal
format

As a decision-maker, I want the threat modeling method to be informal, so
users are free to act within certain boundaries. (E.g. do threat modeling
in STRIDE)

No change.

US606c Structured
format

As a decision-maker, I want the threat modeling method to be structured
so users are constraints be a formal process and or tool.

No change.

US607 Artifact doc-
umentation

As a decision-maker, I want the threat modeling method to have a docu-
mented artifact.

No change.

US608 Multi-
disciplinary
teams

As a decision-maker, I want the threat modeling method to have a docu-
mented artifact.

No change. Relevant
but can not be
benchmarked
accurately. This
requirement is not
considered in the
decision-model.

US609 Continuous
threat
modeling

As a decision-maker, I want the threat modeling method to be continuous,
so it is constantly updated beyond the initial development stages.

No change.
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US610 Quality
guidelines

As a decision-maker, I want a technique that requires checking the qual-
ity of the model as part of the procedure. (e.g. Having guidelines for
assessing the quality of the model)

Was originally
requirement US703:
Quality assessment.

US611 Stopping
condition

As a decision-maker, I want to have a definition of done (stopping condi-
tion) in the technique, so users are uniformly guided on when the threat
modeling is done.

Moved from epic:
Other.

E007 Analysis Requirements that are related to the threat analysis. This mostly re-
gards the steps involved, the reasoning used, and the aspects to be con-
sidered during the analysis."

No change.

US701 Resource
valuation

As a decision-maker, I want a threat modeling method that differentiates
between critical and non-critical components.

Redefined to explicitly
clarify this is done by
stakeholders and moved
to US711.

US702 Effect
propagation

I want the threat modeling method to show how attacks on one part of
the system can affect other parts that depend on it. (e.g. internet facing
login application is compromised –>effect on user database)

No change.

US703 Quality
assurance

I want a technique that ensures the quality of the outcome as part of the
analysis procedure. (e.g. Use guidelines for assessing the quality of the
model)

Moved and renamed to
US610: Quality
guidelines. This is done
to be in line with the
interpretation of the
requirement.

US704 Threat
library

As a decision-maker, I want a method that uses a list of known threats
(a threat library) to identify applicable security threats based on the
system’s components.

No change.

US705 Analysis level The level of detail used to analyze the system for potential threats. No change.
Requirement and its
subcomponents are too
multi-interpretable. Not
considered in the
decision-model.

US705a Analysis level As a decision-maker, I want the depth of the analysis to reach source code
level.

Source code related
requirements are
removed.

US705b System
design
analysis

As a decision-maker, I want the depth of the analysis to reach system
design level, so it can produce a detailed outcome. (System design may
include, technical details of security controls such as encryption stan-
dards, etc.)

No change. Not
considered.

US705c System
architecture
analysis

As a decision-maker, I want the depth of the analysis to reach architecture
level, so it can be executed early on in the development process.

No change. Not
considered.

US706 Security
objective

The areas of security covered by the method. No change.

US706a ConfidentialityAs a decision-maker, I want the security objective of the threat modeling
method to cover confidentiality. (In other words, the threat modeling
method can analyse threats to confidentiality)

No change.

US706b Integrity As a decision-maker, I want the security objective of the threat modeling
method to cover integrity.

No change.
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US706c Availability As a decision-maker, I want the security objective of the threat modeling
method to cover availability.

No change.

US706d Privacy As a decision-maker, I want the security objective of the threat modeling
method to cover privacy

No change.

US707 Prioritization As a decision-maker, I want the method to prioritize threats to include
a threat prioritization (done by stakeholders), so that we can determine
the order in which to implement the countermeasures.

During the interview it
was made clear that
prioritization is
important but is rather
a human task.

US708 Risk The role of risk in the threat modeling technique. Risk is expressed in
terms of likelihood and impact of a malicious event.

No change.

US708a Include risk As a decision-maker, I want to have a threat modeling technique that
associates risk (Likelihood & impact) to the identified threats on a specific
component, so that threats can be prioritized

Added a component
dimension. To be in line
with the interviews.

US708b External risk As a decision-maker, I want to have a threat modeling technique that
considers risk (Likelihood & impact) externally. (E.g. by combining the
technique with an external risk management framework a risk manage-
ment framework from the organisation)

Example changed to be
in line with the
interviews.

US708c No risk As a decision-maker, I want to have a threat modeling technique that does
not consider risk. (E.g. because it is not needed to obtain the preferred
threat modeling outcome)

Removed due to low
applicability.

US709 Steps of
vulnerability
exploitation

As a decision-maker, I want to have a threat modeling method that
considers steps to vulnerability exploitation (expressed in time) as part
of the analysis.

Removed due to low
relevance.

US710 Threat
analysis type

The differentiation between quantitative and qualitative techniques for
threat analysis. As a decision-maker, I want my threat modeling analysis
to be qualitative.

Due to removing
quantitative threat
modeling, one sub-user
story is left, so it is
turned into a single
requirement.

US710a Qualitative
vs
quantitative

As a decision-maker, I want my threat modeling analysis to be qualitative,
so it is faster.

See above.

US710b Qualitative
vs
quantitative

As a decision-maker, I want my threat modeling method to be
quantitative, so it is more detailed.

Quantitative threat
modeling is not
considered. (Low
applicability rating)

US711 Resource
valuation

As a decision-maker, I want the stakeholders to be able to differentiates
between critical and non-critical components, so the impact can be ass-
esed based on the criticality of the assets.

Added. Was
requirement US701.

US712 Current
security

As a decision-maker, I want the method to take current security measures
into account, so likelihood of the threats can be assessed in the appropri-
ate context of the organisation. (E.g. DDOS threat disregarded/ranked
at the bottom due to DDOS protection implemented)

Added. Was
requirement US101.

E008 Other Tool Requirements that are not placed in a category, explicitly relate to the
integration with the SDLC or relate to tool support. relate to tools and
automation.

Other was changed to
tool and moved to E009.
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US801 Stopping
condition

As a decision-maker, I want to have a definition of done (stopping
condition) in the technique, so users are uniformly guided on when the
threat modeling is done.

Moved to E006: Method
process (US611).

US802 InteroperabilityAs a decision-maker, I want a threat modeling method that can work
together with another cyber security method/tool. (E.g. Can the results
of threat modeling be used in another security method?, or is the threat
modeling method a part of a group of security methods?)

Moved to E009: Other
(US903).

US803 Validation As a decision-maker, I want to receive validation support for the threat
model, so that I can be more sure that it accurately reflects the real-
world situation. (e.g. Tool provides recommendations and feedback about
common mistakes during the model development).

No change.

US804 Verification As a decision-maker, I want to receive verification support for the threat
model, so I can guarantee the model is built correctly. (E.g. Only allow
relationships between components when they are meaningful) be more
sure that the model is built correctly. (E.g. Highlight relationships be-
tween components when they are unlikely)

Change is made to be
less restricting and
provide a more accurate
example.

US805 Automation As a decision-maker, I want to have a tool that assists the threat modeling
technique by (semi-)automating some of the steps.

Sub-user stories are
added to account for
the different types of
automation a tool can
have.

Automatic
threat
generation

As a decision-maker, I want to have a tool that can automatically generate
threats based on a threat library.

Added. See above.

Automatic
system repre-
sentation
generation

As a decision-maker, I want to have a tool that can automatically generate
a system representation.

Added. See above.

Automatic
prioritization

As a decision-maker, I want to have a tool that can automatically prior-
itize threats. (Based on stakeholder input)

Added. See above.

Automatic
effect
propagation

As a decision-maker, I want to have a tool that can do effect propagation
automatically, so that threats on certain components affect those that
depend on it.

Added. See above.

US806 Portability As a decision-maker, I want a tool that can transfer projects from one
device to another. (For example, through an export and import function.)
import and export system diagrams.

Modified to be in line
with the terminology
used in the interviews.

US807 Marketplace As a decision-maker, I want a tool to have a marketplace, so I can add
plugins and add-ons to the tool.

Removed due to lack of
support, only one
mention.

US808 Pipeline
integration

As a decision-maker, I want the tool to be that can be integrated into a
pipeline, so it will be integrated with the other tools.

Rephrased to be less
restricting.

US809 Flexible
usage

As a decision-maker, I want the tool to allow flexibility and not impose
limitations on how threat modeling is performed.

No change. This
requirement is not
considered in the
decision-model due to
inaccurate
benchmarking.

US810 Medium
familiarity

As a decision-maker, I want the method to match the context of the
stakeholders, so they can easily use it.

Moved to E009: Other
(US901).
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US810a Medium
familiarity

As a decision-maker, I want the tool to match the context of the
stakeholders, so they can easily use it. (E.g. command line, when users
are developers)

Moved to E009: Other
(US901a).

US810b Medium
familiarity

As a decision-maker, I want the technique to match the context of the
stakeholders, so they can easily use it. (E.g. use abuse cases, when
familiar with use cases)

Moved to E009: Other
(US901b).

US810c Medium
familiarity

As a decision-maker, I want the jargon to match the context of the
stakeholders, so they can understand the terms. (E.g. use simple terms
for non-security users)

Moved to E009: Other
(US901c).

US811 Versioning As a decision-maker, I want the tool to have the capability to maintain a
record of the versions of threat models, allowing me to track the changes
made over time.

No change.

US812 Secure
storage

As a decision-maker, I want the tool to store the threat models in a secure
storage, so confidentiality is insured.

Removed due to lack of
support, only one
mention.

US813 RBAC As a decision-maker, I want the access to the threat models to be
restricted by RBAC, so that only the appropriate stakeholders can view
and edit them.

Removed due to lack of
support, only one
mention.

US814 Step-by-step
guidance

As a decision-maker, I want the technique and tool to provide step-by-step
guidance for the users, so the actions and their order is clear. I want the
tool to provide step-by-step guidance for the users, so the actions and
their order is clear.

Switched from
technique applicability
to tool, since it is
observed to be more
important in the
context of a tool.

US815 Custom
prioritization

As a decision-maker, I want to be able to configure the prioritization in
the tool so I can indicate what threats are important based on context
and corresponding organisation specific risk.

No change.

US816 SDLC
integration

As a decision-maker, I want the method to be integrated in the software
development lifecycle, so it’s part of the development cycle.

Moved to E009: Other
(US902).

US817 Threat
context

As a decision-maker, I want the tool to provide indication of when threats
are not applicable, so that false positives are quickly reduced.

No change.

US818 Classes and
instances

As a decision-maker, I want the tool to distinguish between classes and
instances of components, so customized threat assessments based on each
specific instance

No change.

US819 Component
templates

As a decision-maker, I want to be able to create templates in the tool, so
they can be re-used. have templates in the tool, so I can simply drag and
drop components.

Modified to be in line
with the context
mentioned in the
interviews.

US820 Collaboration As a decision-maker, I want my team to be able to work together in the
threat modeling tool.

Removed due to lack of
support, only one
mention.

US821 Input data
flexibility

As a decision-maker, I want the tool to be able to import all kinds of
threat related data, so threats from many different sources can be utilized.

No change.

US822 Threat
modeling life
cycle admin-
istration

As a decision-maker, I want the tool to administer the whole threat mod-
eling cycle, so I can have consistency between information gathering and
the threat analysis. (This includes the risk assessment & threat identifi-
cation withing one tool)

Added extra
clarification to clarify
the scope.
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US823 Method
consistency

As a decision-maker, I want the tool to make use of a consistent method,
so the underlying logic is not changed suddenly.

Removed due to lack of
support, only one
mention.

US824 Change
visualization
highlights

As a decision-maker, I want the tool to visualize external changes that
affect the system, so the impact of external changes can be explained.
highlight changes external to the system, so the impact of these changes
can be assessed on the system.

Modified to be in line
with the context
mentioned in the
interviews. Four
sub-user stories are
added based on the
input during the
interviews.

US824a Threat input
change

As a decision-maker, I want the tool to highlight changes to the threat
input, so the user knows why new threats occur.

Added. See above.

US824b Organisational
change

As a decision-maker, I want the tool to highlight organisational changes
that might affect the threat model, so that the user knows the threat
model should be updated. (E.g. change in regulations or laws that he
organisation must oblige to)

Added. See above.

US824c Prioritization
change

As a decision-maker, I want the tool to highlight changes in the threat
radar, so that the user knows that the prioritization should be updated.

Added. See above.

US824d Common
control
change

As a decision-maker, I want the tool to highlight changes in common
controls, so the threat model should be updated. (E.g. MFA is enrolled
organisation wide, some threats can therefore be accepted)

Added. See above.

US825 Simple
drawing tool

As a decision-maker, I want the tool to be a simple drawing tool, so I can
use it freely.

No change.

US826 Custom
threat library

As a decision-maker, I want to be able to make a custom threat library,
so I can identify threats relevant to what the organisation is trying to
enforce. (Includes threats to compliancy with security standards)

No change.

US827 Duplicate
threat
recognition

As a decision-maker, I want the tool to identify when threats are
duplicate, so their mitigations can be disregarded. (E.g. if working with
multiple teams)

Removed due to lack of
support, only one
mention.

US828 Model and
code linkage

As a decision-maker, I want to be able to store the threat modeling
projects together with the source code, so it’s easier to sync when making
modifications.

Removed due to lack of
support, only one
mention. Can be
enforced outside of the
method.

US829 Modification
independence

As a decision-maker, I want to be able to modify my system representation
outside of the tool interface.

Removed due to lack of
support, only one
mention.

US830 Custom
component
library

As a decision-maker, I want to be able to make a custom component
library, so I can add components specific to my organisation. (E.g. Can
be used in combination with a custom threat library to identify domain
specific threats.

Added based on
discussions about
notation extensibility
(multi-interpretable).

US831 Trust
boundaries

As a decision-maker, I want the users to be able to set trust boundaries
and zones, so that we can identify the areas that need protection.

Tool instance of set
boundary removed
requirement (US603).
Here, the user input is
highlighted.
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E009 Other Requirements that are not placed in a category or explicitly relate to
the integration within the SDLC / organisation. These are seen as
very context dependent and are therefore hard to benchmark.

Originally E008. Now,
this does not include
tools.

US901 Medium
familiarity

As a decision-maker, I want the method to match the context of the
stakeholders, so they can easily use it.

No change.

Medium
familiarity

As a decision-maker, I want the tool to match the context of the stake-
holders, so they can easily use it. (E.g. command line, when users are
developers)

No change. Not
considered. Can be
future work.

Medium
familiarity

As a decision-maker, I want the technique to match the context of the
stakeholders, so they can easily use it. (E.g. use abuse cases, when
familiar with use cases)

No change. This
requirement is used in
the decision-model as a
global multiplier.

Medium
familiarity

As a decision-maker, I want the jargon to match the context of the stake-
holders, so they can understand the terms. (E.g. use simple terms for
non-security users)

No change. Not
considered. Can be
future work.

US902 SDLC
integration

As a decision-maker, I want the method to be integrated in the software
development lifecycle, so it’s part of the development cycle.

No change.

US903 InteroperabilityAs a decision-maker, I want a threat modeling method that can work to-
gether with another cyber security method/tool. (E.g. Can the results of
threat modeling be used in another security method? or Are the outcomes
of threat monitoring added to the threat library?)

No change.

D.3 Qualities after interviews

Table D.3: The refined quality hierarchy as-is after the interview phase. Note
that some definitions have been reformulated to fit the context of threat modeling
method selection. All qualities can be assessed on a three-level scale (high, medium,

or low).

Criteria group Quality criteria Quality
sub-criteria

Description Origin

Efficiency The method can be performed at minimal cost and effort [19]
Cost The amount of resources to produce a threat model. Both

the cost for creating a threat model (time/effort) and the
cost for the purchase of a threat modeling tool are consid-
ered.

[159]

Reusability The ability to use parts of one threat model to create a
new model.

[34, 43]

Tailorability Capability of a method to adapt to a specific appliance. [156]
Scalability If a method is applicable to large systems or not. There

are components in the method that scale with the size and
complexity of the system under assessment.

[140, 159]

Uniformity The threat modeling method is consistent, standardized,
or homogeneous across different teams or departments.

Interview

Reliability The method is semantically correct and meaningful [19]
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Completeness Does the method specify a state or condition of having the
necessary or appropriate parts of a threat model.

[34, 89, 90,
110, 111,
117, 150]

Accuracy Does the method provide results that correctly represent
reality

Interview

Repeatability How consistent the results of threat modeling are when
conditions are the same.

[90]

Effectiveness /
testability

Are the outcomes of the method implemented and effective
in treating the threat.

Interview
and Survey

Documentation The documenation of the method is clear and extensive. [156, 159]
Technique
documenta-
tion

The technique is documented clearly and extensively. [156, 159]

Tool docu-
mentation

The tool has a clear and extensive documentation. [156, 159]

Software
evolution support

How well a threat modeling method supports the contin-
uous change and improvement of software throughout its
lifecycle.

[34]

Modularity How easy is it to develop and use software components
separately.

[34]

Component
architecture

The level of support for a component-based structure that
allows software modules to be added and removed with
ease.

[34]

Change
propagation

Ability to keep track of changes made to the system and
to as well as the external world guarantee that a change is
correctly propagated such that no inconsistent dependency
is left unresolved.

[34]

Change
impact
analysis

Ability to evaluate the effect that changes made to specific
artefacts will have on other system components.

[34]

Suitability The aim and outcome of the method is inline with the
expectations of the stakeholders.

[29, 156]

Maturity How well the different parts of the method are structured
and designed.

[110, 156,
159]

Technique
maturity

The technique supported by a systematic and structured
process.

[110, 140,
156, 159]

Tool maturity Degree of optimization of the tool for standard usage. (Val-
ues based on the capability maturity model)

[110, 156,
159]

Support for
maintainability

How easy it is to make and track changes while using the
method.

[89]

Modifiable The ability to make changes to an existing threat model. [89]
Traceability Concerns the ability to trace the history, application and

location of threat modeling components.
[34, 89, 117]

Discoverability The ability to discover the results from threat modeling.
(e.g. How do people know that the team has done threat
modelling? How do people know where to find the results?)

Interview
and Survey

Understandability How easy is it is to understand the outcome of the method. [34, 90, 117]
Applicability The users are able to apply the method [19]
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User experience The experience of a person who uses a threat modeling
method.

[22]

Ease of use Simplicity of use of the technique, tool and notation. [89, 90, 110,
111, 150,
156, 159]

Learning
curve

The cost associated with learning the threat modeling tech-
nique, tool and notation.

[156, 159]

Organisational fit Compatibility or alignment between the threat modeling
method and the organisation in terms of goals, culture,
and employee skills.

Interview

Compatibility
with development
process

The technique works well in a (agile) development envi-
ronment.

[159]

Compatibility
with related
processes & tools

How well the threat modeling method works with other
(security) related processes such as risk assessment. Is the
overlap between other processes minimised?

[189]

Clear process Intuitiveness of the threat modelling method for the stake-
holders intended to apply it.

Interview
and Survey

Usefulness The capacity of the threat modeling method to be benefi-
cial, valuable, or helpful in achieving the desired purpose
or goal.

Interview
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E Decision model artifacts

E.1 Relevancy assessment

Table E.1: The complete relevancy assessment of the refined requirements.
Checkmarks indicate that the requirement is assessed based on the component.
Cross marks signify the component is not relevant for benchmarking the require-
ment. An asterisk (*) indicates that a requirement is still relevant but not used as
part of the current decision-model. A double asterisk (**) indicates the require-
ment is used in the multiplier. The description of each requirement can be found

in Appendix D.2.

ID Name Tool Tech. Notation Process
E001: Input

US102 System input No assessment needed
b Security assumptions
c System goals
d Architectural design
f Business processes
g Descriptive language
US103 Threat input No assessment needed
a Brainstorming
b Historical data
c Threat intelligence tooling
h Threat actors
g Framework

E002: Output
US201 Output type No assessment needed
a Security threats
b Threat mitigations
c Security requirements
US202 Output granularity No assessment needed
a High-level granularity
b Low-level granularity
US203 Report representation No assessment needed
a List
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b Figure
US205 Security patterns
US206 Actionable findings
US207 Common vulnerabilities

E003: Perspective
US301 Approach No assessment needed
a Attack-centric approach
b Risk-centric approach
c Software-centric approach
US302 Focus No assessment needed
a Attacker focus
b Defender focus
US303 Multiple threat actors
US304 Modeling view No assessment needed
a Software architecture view
b Behavior view
c Platform view

E004: Modeling notation
US401 Notation Abstraction No assessment needed
a Goal-centric
b Model-centric
c Problem-centric
d Process-centric
US402 Notation formality
US403 Notation familiarity**
US404 Similarity with software specification languages
US405 Notation extensibility
US406 Coverage of components*
US407 Relationships between components*
US408 Security control visualization
US409 Priority visualization

E005: Modeling context
US501 Knowledge barriers*
US502 Layer No assessment needed
a Software layer
b Computer-based layer
c Total system layer
d Environmental layer
US503 Applicability to system
US504 Hardware threats
US505 System decomposition
US506 Deployment context

E006: Method process
US601 Threat generation No assessment needed
a Methodology-based threat generation
c User-based threat generation
US602 Involved entities*
US604 Unique threats*
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US605 Trigger No assessment needed
a Dynamic*
b Static*
US606 Process format No assessment needed
a Free format
b Informal format
c Structured format
US607 Artifact documentation
US608 Multi-diciplinairy teams
US609 Continuous threat modeling
US610 Quality guidelines
US611 Stopping condition

E007: Analysis
US702 Effect propagation
US704 Threat library
US705 Analysis level No assessment needed
b System design analysis*
c System architecture analysis*
US706 Security objective No assessment needed
a Confidentiality
b Itegrity
c Availability
d Privacy
US707 Prioritization
US708 Risk No assessment needed
a Include risk
b External risk
US710 Threat analysis type
US711 Resource valuation
US712 Current security

E008: Tools
US803 Validation
US804 Verification
US805 Automation No assessment needed
a Automatic threat generation
b Automatic system representation generation
c Automatic prioritization
d Automatic effect propagation
US806 Portability
US808 Pipeline integration No assessment needed
a Security tickets
b Software development tracking
US809 Flexible usage
US811 Versioning
US814 Step-by-step guidance
US815 Custom prioritization
US817 Threat context
US818 Classes and instances
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US819 Component templates
US821 Input data flexibility
US822 Threat modeling life cycle adminstration
US824 Change highlights No assessment needed
a Threat input change
b Organisational change
c Prioritization change
d Common control change
US825 Simple drawing tool
US826 Custom threat library
US830 Custom component library
US831 Trust boundaries

E009: Other
US901 Medium familiarity No assessment needed
a Medium familiarity*
b Medium familiarity**
c Medium familiarity*
US902 SDLC integration
US903 Interoperability

E.2 Requirement x Alternative mapping

Table E.2: The requirement and alternative mapping. A zero indicates that
there has been no evidence that the requirement is met by the alternative. A 0.5
indicates partial supportability. A one indicates that the requirement is met by
the alternative. A double asterisk(**) indicates the requirement is used as a global

multiplier.

ID Placeholder A
1

A
2

A
3

A
4

A
5

A
6

A
7

A
8

A
9

A
10

A
11

A
12

A
13

A
14

A
15

A
16

A
17

A
18

E001: Input
US102 System input No benchmark needed
b Security assumptions 1 1 1 1 1 0,5 1 0,5 0,5 0,5 0 1 1 1 0,5 0,5 0,5 0,5
c System goals 0,5 0,5 0,5 0,5 0,5 0,5 0,5 1 1 0 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0
d Architectural design 1 1 1 1 1 0,5 1 0,5 0,5 0 1 1 1 1 0,5 0,5 0,5 0
f Business processes 0,5 0,5 0,5 0,5 0,5 1 0,5 1 1 0,5 1 0,5 0,5 1 1 1 1 0,5
g Descriptive language 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
US103 Threat input No benchmark needed
a Brainstorming 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1
b Historical data 0,5 0,5 1 0,5 1 1 0,5 0,5 0,5 1 1 0,5 1 1 1 1 1 1
c Threat intelligence tooling 0,5 0,5 1 0,5 1 1 0,5 0,5 0,5 1 1 0,5 1 1 1 1 1 1
h Threat actors 0,5 0,5 1 0,5 1 1 0,5 0,5 0,5 1 1 0,5 1 1 1 1 1 1
g Framework 1 1 1 1 1 0 1 0 0 0 0 1 1 1 0 0 0 1
E002: Output
US201 Output type No benchmark needed
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a Security threats 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
b Threat mitigations 1 1 1 1 1 0,5 1 0,5 0,5 0,5 1 1 1 0,5 0,5 0,5 0,5 0,5
c Security requirements 0,5 0,5 0,5 0,5 0,5 1 0,5 0,5 0,5 0,5 0,5 0,5 0,5 1 0,5 0,5 0,5 0,5
US202 Output granularity No benchmark needed
a High-level granularity 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
b Low-level granularity 1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 0
US203 Report representation No benchmark needed
a List 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
b Figure 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
US205 Security patterns 1 1 1 1 1 1 1 0 0 1 0 1 1 0 1 0 0 1
US206 Actionable findings 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
US207 Common vulnerabilities 0 0 0 1 1 1 0 0 0 0 0 0 0 1 0 0 0 0
E003: Perspective
US301 Approach No benchmark needed
a Attack-centric approach 0 0 0 0 0 0,5 0 1 1 1 0 0 0 0 0 0 0 1
b Risk-centric approach 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 0
c Software-centric approach 1 1 1 1 1 0,5 1 0 0 0 0 1 1 0 1 0 1 0
US302 Focus No benchmark needed
a Attacker focus 0,5 0,5 0,5 0,5 0,5 1 0,5 1 1 1 0,5 0,5 0,5 0,5 1 0,5 0,5 1
b Defender focus 1 1 0,5 1 0,5 0,5 1 1 1 0 0,5 1 0,5 0,5 0 0,5 1 0
US303 Multiple threat actors 0 0 0 0 0 1 0 1 1 0 0 0 0 0 0 0 0 0
US304 Modeling view No benchmark needed
a Software architecture view 1 1 1 1 1 1 1 0 0 1 1 1 1 1 1 0 0 1
b Behavior view 1 1 1 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1
c Platform view 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0 0 1
E004: Modeling notation
US401 Notation Abstraction No benchmark needed
a Goal-centric 0 0 0 0 0 0 0 1 1 1 0 0 0 1 1 0 0 1
b Model-centric 1 1 1 1 1 1 1 0 0 1 0 1 1 1 1 0 0 1
c Problem-centric 0 0 0 0 0 0 0 1 1 1 1 0 0 1 1 1 1 1
d Process-centric 1 1 1 1 1 1 1 0 0 1 0 1 1 1 1 1 1 1
US402 Notation formality 1 1 1 1 1 1 1 1 1 0 1 1 1 0 0 1 1 0
US403 Notation familiarity** No benchmark needed
US404 Similarity with software specification

languages
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

US405 Notation extensibility 1 1 1 1 1 1 1 0 0 1 0 1 1 1 1 0 0 1
US408 Security control visualization 1 1 1 1 1 1 1 0 0 0 1 1 1 0 0 0 0 0
US409 Priority visualization 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
E005: Modeling context
US502 Layer No benchmark needed
a Software layer 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
b Computer-based layer 0 0 0 0 0 1 0 1 1 1 1 0 0 1 1 1 1 1
c Total system layer 0 0 0 0 0 0 0 1 1 1 1 0 0 1 0 0 1 1
d Environmental layer 0 0 0 0 0 0 0 1 1 1 1 0 0 0 0 0 1 1
US503 Applicability to system 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
US504 Hardware threats 0 0 0 0 0 1 0 1 1 1 1 0 0 1 1 1 1 1
US505 System decomposition 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
US506 Deployment context 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
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E006: Method process
US601 Threat generation No benchmark needed
a Methodology-based threat generation 1 1 1 1 1 0 1 0 0 0 0 1 1 1 0 0 0 1
c User-based threat generation 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1
US606 Process format No benchmark needed
a Free format 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 1 1 1
b Informal format 1 1 1 1 1 0 1 0,5 0,5 0,5 0,5 1 1 0,5 0,5 0,5 0,5 1
c Structured format 1 1 1 1 1 1 1 0 0 0 0 1 1 0 0 0 0 0
US607 Artifact documentation 1 1 1 1 1 0,5 1 0,5 0,5 0,5 1 1 1 1 0,5 0,5 0,5 0,5
US609 Continuous threat modeling 0,5 0,5 0,5 0,5 0,5 1 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
US610 Quality guidelines 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 1 0,5 0,5 1 0,5 0,5 0,5 0,5
US611 Stopping condition 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
E007: Analysis
US702 Effect propagation 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5 0,5
US704 Threat library 1 1 1 1 1 1 1 0,5 0,5 0,5 0,5 1 1 0,5 0,5 0,5 0,5 1
US706 Security objective No benchmark needed
a Confidentiality 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
b Itegrity 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
c Availability 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
d Privacy 0 0 1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0
US707 Prioritization 0,5 0,5 0,5 1 1 1 0,5 0,5 0,5 0,5 1 0,5 0,5 1 0,5 1 0,5 0,5
US708 Risk No benchmark needed
a Include risk 0 0 0 1 1 1 1 0 0 0 1 0 0 1 0 1 0 0
b External risk 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
US710 Threat analysis type 1 1 1 1 1 0 1 1 1 1 1 1 1 1 1 0 1 1
US711 Resource valuation 0,5 0,5 0,5 1 1 1 1 0,5 0,5 0,5 1 0,5 0,5 1 0,5 0,5 0,5 0,5
US712 Current security 1 1 1 1 1 1 1 0,5 0,5 0,5 1 1 1 0,5 0,5 0,5 0,5 0,5
E008: Tools
US803 Validation 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
US804 Verification 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
US805 Automation No benchmark needed
a Automatic threat generation 1 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
b Automatic system representation

generation
0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0

c Automatic prioritization 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
d Automatic effect propagation 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
US806 Portability 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
US808 Pipeline inegration No benchmark needed
a Security tickets 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
b Software development tracking 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
US811 Versioning 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
US814 Step-by-step guidance 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
US815 Custom prioritization 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
US817 Threat context 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
US818 Classes and instances 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0
US819 Component templates 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
US821 Input data flexibility 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
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US822 Threat modeling life cycle
adminstration

1 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0

US824 Change highlights No benchmark needed
a Threat input change 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
b Organisational change 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
c Prioritization change 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
d Common control change 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
US825 Simple drawing tool 0 0 0 0 0 0 0 1 1 0 1 1 1 0 0 1 1 0
US826 Custom threat library 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
US830 Custom component library 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
US831 Trust boundaries 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
E009: Other
US901 Medium familiarity No benchmark needed
b Medium familiarity** No benchmark needed
US902 SDLC integration 1 1 1 1 1 1 1 0,5 0,5 0,5 0,5 1 0,5 0,5 0,5 0,5 0,5 0,5
US903 Interoperability 0,5 0,5 0,5 1 1 1 0,5 0,5 0,5 1 1 0,5 0,5 1 0,5 0,5 0,5 1
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F Full survey

The last pages of this report will contain the survey as presented to the domain experts.



 

 

Interview preparation survey  
 

 

Start of Block: Introduction 

 

Thank you for agreeing to participate in an interview regarding the selection problem of threat 

modeling methods. A threat modeling method is a process that can be used to analyze potential 

attacks or threats. Given these threats, appropriate mitigation techniques are picked. There are 

numerous threat modeling methods, each with its own strengths and weaknesses.  This makes 

it challenging for practitioners to choose a method that suits their situation. The goal of this 

research is to simplify this problem by providing a structured method that guides the selection. 

To accomplish this, we have gathered a comprehensive collection of threat modeling methods, 

quality criteria, and requirements from literature. These will serve as the foundation for a multi-

criteria decision-making framework, which will assist practitioners in navigating through this big 

cluster of threat modeling methods. 

 

 To make this research useful in real-world settings, we need your help with refining the 

concepts found in literature. We are convinced that your experience will highly increase the 

quality of the research. To help streamline the interview process, we have prepared a survey to 

fill out beforehand. We are very delighted that you are willing to help and we greatly appreciate 

your participation.   

 

You are asked to answer the questions from the point of view of a decision-maker responsible 

for selecting a threat modeling method for a development project. The survey consists of three 

parts. First we explore how you currently choose a threat modeling method. Then we will 

introduce you to the quality criteria and hierarchical structure. Afterward we will go in-depth on 

the requirements. During the interview, we will discuss your answers so we can refine these 

concepts and make them practical. At the end of each section, there will be a text field where 

you can ask any questions or provide comments. The survey can be completed at your own 

pace, and you can come back to it if needed. The duration of the survey is expected to be 30-45 

minutes. I have sent you a personalized link that you can use to access your answers at any 

time. Meaning, you can take a break whenever you prefer. Thanks again for your participation! 

  

Answers given in the survey may be questioned during the actual interview. The answers 

provided will not be used in our research unless consent is provided at the start of the upcoming 

interview. 

 

Thanks, Lennard Marck 

 

 

End of Block: Introduction 
 



 

 

Start of Block: Part 0: Exploration 

 

Firstly, we will ask you a question about how you currently choose a threat modeling method*. 

You can give us as much information as you like. Company specific details will be removed after 

analysis. During the interview, we will go into more detail and ask additional questions. 

 

A threat modeling method is a process that can be used to analyze potential attacks or 

threats. Given these threats, appropriate mitigation strategies are picked. In the context of this 

research, a method contains a technique, tool and notation. 

A technique is a stepwise procedure, possibly with a prescribed notation, to perform a 

development activity. For example, a simple technique could include three steps: drawing 

system architecture, identifying threats and mitigating threats.  

A tool is a possibly automated means to support a part of the development process. For 

instance, Microsoft TMT is a tool that can be used to draw a system architecture and identify 

threats.  

A notation is a system of symbols with a corresponding set of rules to construct artifacts used 

in communication. An example of a notation is UML. 

 

 

 

 

Name Please enter your name 

________________________________________________________________ 
 

 

 

0.1.1 If you would be responsible for threat modeling in your organization, how would you 

currently select a threat modeling method? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

End of Block: Part 0: Exploration 
 

Start of Block: Part 1: Quality criteria 

 



 

 

This part is about putting quality criteria in order of importance, based on the perspective of a 

decision-maker responsible for selecting a threat modeling method for a development project. 

 

A quality is a special attribute or characteristic that can be applied to a method. In the context of 

this research, a quality is not directly measurable. An example could be: ease of use of the 

threat modeling method. In order to represent the degree of quality satisfaction, they are linked 

to  (multiple) requirements. E.g. The ease of use (quality) of a method increases when 

automatic threat generation (requirement) is present. 

 

Our study has made an hierarchical structure of qualities based on the definitions. An example 

of this structure can be found in Figure 1. In the upcoming questions, you will be asked to rank 

related concepts in order of their importance. To change the order of the concepts, simply drag 

them up or down until you are happy with the arrangement. If you come across any quality 

criteria that is not important at all, you can put them in last place and mention this at the bottom 

of the page.  

 

 

 

 

Structure Figure 1: An example of the quality criteria structure. 

 

 

 

 
 

Q1.1 As a decision-maker, could you rank these quality criteria groups in order of most 

important (1) to least important (n). (Hint: In the upcoming questions you can drag & drop each 

item) 

______ Efficiency: The method can be performed at minimal cost and effort. (1) 

______ Reliability: The method is semantically correct and meaningful. (2) 

______ Applicability: The users are able to apply the method. (3) 

 

 

 
 



 

 

Q1.2 Could you rank these quality criteria in the efficiency group in the order of most important 

(1) to least important (n). 

______ Cost: The amount of resources to produce a threat model. Both the cost for creating a 

threat model (time/effort) and the cost for the purchase of a threat modeling tool are considered. 

(1) 

______ Reusability: The ability to use parts of one  threat model to create a new model. (2) 

______ Tailorability: Capability of a method to adapt to a specific appliance. (3) 

______ Scalability: If a method is applicable to large systems or not. There are components in 

the method that scale with the size and complexity of the system under assessment. (4) 

 

 

 
 

Q1.3 Could you rank these quality criteria in the reliability group in the order of most important 

(1) to least important (n). 

______ Completeness: Does the method specify a state or condition of having the necessary or 

appropriate parts of a threat model. (1) 

______ Precision (ambiguity): How consistent the results of threat modeling are when 

conditions are the same. (2) 

______ Documentation: The documentation of the method is clear and extensive. (3) 

______ Software evolution support: How well a threat modeling method supports the continuous 

change and improvement of software throughout its lifecycle. (4) 

______ Suitability: The aim of the method is inline with the expectations of the stakeholders. (5) 

______ Maturity: How well the different parts of the method are structured and designed. (6) 

______ Support for maintainability: How easy it is to make and track changes while using the 

method. (7) 

______ Understandability: How easy is it is to understand the outcome of the method. (8) 

 

 

 
 

Q1.3.1 Could you rank these quality sub-criteria related to documentation in the order of most 

important (1) to least important (n). 

______ Technique documentation: The technique is documented clearly and extensively. (1) 

______ Tool documentation: The tool has a clear and extensive documentation. (2) 

 

 

 
 



 

 

Q1.3.2 Could you rank these quality sub-criteria related to software evolution support in 

the order of most important (1) to least important (n).  

______ Modularity: How easy is it to develop and use software components separately. (1) 

______ Component architecture: The level of support for a component-based structure that 

allows software modules to be added and removed with ease. (2) 

______ Change propagation: Ability to keep track of changes made to system and to guarantee 

that a change is correctly propagated such that no inconsistent dependency is left unresolved. 

(3) 

______ Change impact analysis: Ability to evaluate the effect that changes made to specific 

artefacts will have on other system components. (4) 

 

 

 
 

Q1.3.3 Could you rank these quality sub-criteria related to maturity in the order of most 

important (1) to least important (n).  

______ Technique maturity: The technique supported by a systematic and structured process. 

(1) 

______ Tool maturity: Degree of optimization of the tool for standard usage. (Values based on 

the capability maturity model) (2) 

 

 

 
 

Q1.3.4 Could you rank these quality sub-criteria related to support for maintainability in 

the order of most important (1) to least important (n).  

______ Modifiable: The ability to make changes to an existing threat model. (1) 

______ Traceability: Concerns the ability to trace the history, application and location of threat 

modeling components. (2) 

 

 

 
 

Q1.4 Could you rank these quality criteria in the applicability group in the order of most 

important (1) to least important (n).  

______ User experience: The experience of a person who uses a threat modeling method. (1) 

______ Compatibility with agile development process: The technique can be used within an 

agile environment. (2) 

______ Compatbility with related processes: How well the threat modeling method works with 

other (security) related processes such as risk assessment. (3) 

 

 



 

 

 
 

Q1.4.1 Could you rank these quality sub-criteria related to user experience in the order of most 

important (1) to least important (n).  

______ Ease of use: Simplicity of use of the technique, tool and notation. (1) 

______ Learning curve: The cost associated with learning the threat modeling technique, tool 

and notation. (2) 

 

 

 

Q1.5 Is there any quality (sub-)criteria you would like to add? If so, please explain briefly what it 

entails and where it should be placed. 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 

Q1.6 Did you come across any quality (sub-)criteria that were not important or useful? (Please 

provide a short reasoning) 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 

Q1.7 Do you think that any of the mentioned quality (sub-)criteria fits better in another group? 

 

________________________________________________________________ 

________________________________________________________________ 



 

 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

 

Q1.7 Do you have remaining questions, comments or uncertainties, you would like to share? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

End of Block: Part 1: Quality criteria 
 

Start of Block: Part 2: Requirements 

 

Epic 1/8: Input. "Everything that happens before starting the threat analysis. This regards 

components that are related to identifying and describing what is already in place in the 

organization." 

 

In this part you are asked to evaluate the requirements from the point of view of a decision-

maker. 

 

A requirement is an aspect of a threat modeling technique, tool or notation that a stakeholder 

might need. 

 

The following definitions are to help you understand the difference between these concepts. 

A technique is a stepwise procedure, possibly with a prescribed notation, to perform a 

development activity.  

 For example, a simple technique could include three steps: drawing system architecture, 

identifying threats and mitigating threats. 

A tool is a possibly automated means to support a part of the development process.  

For instance, Microsoft TMT is a tool that can be used to draw a system architecture and 

identify threats. 

A notation is a system of symbols with a corresponding set of rules to construct artifacts used 

in communication. 

An example of a notation is UML. 

A method is the overarching concept containing a technique, tool and notation.  



 

 

 

These concepts are often mentioned as a part of the requirement. Feel free to return to these 

definitions any time.  

 

Each requirement is represented in a user story and is related to an epic. An epic is a group of 

user stories. 

 

During the testrun of this survey we identified some complex terms. These are explained 

underneath the question.  If there is a word you don't understand, please leave a comment at 

the end of the page. If you do not understand the requirement, please fill in "no opinion". 

 

This part has two types of questions: 

1) As a decision-maker, evaluate if the criteria would be relevant for selecting a threat modeling 

method. 

2) Based on your experience, assess which of the particular requirements are useful in real-

world situations. 

 

 

 

 

Q2.1 Epic 1: Input. "Everything that happens before starting the threat analysis. This 

regards components that are related to identifying and describing what is already in 

place in the organization." 

 

 

 

Q2.1.1 I want the method to take current security measures into account, so irrelevant threats 

can be disregarded.  

(E.g. DDOS related threats are disregarded due to DDOS protection implemented in 

organization) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 



 

 

Q2.1.2a Input type: What type of input is required in order to start the threat analysis. (See the 

next question for examples) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.1.2b Which of the following requirements related to input type is practically applicable in 

your experience? (multiple answers possible) 

▢ I want the analysis to require an attacker behavior* specification, so the analysis 
is based on what the system should be protected from.  (1)  

▢ I want the analysis to require security assumptions*, so the analysis is based on 
assumptions about the system under analysis.  (2)  

▢ I want the analysis to require system goals*, so that the analysis can be started 
as soon as a high-level description is provided.  (3)  

▢ I want the analysis to require the architectural design of the system, so that the 
analysis is performed based on a model of the system.  (4)  

▢ I want the analysis to be done based-on source code, so that the analysis is 
performed based on the actual system.  (5)  

▢ None of them are practically applicable.  (6)  

▢ Other:  (7) __________________________________________________ 
 

 

 

Attacker behavior:  A list of expected actions and tactics used by a malicious actor to exploit 

vulnerabilities in computer systems. 

Security assumptions: Underlying beliefs about the operational design of a system that can 

influence its security posture. In other words: Ideas about how a system should work that can 

affect how secure it is. 

System goals: Intended outcomes or objectives that the system under analysis is designed to 



 

 

achieve. These goals can be documented in a high-level description. 

 

 

 

 

 

Q2.1.3a Input data: Where the input data comes from. (See the next question for examples) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.1.3b Which of the following requirements related to input data is practically applicable in 

your experience? (multiple answers possible) 

▢ I want the threat assessment to be based-on expert opinion, so that no additional 
input data is required.  (1)  

▢ I want the threat assessment to be based-on historical data.  (2)  

▢ None of them are practically applicable.  (3)  

▢ Other:  (4) __________________________________________________ 
 

 

 

Comments 2.1 Do you have remaining questions, comments or uncertainties, you would like to 

share? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 



 

 

 

Page Break  

  



 

 

Epic 2/8: Output. "Requirements related to the outcome of the threat modeling method." 

 

Warning: The following paragraph is repetitive, so you only need to read it again if you 

have forgotten any of the details. You can skip to the questions. 

 

In this part you are asked to evaluate the requirements from the point of view of a decision-

maker.  

 

A requirement is an aspect of a threat modeling technique, tool or notation that a stakeholder 

might need. 

 

The following definitions are to help you understand the difference between these concepts. 

A technique is a stepwise procedure, possibly with a prescribed notation, to perform a 

development activity.  

 For example, a simple technique could include three steps: drawing system architecture, 

identifying threats and mitigating threats. 

A tool is a possibly automated means to support a part of the development process.  

For instance, Microsoft TMT is a tool that can be used to draw a system architecture and 

identify threats. 

A notation is a system of symbols with a corresponding set of rules to construct artifacts used 

in communication. 

An example of a notation is UML. 

A method is the overarching concept containing a technique, tool and notation.  

 

These concepts are often mentioned as a part of the requirement. Feel free to return to these 

definitions any time.  

 

Each requirement is represented in a user story and is related to an epic. An epic is a group of 

user stories. 

 

During the testrun of this survey we identified some complex terms. These are explained 

underneath the question.  If there is a word you don't understand, please leave a comment at 

the end of the page. If you do not understand the requirement, please fill in "no opinion". 

 

This part has two types of questions: 

1) As a decision-maker, evaluate if the criteria would be relevant for selecting a threat modeling 

method. 

2) Based on your experience, assess which of the particular requirements are useful in real-

world situations. 

 

 

 

 



 

 

Q2.2 Epic 2: Output. "Requirements related to the outcome of the threat modeling 

method." 

 

 

 

Q2.2.1a Output type: The type of artifact that the method produces. (See the next question for 

examples) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.2.2b Which of the following requirements related to output type is practically applicable in 

your experience? (multiple answers possible) 

▢ I want the threat modeling method to produce security threats.  (1)  

▢ I want the threat modeling method to produce threat mitigations, so general risk-
lowering countermeasures are obtained.  (2)  

▢ I want the threat modeling method to produce security requirements, so that a 
refined set of specific countermeasures is obtained.  (3)  

▢ None of them are practically applicable.  (4)  

▢ Other:  (5) __________________________________________________ 
 

 

 



 

 

2.2.3a Output granularity: The level of detail in which the result from threat modeling is 

presented. (See the next question for examples) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.2.3b Which of the following requirements related to output granularity is practically 

applicable in your experience? (multiple answers possible) 

▢ I want the threat modeling method to produce a high-level outcome, so a general 
overview can be obtained that can guide the action points.  (An example of a high level 
outcome is a document that provides an overview of general security improvements.)  (1)  

▢ I want the threat modeling method to produce a low-level outcome, so that the 
outcome can be directly used for implementation. (An example of a low-level outcom is a 
model of the improved system, which can directly be translated into code.)  (2)  

▢ None of them are practically applicable.  (3)  

▢ Other:  (4) __________________________________________________ 
 

 

 

Q2.2.4b Report representation: How the findings from threat modeling are displayed in the 

report. (See the next question for examples) 

 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 



 

 

Q2.2.4b Which of the following requirements related to report representation is practically 

applicable in your experience? (multiple answers possible) 

▢ I want the report from a threat modeling project to-be a structured text. (An 
example of structured text can be a .csv file).  (1)  

▢ I want the report from a threat modeling project to have a model-based 
representation.  (2)  

▢ None of them are practically applicable.  (3)  

▢ Other:  (4) __________________________________________________ 
 

 

 

Q2.2.5a I want the method to assist in providing mitigation strategies. 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Comments 2.2 Do you have remaining questions, comments or uncertainties, you would like to 

share? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

Page Break  

  



 

 

 

Epic 3/8: Perspective. "Requirements related to the perspective of the threat modeling method. 

Contains components that represent the point of view from which the approach solves the threat 

modeling case" 

 

Warning: The following paragraph is repetitive, so you only need to read it again if you 

have forgotten any of the details. You can skip to the questions. 

 

In this part you are asked to evaluate the requirements from the point of view of a decision-

maker. 

 

A requirement is an aspect of a threat modeling technique, tool or notation that a stakeholder 

might need. 

 

The following definitions are to help you understand the difference between these concepts. 

A technique is a stepwise procedure, possibly with a prescribed notation, to perform a 

development activity.  

 For example, a simple technique could include three steps: drawing system architecture, 

identifying threats and mitigating threats. 

A tool is a possibly automated means to support a part of the development process.  

For instance, Microsoft TMT is a tool that can be used to draw a system architecture and 

identify threats. 

A notation is a system of symbols with a corresponding set of rules to construct artifacts used 

in communication. 

An example of a notation is UML. 

A method is the overarching concept containing a technique, tool and notation.  

 

These concepts are often mentioned as a part of the requirement. Feel free to return to these 

definitions any time.  

 

Each requirement is represented in a user story and is related to an epic. An epic is a group of 

user stories. 

 

During the testrun of this survey we identified some complex terms. These are explained 

underneath the question.  If there is a word you don't understand, please leave a comment at 

the end of the page.  If you do not understand the requirement, please fill in "no opinion". 

 

This part has two types of questions: 

1) As a decision-maker, evaluate if the criteria would be relevant for selecting a threat modeling 

method. 

2) Based on your experience, assess which of the particular requirements are useful in real-

world situations. 

 

 



 

 

 

 

Q2.3 Epic 3: Perspective. "Requirements related to the perspective of the threat modeling 

method. Contains components that represent the point of view from which the approach 

solves the threat modeling case" 

 

 

 

Q2.3.1a Approach: The central ideology that the threat modeling method is based on. (See next 

question for examples)  

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 



 

 

Q2.3.1b Which of the following requirements related to approach is practically applicable in 

your experience? (multiple answers possible) 

▢ I want the technique to be attack-centric, so there will be a focus on identifying 
attacker profiles and the complexity of attacks.  (1)  

▢ I want the technique to be risk-centric, so that impact and likelihood of the threats 
decide which security requirement needs to be addressed first.  (2)  

▢ I want the technique to be software-centric, so the focus will be on the software 
that is examined. (E.g. STRIDE analysis on DFDs)  (3)  

▢ I want the technique to be centered around Goal-Oriented Requirement 
Engineering(GORE), so that both functional and non-functional (among other, security) 
requirements are obtained.  (4)  

▢ I want the technique to be centered around Security Requirements Engineering 
(SRE), so that the primary goal is to identify security requirements.  (5)  

▢ None of them are practically applicable.  (6)  

▢ Other:  (7) __________________________________________________ 
 

 

 

Q2.3.2a Focus: The viewpoint from which the technique is performed. (See next question for 

examples) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 



 

 

Q2.3.2b Which of the following requirements related to focus is practically applicable in your 

experience? (multiple answers possible) 

▢ I want the technique to be designed from the point of view of the attacker.  (1)  

▢ I want the technique to be designed from the point of view of a defender.  (2)  

▢ None of them are practically applicable.  (3)  

▢ Other:  (4) __________________________________________________ 
 

 

 

Q2.3.3a Agents: Does a threat model focus on one perspective or multiple perspectives at the 

same time. (only relevant for attack-centric threat models). 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.3.3b Which of the following requirements related to agents is practically applicable in your 

experience? (multiple answers possible) 

▢ I want one model to show the perspectives of multiple agents, so that conflicting 
perspectives can be considered. (For attack-centric approaches)  (1)  

▢ I want one model to show the perspective of a single agent, so that the model 
does not become too complicated. (For attack-centric approaches)  (2)  

▢ None of them are practically applicable.  (3)  

▢ Other:  (4) __________________________________________________ 
 

 

 



 

 

Q2.3.4a Modeling view: The level of detail on which the actual model is created. (See next 

question for examples)  

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.3.4b Which of the following requirements related to modeling view is practically applicable 

in your experience? (multiple answers possible) 

▢ I want the threat model to describe the architecture of the system, so that threats 
can be related to different parts of the system.  (1)  

▢ I want the threat model to describe the functional behavior of the system*.  (2)  

▢ I want the threat model to describe the platform of the system, so that operating 
systems, middleware and also physical parts are considered.  (3)  

▢ None of them are practically applicable.  (4)  

▢ Other:  (5) __________________________________________________ 
 

 

Functional behavior of the system refers to the intended or expected actions and outputs of 

the system. For example, a payment system transfers a balance from one account to the other, 

using the internet. When there is a DDOS attack on the system, this threat results in the function 

being denied. Meaning that the system is not able to transfer balance. 

 

 

 

Comments 2.3 Do you have remaining questions, comments or uncertainties, you would like to 

share? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 



 

 

________________________________________________________________ 

________________________________________________________________ 
 

 

Page Break  

  



 

 

 

Intro Epic 4/8 Notation: "Requirements specific to the notation used to represent the threat 

model." 

 

Warning: The following paragraph is repetitive, so you only need to read it again if you 

have forgotten any of the details. You can skip to the questions. 

 

In this part you are asked to evaluate the requirements from the point of view of a decision-

maker.  

 

A requirement is an aspect of a threat modeling technique, tool or notation that a stakeholder 

might need. 

 

The following definitions are to help you understand the difference between these concepts. 

A technique is a stepwise procedure, possibly with a prescribed notation, to perform a 

development activity.  

 For example, a simple technique could include three steps: drawing system architecture, 

identifying threats and mitigating threats. 

A tool is a possibly automated means to support a part of the development process.  

For instance, Microsoft TMT is a tool that can be used to draw a system architecture and 

identify threats. 

A notation is a system of symbols with a corresponding set of rules to construct artifacts used 

in communication. 

An example of a notation is UML. 

A method is the overarching concept containing a technique, tool and notation.  

 

These concepts are often mentioned as a part of the requirement. Feel free to return to these 

definitions any time.  

 

Each requirement is represented in a user story and is related to an epic. An epic is a group of 

user stories. 

 

During the testrun of this survey we identified some complex terms. These are explained 

underneath the question.  If there is a word you don't understand, please leave a comment at 

the end of the page.  If you do not understand the requirement, please fill in "no opinion". 

 

This part has two types of questions: 

1) As a decision-maker, evaluate if the criteria would be relevant for selecting a threat modeling 

method. 

2) Based on your experience, assess which of the particular requirements are useful in real-

world situations. 

 

 

 



 

 

 

Q2.4 Epic 4 Notation: "Requirements specific to the notation used to represent the threat 

model." 

 

 

 

Q2.4.1a Notation abstraction: The level of detail at which the components are represented in the 

notation. (See next question for examples) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.4.1b Which of the following requirements related to notation abstraction is practically 

applicable in your experience? (multiple answers possible) 

▢ I want the notation to represent its components surrounding (security) goals*.  (1)  

▢ I want the notation to represent its components surrounding a model of the 
system.  (2)  

▢ I want the notation to represent its components surrounding (security) problems*.  
(3)  

▢ I want the notation to represent its components surrounding the business 
processes.  (4)  

▢ None of them are practically applicable.  (5)  

▢ Other:  (6) __________________________________________________ 
 

 

 

(Security) Goals: Intended (security) outcomes or objectives that the system under analysis is 

designed to achieve. An example of a security goal can be: To ensure that only authorized 

users are able to access the information (confidentiality). 

(Security) Problem: Vulnerability in a system that can be exploited by attackers. For example, 



 

 

using TLS 1.0 in your system is a security problem. 

 

 

 

 

Q2.4.2a Formality: Distinguishes between formal (textual) and graphical representations. (See 

next question for examples) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.4.2b Which of the following requirements related to formality is practically applicable in your 

experience? (multiple answers possible) 

▢ I want the notation to be formal, so that threat modeling based on a mathematical 
model is possible.  (1)  

▢ I want the notation to be graphical, so that attack trees, attack graphs, Data Flow 
Diagrams (DFDs), or tables can be used.  (2)  

▢ None of them are practically applicable.  (3)  

▢ Other:  (4) __________________________________________________ 
 

 

 

Q2.4.3 I want to use a notation for threat modeling that I am familiar with. (E.g. DFD, petri-nets, 

UML)  

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 



 

 

 

Q2.4.4 I want to use (an extension of) a notation that is a well-known software specification 

language, so that threat modeling becomes easier to learn. 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.4.5 I want to be able to extend the modeling notation, so that domain-specific components 

can be modeled. 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.4.6 Could you list the components that must be present in a threat modeling notation? (For 

example, threats, mitigations, etc.) 

________________________________________________________________ 
 

 

 

Q2.4.6 I want the notation to have a specific set of components present. (Based on previous 

question) 

 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  
 

 

 



 

 

Q2.4.7 I want to have a notation where the most common relationships between components 

are present. 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.4.8 I want to be able to visualize how the proposed countermeasures affect the system's 

weaknesses, so I can understand how effective the mitigations are. 

 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Comments 2.4 Do you have remaining questions, comments or uncertainties, you would like to 

share? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

Page Break  

  



 

 

 

Epic 5/8: Modeling context. "These requirements are about the context in which the modeling 

method can or cannot be applied, which is called the scope of usage."  

 

Warning: The following paragraph is repetitive, so you only need to read it again if you 

have forgotten any of the details. You can skip to the questions. 

 

In this part you are asked to evaluate the requirements from the point of view of a decision-

maker. 

 

A requirement is an aspect of a threat modeling technique, tool or notation that a stakeholder 

might need. 

 

The following definitions are to help you understand the difference between these concepts. 

A technique is a stepwise procedure, possibly with a prescribed notation, to perform a 

development activity.  

 For example, a simple technique could include three steps: drawing system architecture, 

identifying threats and mitigating threats. 

A tool is a possibly automated means to support a part of the development process.  

For instance, Microsoft TMT is a tool that can be used to draw a system architecture and 

identify threats. 

A notation is a system of symbols with a corresponding set of rules to construct artifacts used 

in communication. 

An example of a notation is UML. 

A method is the overarching concept containing a technique, tool and notation.  

 

These concepts are often mentioned as a part of the requirement. Feel free to return to these 

definitions any time.  

 

Each requirement is represented in a user story and is related to an epic. An epic is a group of 

user stories. 

 

During the testrun of this survey we identified some complex terms. These are explained 

underneath the question.  If there is a word you don't understand, please leave a comment at 

the end of the page.  If you do not understand the requirement, please fill in "no opinion". 

 

This part has two types of questions: 

1) As a decision-maker, evaluate if the criteria would be relevant for selecting a threat modeling 

method. 

2) Based on your experience, assess which of the particular requirements are useful in real-

world situations. 

 

 

 



 

 

 

Q2.5 Epic 5: Modeling context. "These requirements are about the context in which the 

modeling method can or cannot be applied, which is called the scope of usage."  

 

 

 

Q2.5.1 I want a threat modeling method that does not have any knowledge barriers*. 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

 Hard terms Q2 Knowledge barriers are obstacles or limitations that prevent practitioners from 

being able to perform threat modeling. For example, a cursus is required to perform a specific 

threat modeling method. 

 

 

 

 

Q2.5.2a Layer: The level of system details at which threats are assessed. (See next question, 

for examples) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 



 

 

Q2.5.2b Which of the following requirements related to layer is practically applicable in your 

experience? (multiple answers possible) 

▢ I want the threat modeling method to identify threats on the software level, so 
that only software components are considered.  (1)  

▢ I want the threat modeling method to identify threats on the computer-based 
system level, so that both software and hardware are considered.  (2)  

▢ I want the threat modeling method to identify threats on the total system level, so 
that man, technology and organization (MTO) are considered.  (3)  

▢ I want the threat modeling method to identify threats on the environment level, so 
that factors beyond MTO are considered.  (4)  

▢ None of them are practically applicable.  (5)  

▢ Other:  (6) __________________________________________________ 
 

 

 

Q2.5.3a Applicability to the system: The method is designed for either general use or a specific 

type of computer-based system. (See next question for examples) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 



 

 

Q2.5.3b Which of the following requirements related to applicability to system is practically 

applicable in your experience? (multiple answers possible) 

▢ I want to have a method that is generally applicable, so I can use it in many 
different systems.  (1)  

▢ I want to have a method that is specifically designed for the system under 
analysis. (An example of a specific method would be: a threat modeling method for cloud 
applications)  (2)  

▢ None of them are practically applicable.  (3)  

▢ Other:  (4) __________________________________________________ 
 

 

 

Q2.5.4 I want to have a threat modeling method that considers threats to hardware. (E.g. 

physical tampering is considered) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Comments 2.5 Do you have remaining questions, comments or uncertainties, you would like to 

share? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

Page Break  

  



 

 

 

Epic 6/8: Method process. "Requirements that apply to the process of threat modeling and its 

environment. 

 

Warning: The following paragraph is repetitive, so you only need to read it again if you 

have forgotten any of the details. You can skip to the questions. 

 

In this part you are asked to evaluate the requirements from the point of view of a decision-

maker.  

 

A requirement is an aspect of a threat modeling technique, tool or notation that a stakeholder 

might need. 

 

The following definitions are to help you understand the difference between these concepts. 

A technique is a stepwise procedure, possibly with a prescribed notation, to perform a 

development activity.  

 For example, a simple technique could include three steps: drawing system architecture, 

identifying threats and mitigating threats. 

A tool is a possibly automated means to support a part of the development process.  

For instance, Microsoft TMT is a tool that can be used to draw a system architecture and 

identify threats. 

A notation is a system of symbols with a corresponding set of rules to construct artifacts used 

in communication. 

An example of a notation is UML. 

A method is the overarching concept containing a technique, tool and notation.  

 

These concepts are often mentioned as a part of the requirement. Feel free to return to these 

definitions any time.  

 

Each requirement is represented in a user story and is related to an epic. An epic is a group of 

user stories. 

 

During the testrun of this survey we identified some complex terms. These are explained 

underneath the question.  If there is a word you don't understand, please leave a comment at 

the end of the page.  If you do not understand the requirement, please fill in "no opinion". 

 

This part has two types of questions: 

1) As a decision-maker, evaluate if the criteria would be relevant for selecting a threat modeling 

method. 

2) Based on your experience, assess which of the particular requirements are useful in real-

world situations. 

 

 

 



 

 

 

Q2.6 Epic 6: Method process. "Requirements that apply to the process of threat modeling 

and its environment. 

 

 

 

Q2.6.1a Threat generation: The process of identifying and establishing a list of potential threats. 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.6.1b Which of the following requirements related to threat generation is practically 

applicable in your experience? (multiple answers possible) 

▢ I want to have a method that generates threats based on a knowledge 
base/methodology. (e.g. Threat generation using STRIDE)  (1)  

▢ I want to have a method that generates threats based on expert knowledge. (e.g. 
CORAS)  (2)  

▢ None of them are practically applicable.  (3)  

▢ Other:  (4) __________________________________________________ 
 

 

 

Q2.6.2 I want to have a threat modeling method that supports the participation of specific 

stakeholders. (e.g. Threat modeling by security specialist versus threat modeling by developer) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 



 

 

 

Q2.6.3 I want the technique to clearly explain how to define the limits of the system, so that we 

can identify the area that needs protection. (E.g. only consider assets with a specific priority 

level) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Comments 2.6 Do you have remaining questions, comments or uncertainties, you would like to 

share? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

Page Break  

  



 

 

 

Intro Epic 7/8: Analysis. "Requirements that are related to the threat analysis. This mostly 

regards the steps involved, the reasoning used, and the aspects to be considered during the 

analysis." 

 

Warning: The following paragraph is repetitive, so you only need to read it again if you 

have forgotten any of the details. You can skip to the questions. 

 

In this part you are asked to evaluate the requirements from the point of view of a decision-

maker.  

 

A requirement is an aspect of a threat modeling technique, tool or notation that a stakeholder 

might need. 

 

The following definitions are to help you understand the difference between these concepts. 

A technique is a stepwise procedure, possibly with a prescribed notation, to perform a 

development activity.  

 For example, a simple technique could include three steps: drawing system architecture, 

identifying threats and mitigating threats. 

A tool is a possibly automated means to support a part of the development process.  

For instance, Microsoft TMT is a tool that can be used to draw a system architecture and 

identify threats. 

A notation is a system of symbols with a corresponding set of rules to construct artifacts used 

in communication. 

An example of a notation is UML. 

A method is the overarching concept containing a technique, tool and notation.  

 

These concepts are often mentioned as a part of the requirement. Feel free to return to these 

definitions any time.  

 

Each requirement is represented in a user story and is related to an epic. An epic is a group of 

user stories. 

 

During the testrun of this survey we identified some complex terms. These are explained 

underneath the question.  If there is a word you don't understand, please leave a comment at 

the end of the page.  If you do not understand the requirement, please fill in "no opinion". 

 

This part has two types of questions: 

1) As a decision-maker, evaluate if the criteria would be relevant for selecting a threat modeling 

method. 

2) Based on your experience, assess which of the particular requirements are useful in real-

world situations. 

 

 



 

 

 

 

Q2.7 Epic 7: Analysis. "Requirements that are related to the threat analysis. This mostly 

regards the steps involved, the reasoning used, and the aspects to be considered during 

the analysis." 

 

 

 

Q2.7.1 I want a threat modeling method that differentiates between critical and non-critical 

components. 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.7.2 I want the threat modeling method to show how attacks on one part of the system can 

affect other parts that depend on it. (e.g. internet facing login application is compromised --> 

show effect on user database) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.7.3 I want a technique that ensures the quality of the outcome as part of the analysis 

procedure. (e.g. Use guidelines for quality assessment of the model) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 



 

 

Q2.7.4 I want a method that uses a list of known threats (a threat library) to identify applicable 

security threats based on the system's components. 

 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.7.5a Analysis level: The level of detail used to analyze the system for potential threats. (See 

next question for examples) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.7.5b Which of the following requirements related to analysis level is practically applicable in 

your experience? (multiple answers possible) 

▢ I want the analysis to be done at the source-code level.  (1)  

▢ I want the analysis to be done at system design level. (In addition to the system's 
structure, the system design level also covers security controls' technical aspects, like 
encryption standards)  (2)  

▢ I want the depth of the analysis to reach architecture level, so it can be executed 
early on in the development process.  (3)  

▢ None of them are practically applicable.  (4)  

▢ Other:  (5) __________________________________________________ 
 

 

 



 

 

Q2.7.6a Security objective: The areas of security covered by the method. (See next question for 

examples)  

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.7.6b Which of the following requirements related to security objective is practically 

applicable in your experience? (multiple answers possible) 

▢ I want the security objective of the threat modeling method to cover 
confidentiality. (In other words, the threat modeling method can analyse threats to 
confidentiality)  (1)  

▢ I want the security objective of the threat modeling method to cover integrity.  (2)  

▢ I want the security objective of the threat modeling method to cover availability.  
(3)  

▢ None of them are practically applicable.  (4)  

▢ Other:  (5) __________________________________________________ 
 

 

 

Q2.7.7 I want the technique to prioritize threats, so that we can determine the order in which to 

implement the countermeasures. 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 



 

 

Q2.7.8a Risk: The role of risk in the threat modeling technique. Risk is expressed in terms of 

likelihood and impact of a malicious event. (See next question for examples) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.7.8b Which of the following requirements related to risk is practically applicable in your 

experience? (multiple answers possible) 

▢ I want to have a technique that connects the level of risk to the identified threats, 
so that threats can be prioritized.  (1)  

▢ I want to have a technique that considers risk externally. (E.g. by combining the 
technique with an external risk management framework)  (2)  

▢ I want to have a technique that does not consider risk. (E.g. because it is not 
needed to obtain the prefered threat modeling outcome)  (3)  

▢ None of them are practically applicable.  (4)  

▢ Other:  (5) __________________________________________________ 
 

 

 

Q2.7.9 I want to have a threat modeling method that considers steps to vulnerability 

exploitation* as part of the analysis. 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 



 

 

Steps to vulnerability exploitation refers to the steps an attacker may take to identify and 

exploit a vulnerability. For this research we measure this in term of estimated time until a 

vulnerability is exploited. 

 

 

 

Q2.7.10a Threat analysis type: The differentiation between quantitative and qualitative 

techniques for threat analysis. (The definitions are given udnerneath the next question) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.7.10b Which of the following requirements related to threat analysis type is practically 

applicable in your experience? (multiple answers possible) 

▢ I want my threat modeling analysis to be qualitative, so it is faster.  (1)  

▢ I want my threat modeling method to be quantitative, so it is more detailed.  (2)  

▢ None of them are practically applicable.  (3)  

▢ Other:  (4) __________________________________________________ 
 

 

 

Qualitative threat modeling methods are more subjective, often based on brainstorming, expert 

opinion and non quantifiable techniques. It does not require much data and details but rather 

relies on diagrams and checklists. 

 Quantitative threat modeling is based on data and statistical analysis in order to quantify the 

effect of security threats. This often involves mathematical models or simulations of different 

types of attacks. 

 

 

 



 

 

Comments 2.7 Do you have remaining questions, comments or uncertainties, you would like to 

share? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

 

Page Break  

  



 

 

 

Epic 8/8: Other. "Requirements that are not placed in a category, explicitly relate to the 

integration with the SDLC, or relate to tool support." 

 

Warning: The following paragraph is repetitive, so you only need to read it again if you 

have forgotten any of the details. You can skip to the questions. 

 

In this part you are asked to evaluate the requirements from the point of view of a decision-

maker. 

 

A requirement is an aspect of a threat modeling technique, tool or notation that a stakeholder 

might need. 

 

The following definitions are to help you understand the difference between these concepts. 

A technique is a stepwise procedure, possibly with a prescribed notation, to perform a 

development activity.  

 For example, a simple technique could include three steps: drawing system architecture, 

identifying threats and mitigating threats. 

A tool is a possibly automated means to support a part of the development process.  

For instance, Microsoft TMT is a tool that can be used to draw a system architecture and 

identify threats. 

A notation is a system of symbols with a corresponding set of rules to construct artifacts used 

in communication. 

An example of a notation is UML. 

A method is the overarching concept containing a technique, tool and notation.  

 

These concepts are often mentioned as a part of the requirement. Feel free to return to these 

definitions any time.  

 

Each requirement is represented in a user story and is related to an epic. An epic is a group of 

user stories. 

 

During the testrun of this survey we identified some complex terms. These are explained 

underneath the question.  If there is a word you don't understand, please leave a comment at 

the end of the page. If you do not understand the requirement, please fill in "no opinion". 

 

This part has two types of questions: 

1) As a decision-maker, evaluate if the criteria would be relevant for selecting a threat modeling 

method. 

2) Based on your experience, assess which of the particular requirements are useful in real-

world situations. 

 

 

 



 

 

 

Q2.8 Epic 8: Other. "Requirements that are not placed in a category, explicitly relate to 

the integration with the SDLC, or relate to tool support." 

 

 

 

Q2.8.1 I want to have a definition of done (stopping condition) in the technique, so users are 

uniformly guided on when the threat modeling is complete. 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.8.2 I want a threat modeling method that can work together with another cyber security 

method. (E.g. Can the results of threat modeling be used in another security method?, or is the 

threat modeling method a part of a group of security methods?) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.8.3 I want to receive validation support for the threat model, so that I can be more sure that it 

accurately reflects the real-world situation. (e.g. The tool provides recommendations and 

feedback about common mistakes during the model development). 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 



 

 

Q2.8.4 I want to receive verification support for the threat model, so I can guarantee the model 

is built correctly. (e.g. Only allow relationships between components when they are meaningful) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.8.5 I want to have a tool that assists the threat modeling technique by (semi-)automating 

some of the steps. 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Q2.8.6 I want a tool that can transfer projects from one device to another. (For example, through 

an export and import function.) 

o Relevant when deciding between threat modeling methods  (1)  

o Not relevant  (2)  

o No opinion  (3)  
 

 

 

Comments 2.8 Do you have remaining questions, comments or uncertainties, you would like to 

share? 

________________________________________________________________ 

________________________________________________________________ 

________________________________________________________________ 
 

End of Block: Part 2: Requirements 
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