
Opening the Door to
Stable Hamiltonian Topology

A gentle introduction

Lay de Jong
M.Sc. thesis presented for the programme Mathematical Sciences
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1 INTRODUCTION

1 Introduction

If we were to kick down the door to the office of a stable Hamiltonian topologist
and ask them what a stable Hamiltonian structure is, we might receive the
answer that they are a simultaneous generalization of contact structures and
taut foliations defined by closed 1-forms. To study their topology is to study
their structures up to homotopy. They might walk up to their always nearby
blackboard and chalk down:

Stable Hamiltonian Structure.
A stable hamiltonian structure is a closed 2-form ω on an odd-dimensional manifold
M2n+1, together with a 1-form λ satisfying:

λ ∧ ωn ̸= 0, and ker(ω) ⊂ ker(dλ).

It is now that one’s familiarity with mathematical vocabulary maps this infor-
mation to a point on the spectrum ranging from utter nonsense to crystal clear
nigh tautologies. We will assume a point well in between these two extremities
and provide this thesis to translate the map towards the latter.

1.1 A Hamiltonian Knock

Stable Hamiltonian structures naturally arise in the context of dynamical sys-
tems. We will briefly describe the historical development leading to stable
Hamiltonian structures. The astute reader might have noticed the capitalized
‘Hamiltonian’, and it should come as no surprise that the origins are to be
traced back to dynamical Hamiltonian systems. The study of periodic solutions,
aptly named orbits, of differential equations may well find its most prominent
roots in celestial mechanics. Within this realm one can dwell arbitrarily far into
the past. But we will satisfy ourselves with going back to a series of papers
by Rabinowitz [Rab78] where he proves the existence of periodic orbits on
a prescribed energy surface of a Hamiltonian system of ordinary differential
equations, subject to some conditions. Here an energy surface is defined as the
level set of a Hamiltonian, and naturally arises in the context of mathematical
physics.

Following this observation, Weinstein publishes [Wei79]. It is here that the
departure from analysis to geometry takes place. In this paper is first posed the
now prominent Weinstein conjecture.

Conjecture [Weinstein]. If S ⊂ (W, Ω) is a compact hypersurface of contact type
with H1(S; R) = 0, then ker(Ω)|S has a closed orbit.

The Weinstein conjecture is posed from a natural question: to what level can we
relax Rabinowitz’ requirements in order to find periodic orbits. Hypersurfaces
of contact type are the direct precursor of stable Hamiltonian structures. Such a
hypersurface has the interesting property that they are stable; there exists a fam-
ily of diffeomorphic hypersurfaces which possess the same dynamics. Meaning

1



1.2 A Peek into the Homotopy Principle 1 INTRODUCTION

if we have a found such a closed orbit, we are able to lift it to a nearby family
of hypersurfaces which locally foliate our symplectic manifold. It shows that
we only have to prove Weinstein conjecture nearby S in order to have proven it
on S. Weinstein further poses that the particular Hamiltonian function used to
define such a hypersurface is irrelevant, it depends on geometric properties.

Stable Hamiltonian systems on one hand generalize this concept of stability,
which forms the foundation of many studies of the Weinstein conjecture. On
the other hand they lean on the fact that these hypersurfaces locally foliate the
symplectic manifold.

The first mention of a stable Hamiltonian structure does not yet go by this name.
It was by Hofer and Zehnder [HZ12]. They remark that any contact form λ on a
closed orientable manifold W has an associated unique vector field, the Reeb
vector field, adhering to the properties

iXdλ = 0 and iXλ = 1.

And they rephrase the Weinstein conjecture; dropping the necessity of embed-
ding W into a symplectic manifold.

Conjecture [Weinstein II]. For every closed odd-dimensional manifold M with
contact form λ, its Reeb vector field has a periodic orbit.

Weinstein’s conjecture was, and still is, one of the driving forces behind sym-
plectic topology. The full conjecture remains an open problem, but it has been
proven in different capacities. Weinstein’s conjecture has fairly recently been
proven to be true in the three-dimensional case by Taubes [Tau07]. A logi-
cal next step has been to generalize its three-dimensional statement to stable
Hamiltonian structures.

1.2 A Peek into the Homotopy Principle

Stable Hamiltonian structures are also a natural framework when studying the
h-principle on contact structures and taut foliations. The h-principle is a way
to look at different geometric structures, where the ‘h’ stands for homotopy. It
studies weak homotopy equivalences between spaces of geometric structures
bestowed with the C∞-topology. We have now encountered four different
structures for a three-dimensional manifold M to be interested in:

• Contact structures, denoted by CS(M),

• Stable Hamiltonian structures, denoted by SHS(M),

• Foliations, denoted by F (M),

• Taut foliations, denoted by T F (M).

2



1.2 A Peek into the Homotopy Principle 1 INTRODUCTION

Historically speaking we are interested in the following diagram

CS(M) T F (M)

SHS(M) F (M)

CS f (M) F f (M).

(1.1)

The arrows denote some sort of inclusion; contact structures naturally include
into the space of stable Hamiltonian structures, and taut foliations naturally
include into the space of foliations. Without going into too much detail, the su-
perscript f stands for a formalization of the respective structure. The important
facts are first that CS f deals with a pair λ, ω: a 1-form and 2-form, such that
λ ∧ ω ̸= 0. So it generalizes both SHS and CS . And second that homotopically
speaking

CS f ∼= Map(M, S2)× Z2

is a nice space. This is intuitively due to the fact that a contact form is a nowhere-
vanishing section, hence trivialization, of the cotangent bundle.

It turns out that regarding weak homotopy equivalences, we have:

• CS(M) ̸≃ CS f (M),

• T F (M) ̸≃ F (M),

• F (M) ≃ F f (M),

respectively due to Bennequin, Novikov and Thurston.

How does this tie into stable Hamiltonian structures? Observe so-called confoli-
ations defined in [ET98] as

λ ∧ dλ ≥ 0,

which generalizes both foliations and contact structures. Note that in the space
of confoliations, taut foliations defined by a closed 1-form agree only with
λ ∧ dλ = 0, whilst all others agree with a contact structure. Now it turns
out foliations can be perturbed to obtain contact structures. Specifically, taut
foliations perturb to tight contact structures, a certain type of contact structure
defined as the complement of overtwisted contact structures.

Theorem [Eliashberg & Thurston]. The space of contact structures is open and
dense in the space of confoliations bestowed with C0-topology.

We can visualize the space of confoliations as in figure 1. The green lines
represent the complement of contact structures, these have measure 0 in the
space. Red dots and crosses are respectively normal and taut foliations. These

3



1.3 A Thesis Roadmap 1 INTRODUCTION

Figure 1: The Space of Confolations

can be perturbed to respectively contact structures or tight contact structures,
the latter represented by the blue shaded areas.

Every taut foliation has a close neighbourhood of tight contact structures, which
is bounded by a line of foliations. Now, every contact structure λ naturally in-
duces an exact stable Hamiltonian structure (λ, dλ), and homotopies of contact
forms induce homotopies of stable Hamiltonian structures. However, Cieliebak
and Volkov prove this is not a bijection of homotopy classes.

It is these types of observations which motivate the study of stable Hamiltonian
topology in the context of h-principles. They seem to be the natural structure
which arises if one wants to study the homotopy principle in relation to contact
structures and foliations.

1.3 A Thesis Roadmap

The paper is meant to pave the way in order to understand the main concepts
behind stable Hamiltonian topology.

In section 2 we will explain the theory of distributions, and provide the necessary
vocabulary of these within the context of differential geometry. The section leads
through the establishment of Frobenius’ theorem, which is fundamental to all
fields treated in this paper. We will also extensively treat Liouville integrability,
which ties into the symplectic nature of stable Hamiltonian structures.

In section 3 we will adapt the theory of distributions to establish the framework
of foliations. And study these more generally as well in their own right. We
will give several constructions of foliations, and several invariants of foliations.
Central will be the statement and proof of Tischler’s theorem and the concept of
taut foliations.

In section 4 we will approach stable Hamiltonian structures. This section will
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1.3 A Thesis Roadmap 1 INTRODUCTION

start with in-depth treatment of the theory of contact structures, which are
penultimate in arriving to stable Hamiltonian structures. We will then treat
stable Hamiltonian structures in generality. This main theorems of this section
is the actual stability for both contact and stable Hamiltonian structures.

In section 5 we will make a foray into stable Hamiltonian topology by reducing
the dimension to three and analysing some topological properties. The thesis
will conclude with an exposition of all-important structure theorem by Cieliebak
and Volkov.

Lastly, in section 6 we will provide a very brief introduction into the field of
symplectic field theory, which we believe is a very interesting segue into further
research.

The impatient reader familiar with most concepts may skip to the second part
of section 4, and treat the rest of the paper as a reference work.

5



2 DISTRIBUTIONS

2 Distributions

Contact geometry concerns the study of maximally non-integrable distributions
and stable Hamiltonian structures are a generalization of that. Therefore, we
will do well to develop a solid grasp of what an integrable distribution is before
moving on.

A system of linear first-order homogenous partial differential equations may
or may not have a solution. One can intuitively image this that at any given
point we have a set of vectors pointing in different directions. If a solution of
this system exists at that point, that means that there exists a function whose
partial derivatives satisfy the requirements set vectors. From solving partial
differential equations, one knows that visually such an equation, given initial
conditions of a point, will carve out some level set.

In differential geometry, these analytical concepts have found a geometric for-
malization. Giving a homogenous linear system of partial differential equations,
amounts to giving a set of vectors at each point, which will become a so-called
distribution. Finding a solution of this system of equations will amount to
finding an integral manifold which at each point is spanned by these vectors.
If all of this is done is a smooth manner, we can speak of smooth integrable
distributions. If such a system of equations is not solvable, then such an integral
manifold cannot be found, and the distribution is said to be non-integrable.

Although the theory of finding necessary and sufficient condition for a system of
equations to be solvable predates its geometric formalization. It was Frobenius
who applied these methods heavily to differential geometry, and hence the
geometric realization of the above has been dubbed Frobenius’ theorem.

2.1 Distributions and Integrability

In the following we will start by defining the basic concepts of distributions
and integral manifolds. We will then keep on adding onto these in order to
eventually have proven Frobenius’ theorem. Notationally we will almost always
assume everything to be smooth unless mentioned otherwise.

Definition 2.1.1. Given a smooth manifold M and denote by TM its tangent
bundle. A distribution D is pointwise a collection of vector subspaces

{Dx ⊂ Tx M|x ∈ M}.

Furthermore, around each point of M we can find an open neighbourhood U
and a collection of k linearly independent smooth vector fields. Such that we
have

Dp = span(X1(p), . . . , Xk(p)).

It is called regular of rank k if the rank of Dx is constant k for all x ∈ M.

6



2.1 Distributions and Integrability 2 DISTRIBUTIONS

It follows that a regular distribution is a vector subbundle

D ⊂ TM.

▲

We note that as a vector subbundle of the tangent bundle, the smooth sections of
a distribution, denoted from now on by Γ(D), are also given by smooth vector
fields defined on M. With an added restriction on the amount of directions one
can choose.

Figure 2: A 1 distribution on a 2-manifold

Now it is a well known fact that the space of all vector fields on M, often
denoted by X (M) form a Lie algebra, meaning the space is closed under the
operation of the Lie bracket. We can of course wonder if a similar thing is true
for D ⊂ X (M).

Definition 2.1.2. A distribution D is called involutive if for all X, Y ∈ Γ(D) we
have that [X, Y] ∈ Γ(D). In this case Γ(D) is a Lie subalgebra of X (M). ▲

If one takes the geometric interpretation of the Lie bracket as the difference
vector which arises between when one first flows along X and then Y, or vice
versa. Then failure of the Lie bracket to vanish means a failure of the flows to
close, and conversely the vanishing of the Lie bracket means the flows commute.
Visually it is not hard to imagine that if this difference of flows is not contained
in the distribution itself, then it might be impossible to find a nice smooth
manifold on which these flow: one could flow out of the manifold. Conversely,
if the vector fields of a distribution are indeed a Lie algebra, then there should
be some submanifold N ⊂ M on which these vector fields are defined. This is
the core of Frobenius’s theorem.

For now, it will motivate to introduce this as a separate concept. In other words:
given a distribution D, can there actually be an immersed submanifold on which
all the flows of D are well-defined and commute?

Definition 2.1.3. A regular distribution D of rank k is called integrable if for all
x ∈ M there exists an immersed smooth k-submanifold N such that

Tx N = Dx.

7



2.1 Distributions and Integrability 2 DISTRIBUTIONS

In turn, N is called an integral manifold of D. It is maximal if there does not
exist another integral manifold N′ of D such that N ⊂ N′. ▲

If we recall the intuition that giving a distribution D was equivalent to giving a
system of partial differential equations, then by uniqueness of a solution it must
follow that two different maximal integral manifolds N, N′ of a distribution D
must necessarily have N ∩ N′ = ∅. Hence, maximal integral manifolds through
a point are unique. It follows directly that an integrable distribution thus gives
rise to a collection of maximal integral manifolds which do not intersect each
other and together cover M. This is a special class of submanifolds called
foliations which we will treat later on.

Example 2.1.3.1. Any non-vanishing vector field X on M defines a rank 1 distri-
bution by setting Dx = span(Xx). This is because any vector field commutes
with itself. An integral manifold γ of this distribution is precisely given by the
more familiar notion of an integral curve of a vector field. Each point in M lies
on a unique maximal integral curve. ♦

Example 2.1.3.2. The following example hints at a deeper connection of differ-
ential forms and distributions. Let f ∈ C∞(Rn), then recall that its differential
was given by

d f =
n

∑
i=1

∂ f
∂xi

dxi.

We see that finding a vector field in ker(d f ) amounts solving a single equation
with n variables. Hence, ker(d f ) is (n − 1)-dimensional. If we define the
distribution as span by solutions

Dx := span{X | d fx(X) = 0},

then we have an integrable distribution whose integral manifolds are given by
level sets as

LX f = iXd f = 0.

♦

Example 2.1.3.3. This example is central in contact geometry, meaning maxi-
mally non-integrable distributions. Let M = R3 with its usual (x, y, z) coordi-
nates. Define D to be the pointwise distribution

Dx = span(∂x + y∂z, ∂y).

It is clear this distribution is regular of rank 2. Visually it is non-integrable. Note
that D is invariant when moving along the x-axis. But when moving along the
y-axis the planes start tilting. Moving from the origin a little along the y-axis
would tilt the manifold. Then moving in the x-direction one would continuously
gain height in the z-coordinate. However, moving in the x-direction from the
origin, one would remain flat in the plane. For integrability to hold, there must
be a manifold connecting this point smoothly with the one described before
which lies higher. This cannot possibly exist. ♦

8



2.2 Distributions via Differential Forms 2 DISTRIBUTIONS

Figure 3: A non-integrable distribution

2.2 Distributions via Differential Forms

Continuing the narrative that integrable distributions reflect in some sense a
solution of a system of partial differential equations, then it comes at no surprise
differential forms are closely related to these. Indeed, the differential of a
function, as it is so aptly named, captures its differential properties. Furthermore,
as distributions are subbundles of the tangent bundle, we possess a lot of tools
from differential geometry to generalize the concept of the differential of a
function, to higher order differential forms.

In the following section we will carefully dissect how distributions can be con-
structed from differential forms, and also what role they play in the subsequent
distribution. The connection between these two will form the foundation of
Frobenius’ theorem and motivate contact and stable Hamiltonian structures.

We assume the reader to be familiar with the concept of differential forms,
however, we will for completeness’ sake recall the following algebraic structure
on differential forms to aid us in terminology later.

Definition 2.2.1. The local anti-commutative graded algebra of smooth differ-
ential forms on M over the ring C∞(M) is defined as

Ω•(M) :=
n⊕

i=0

Ωi(M),

where multiplication is given by the wedge product. ▲

As a note of subtlety: the word local in the preamble refers to the fact that
differential forms are often not defined globally, but locally. Choosing an atlas
of M with opens Uα, we technically only have the anti-commutative graded
algebra structure over local differential forms Ω•(Uα). However, as the atlas
with the transition maps cover M, it makes sense to talk about Ω•(M). We will
omit writing down the local part in notation, but please remember it is implicit.

9



2.2 Distributions via Differential Forms 2 DISTRIBUTIONS

With this algebraic structure, we can use algebraic terminology. In particular,
we will be interested in different types of ideals. We will see that it are these
ideals which are closely related to the integrability of distributions. Let us first
make good on our promise to show how to construct smooth distributions using
differential forms.

Lemma 2.2.2. A regular rank k distribution D is smooth if and only if for each point in
M we have an open neighbourhood U, and a collection of smooth 1-forms ω1, . . . , ωn−k
defined on U, such that for each p ∈ U we have that

Dp =
n−k⋂
i=1

ker((ωi)p).

Proof. Assume such a collection of 1-forms with the above property exists. By
assumption

dim

(
n−k⋂
i=1

ker((ωi)p)

)
= k,

so by dimensionality it must follow each ωi is linearly independent at all p ∈ U.
Extend it to a local co-frame of T∗

U M, denoted by (ω1, . . . , ωn). Where the
additional ωj for j > (n − k) are constructed. This gives rise to a dual frame
(α1, . . . , αn) of TU M. Because D was defined by the intersection of the kernels
of the first (n − k) 1-forms, it follows that locally D is spanned by the last k
vectors of this frame (αn−k+1, . . . , αn). Thus, as for each x this distribution
locally admits a local smooth frame, it is a smooth distribution.

The reverse implication follows by reversing the steps under the assumption
that given D is smooth, there is a smoothly varying local frame of k vector
fields. ■

Definition 2.2.3. We call each collection of (n − k) smooth 1-forms defining a
regular rank k distribution D via

Dp =
n−k⋂
i=1

ker((ωi)p),

the local defining forms for D. ▲

In the language of the algebraic structure we have on Ω•(M), it follows rather
directly that a submodule of rank (n − k) is by definition generated by a (n − k)-
collection of 1-forms which are linearly independent. Lemma 2.2.2 has shown
their common kernel defines the rank k distribution. This proves the following
lemma.

Lemma 2.2.4. Locally a regular rank k distribution D is equivalent to giving a module
rank (n − k) submodule F ⊂ Ω1(U).

10



2.2 Distributions via Differential Forms 2 DISTRIBUTIONS

As a point of technicality for the above we remark that D is defined pointwise,
hence it is not necessarily individual 1-forms we are interested in, but rather
stalks Fx at x ∈ M of germs of differential form [η], which are classes of differ-
ential forms which agree in some neighbourhood of x. However, all the proofs
given work for such an entire class. Thus, we write η for any representative of
the class [η] ∈ Fx.

We will rephrase the property of being involutive in terms of differential forms.
We first define a special class of forms.

Definition 2.2.5. A p-form η is said to annihilate D if

η(X1, . . . , Xp) = 0

whenever each Xi ∈ Γ(D). We denote by I(D|U ) ⊂ Ωp(U) the set of all such
locally annihilating forms, and I(D) its extension to Ωp(M). ▲

The usual visualization of a p-form is by imagining it via ker(η), which at a
point look like a codimension p plane of M. If such a form annihilates D then
this intuitively agrees with the fact that ker(η) is tangent to D.

Recall that there was an algebraic structure on the space of differential forms.
The choice of I in the notation is no coincidence, it requires little effort to remark
that the set of such locally annihilating forms constitute an ideal in Ω•(M). In
fact, such an ideal is always locally generated by such forms.

Lemma 2.2.6. The ideal I(D) is locally generated by a collection of locally defining
forms of D.

Proof. The statement boils down to showing that any annihilating p-form η can
be written as

η =
n−k

∑
i=1

ωi ∧ βi,

where the ωi are taken to be locally defining forms and βi are arbitrary (p − 1)
forms. So assume η locally annihilates D, and D has locally defining forms ωi.

As done earlier, extend the local defining frame to a full local co-frame of T∗M,
with corresponding local frame (α1, . . . , αn) of TM. It follows that locally we
can write

η = ∑
I

ηI(ωi1 ∧ · · · ∧ ωip),

where I is some multi-index (i1, . . . , ip) with ia < ib if a < b, and ηI :=
η(αi1 , . . . , αip), which is some constant. Now by hypothesis this η annihi-
lates D, which is only the case if ηI = 0 whenever each im ∈ I is in the
interval[(n − k + 1), n]. Thus, the sum can be simplified and rewritten to

η = ∑
I:i1≤n−k

ηI(ωi1 ∧ · · · ∧ ωip) =
n−k

∑
i1=1

ωi1 ∧ ∑
I′

ηI′(ωi2 ∧ · · · ∧ ωip)

11
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where I′ is the multi-index where we take the first entry to be fixed by i1. Now
setting

βi1 := ∑
I′

ηI′(ωi2 ∧ · · · ∧ ωip)

proves the statement. ■

We have shown that the ideal of annihilators of a distribution is closed under
the wedge product. However, on this graded algebra we have the important
operation of exterior differentiation:

d : Ωm(M) → Ωm+1(M).

It is natural to wonder; if η annihilates D, does dη also annihilate D? Meaning
I(D) would be closed under differentiation. We can rephrase this with the
following definition.

Definition 2.2.7. An ideal I ⊂ Ω•(M) is called a differential ideal if whenever
η ∈ I then dη ∈ I. ▲

The question then becomes: is the annihilator ideal I(D) also a differential ideal?
Note that for any η ∈ I(D) and X, Y ∈ Γ(D) we get

dη(X, Y) = −η([X, Y]).

So being a differential ideal corresponds very closely to Γ(D) being involutive.

Lemma 2.2.8. D is involutive if and only if I(D) is a differential ideal.

Proof. Assume D is involutive. Then for Xi smooth vector fields of D, and an
annihilating p-form η, it follows that;

dη(X0, . . . , Xp) =
p

∑
i=0

(−1)iXi(η(X̂i)) +
p

∑
i<j

(−1)i+jη([Xi, Xj], (X̂i, X̂j)) = 0,

where (X̂j) denotes the p-tuple of Xi where Xj is removed. It is immediate that
dη hence also annihilates D.

Conversely, choose local defining forms ωi for D. By lemma 2.2.6 we can write
any annihilating 1-form as η = ∑n−k

i=1 fiωi. Remark our βi are now 0-forms,
hence smooth functions. Now some algebra shows that for two vector fields
X, Y of D we have;

dη(X, Y) =
n−k

∑
i=1

d fi(X) ∧ ωi(Y) +
n−k

∑
i=1

fidωi(X, Y)

=
n−k

∑
i=1

fiωi([X, Y]).

12
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Now we can choose fi such that each sum is positive, whence the assumption
dη = 0 implies ωi([X, Y]) = 0 for each local defining form. Thus,

[X, Y] ∈
n−k⋂

i
ker(ωi) = D,

proving the distribution is involutive. ■

Example 2.2.8.1. Let M be a smooth manifold, and f ∈ C∞(M) such that d f
never vanishes. It follows readily that d f ∈ I(ker(d f )). Furthermore, d2 f =
0 ∈ I(ker(d f )). We conclude that any smooth non-constant function without
extrema defines an involutive codimension one distribution. ♦

2.3 Frobenius’ Integrability

In the above discussion we have continuously given definitions and descrip-
tions of involutivity and integrability in tandem, whilst simultaneously giving
examples and constructions in which the one implies the other. In fact, these
two notions are equivalent; this is Frobenius’ integrability theorem which is a
major theorem in differential geometry.

Theorem 2.3.1 (Frobenius).
A distribution is integrable if and only if it is involutive.

Most of the groundwork and the proof has already been given, so let us finalize
this discussion. However, the last few steps are not fully trivial, and the proof
of Frobenius’ theorem is done via a concept which at first sight might seem
stronger that just integrability.

Definition 2.3.2. A rank k distribution D is called completely integrable, if
there exists an atlas of M consisting of charts (U, ϕ) such that for all p ∈ U we
have

Dp = span(∂1(p), . . . , ∂k(p)).

In other words: the distribution is spanned by the first k coordinate vector fields.
The coordinate chart (U, ϕ) is said to be flat for D. ▲

Observe that in such a chart, each level set where we take the last (n − k)
coordinates to be constant forms an integral manifold. One can visualize these
integral manifolds to lie flat with respect to a collection of height-coordinates
determined by the last (n − k) entries.

By definition of an atlas, all these charts cover M, and so for each p ∈ M we find
an integral manifold. The following lemma captures the first half of Frobenius’
integrability theorem.

Lemma 2.3.3. For a regular rank k distribution D complete integrability implies
integrability, which implies involutivity.

13
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Figure 4: Flat Coordinate chart for D

Proof. The first implication is trivial.

So assume D is integrable, let X, Y ∈ Γ(D) be defined on some neighbourhood
of x. Because D is integrable, it follows X, Y are both vector fields on some
sub-manifold N ⊂ M containing x. It follows that [X, Y] is also a vector field of
N, thus it is involutive. ■

Now the crux of Frobenius’ integrability theorem is that seemingly the weakest
property of being involutive, implies seemingly the strongest property of being
completely integrable.

Lemma 2.3.4. If a smooth regular k-rank distribution D is involutive then it is
completely integrable.

Proof. Assume D is involutive, as complete integrability is a local property, we
will prove such locally.

Choose a local frame {X1, . . . , Xk} for D. We can choose a coordinate chart
(U, ϕ) centred around x, such that in local coordinates Xi|x = ∂i|x. Hence, Dx is
locally the complement to

span(∂k+1|x, . . . , ∂n|x) ⊂ TxRn.

Now define π : Rn → Rk as the projection of the first k coordinates. It follows
the differential dπ : Rn → Rk maps

dπ(
n

∑
i=1

vi∂i|x) =
k

∑
i=1

vi∂i|π(x).

Note that Dx is the complement to ker(dπ|x). By property of linear maps it
follows that the restriction (dπ|x)|Dx is a bijection. And from continuity it
follows this is true for the entirety of U.

14
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Using this bijection we define a new local frame for DU by setting for all p ∈ U
the following

Vi|p := (dπ|DU )
−1(∂i|π(x)).

As the Lie bracket is natural with respect to differentials and maps, it follows
that

dπp([Vi, Vj]p) = [∂i|π(p), ∂j|π(p)] = 0,

whenever i ̸= j. By injectivity of dπp one obtains that [Vi, Vj]p is a vertical
vector field for all p. By assumption the distribution was involutive, and hence
[Vi, Vj]p ∈ D|p, for which we had (dπ|p)|Dp was a bijection, particularly it is
injective. Thus, [Vi, Vj] = 0. We get for each p a local frame of commuting vector
fields.

Now given k linearly independent commuting vector fields in a k-dimensional
neighbourhood of a point, we can utilize their flows to define a new coordinate
chart. These coordinate charts are precisely flat charts for D. Hence, D is
everywhere locally completely integrable locally, hence globally. ■

Using the lemma together with the one-way implication chain we had already
obtained, we have proven Frobenius’ theorem.

Example 2.3.4.1. Recall the example of the tilting planes 2.1.3.3. We had deduced
this distribution to be non-integrable visually speaking. Now we also see
algebraically

[∂x + y∂z, ∂y] = −∂z /∈ Dx.

The distribution is not involutive, hence non-integrable. ♦

Although we have proven Frobenius’ theorem, we have not yet made good on
the promise to link this to differential forms.

Recall that according to lemma 2.2.8, a distribution was involutive if and only if
its annihilator ideal was a closed differential ideal. As a corollary we immedi-
ately deduce that.

Corollary 2.3.5. A distribution D is integrable if and only if I(D) is closed under d.

However, one can do much better. First, by complete integrability we can choose
around any point a flat coordinate chart for D, meaning it is locally spanned by
the first k coordinate vector fields ∂i. We then dually get a smooth local coframe
(dxi)1≤i≤n. It is readily deduced that

ker(dxj) = span(∂i | i ̸= j).

From this, one immediately sees

Dx =
n⋂

i=k+1

ker(dxi).

This means the last (n − k) coordinate 1-forms form a local defining frame of D.
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Recalling the equivalence given in lemma 2.2.4 between giving a rank (n − k)
submodule F ⊂ Ω1(U) and a rank k distribution, it follows that for an η ∈ F
we get η = ∑n

i=k+1 fidxi. Now note that this rank (n − k) submodule generated
by these (dxi) is exactly I(D).

Corollary 2.3.6. A rank k distribution D is integrable if and only if I(D) is generated
by (n − k) exact differential forms.

Putting this all together, we arrive at the following phrasing of Frobenius’
theorem, which we will use throughout this paper.

Theorem 2.3.7 (Frobenius).
For a smooth manifold M and a smooth regular rank k distribution D the following are
equivalent.

1. D is integrable.
2. I(D) is generated by (n − k) exact differential 1-forms.
3. D is involutive.

This paper will focus heavily on hyperplane distributions, that is to say distri-
butions of codimension one. It follows that in this case the theorem achieves the
particularly nice form.

Corollary 2.3.8 (Codimension one Frobenius). Let α be a non-vanishing 1-form on
M. Then the following are equivalent.

1. ξ := ker(α) is an integrable distribution.

2. α ∧ dα = 0.

Proof. First assume ker(α) to be integrable, as a consequence of Frobenius’
ker(α) is involutive, so it follows for X, Y ∈ ker(α) that

dα(X, Y) = X(α(Y)) + Y(α(X))− α([X, Y]) = 0.

Thus, we see dα ∈ I(ker(α)). And so it follows by lemma 2.2.2 that dα = α ∧ β
for some 1-form β, and hence α ∧ dα = 0.

Conversely, if α ∧ dα = 0, locally we can extend α to a basis (α, α2, . . . , αn) of
T∗M. It follows

dα = ∑
i<j

fijαi ∧ αj.

As α ∧ dα = 0, it must follow that dα = ∑n
j=2 f jα ∧ αj. Now defining a new

1-form η := ∑n
j=2 f jαj, it follows for each X, Y ∈ ker(α) that

dα(X, Y) = (α ∧ η)(X, Y) = α(X)η(Y)− α(Y)η(X) = 0.

As such it follows α[X, Y] = 0, and so [X, Y] ∈ ker(α). One concludes ker(α) is
involutive, hence is it integrable by Frobenius. ■
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Example 2.3.8.1. For any smooth function f for which d f ̸= 0, we have that d f
is an exact 1-form, hence closed. It follows that the level sets of a submersion
always define a codimension 1 integral submanifold. This is in fact similar to
the submersion theorem. ♦

Figure 5: The level sets of f agree with the integrable distribution ker(d f )

Example 2.3.8.2. Let M = S2. By dimensionality, it follows that any non-
vanishing 1-form on S2 defines an integrable distribution. In this case the
dimension of the ambient manifold is 2, so it defines a nowhere vanishing
vector field on M which at each point is spanned by ker(α). It follows from a
well-known fact that such vector fields cannot exist on S2, that S2 cannot admit
any non-vanishing 1-forms. As a corollary any function f : S2 → R must have
extrema. ♦

2.4 Coorientability

There is a property of distributions of hyperplanes, meaning codimension 1
distributions, which we will make use of frequently. Certainly in the realm of
contact geometry. It is a dual notion to orientability, aptly named coorientability.
To define this let first recall a familiar object.

Definition 2.4.1. Given an immersion i : N ↪→ M then the normal bundle to N
in M is the quotient bundle νN := TM/TN. ▲

If such is the case, we had the short exact sequence of vector bundles

0 → TN → TM|N → νN → 0.

One can think of the normal bundle to N in M the complement of TN in TM; if
one chooses a Riemannian metric g on M and combines this with the splitting
from the short exact sequence, one obtains

TMN ∼= TN ⊕ νN ∼= TN ⊕ TN⊥.

Now as integrable distributions ξ have associated to it their integrable submani-
fold, we can extend this notion by defining the normal bundle to an integrable
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distribution as νξ := TM/ξ. Now in the specific case that ξ is a distribution of
hyperplanes, hence the associated integrable submanifold is of codimension
one, we can define our notion of coorientability.

Definition 2.4.2. A codimension one distribution ξ of TM is coorientable if νξ

is trivial. ▲

As before we can construct a short exact sequence

0 → ξ → TM →
(
νξ

∼= M × R
)
→ 0.

To gain some geometric intuition of coorientability, recall that a bundle was triv-
ial if and only if we could choose a global frame. And by dimensionality this is
equivalent to being able to choose a non-vanishing section of the normal bundle.
If we choose a metric g on TM, it is equivalent to choosing a non-vanishing
section of νξ

∼= ξ⊥. Thus, we obtain a geometric notion of coorientability: it
is equivalent to being able to choose a smooth nowhere vanishing vector field
X on M which is always perpendicular to our distribution. For this reason
coorientability is sometimes also referred to as transverse orientability. In fact,
keeping our chosen metric, we obtain the following equivalent statement of
coorientability.

Lemma 2.4.3. A codimension one distribution ξ of TM is coorientable if and only if
ξ = ker(α), where α ∈ Ω1(M) nowhere vanishing.

Proof. Assume ξ is coorientable, as a result we can choose a non-vanishing
vector field always perpendicular to ξ. Define a 1-form α := g(X,−), by
definition g(X, Y) = 0 for Y ̸= 0 if Y ⊥ X. As by construction ξ ⊥ X, we
see ξ = ker(α), as a single 1-form uniquely defines a regular codimension one
distribution via its kernel.

The other direction is simply a reversion of steps. Given an α such that ker(α) =
ξ, we define an orthogonal X to be a unit vector field with α(X) > 0. ■

/ 
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Figure 6: Coorientation is a transverse orientation by a non-vanishing 1-form

The notion of coorientability is of course closely related to orientability, in fact,
they are equivalent if the ambient manifold M is orientable.
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Lemma 2.4.4. If M is an orientable manifold, and ξ is a codimension one distribution.
Then ξ is coorientable if and only if ξ is orientable.

Proof. Recall a manifold M is orientable if and only if TM is orientable as a
bundle. From the splitting of the exact sequence we get that

TM ∼= ξ ⊕ νξ .

By this isomorphism it follows that if M is orientable, then so is ξ ⊕ νξ .

If ξ is coorientable, then the normal bundle is trivial; νξ
∼= M × R, hence clearly

orientable, thus ξ must also be orientable.

Conversely, if ξ is orientable, then νξ is orientable as well. This is a line bundle,
and so orientability is equivalent to being trivial, hence ξ is coorientable. ■

2.5 Liouville Integrability

The concept of Frobenius integrability is applicable to any smooth manifold
and denotes a deep connection between 1-forms and distributions on general
smooth manifolds. However, we will not be studying general manifolds, but
those equipped with a stable Hamiltonian structure. As mentioned before,
stable Hamiltonian structures are a generalization of contact structures, which
are themselves an odd-dimensional counterpart of symplectic structures. On
symplectic manifolds there is the notion of Liouville integrability, and by relation
is often applicable in a modified form to stable Hamiltonian structures.

We will explain the concept of Liouville integrability, and derive some essential
results. For the remainder of this section (M, ω) is a closed symplectic 2m-
dimensional smooth manifold, unless specified differently.

2.5.1 Poisson Brackets

Recall that a symplectic 2-form was closed, and non-degenerate. As a result of
its non-degeneracy, there is an induced fibre-wise isomorphism:

ι : Tp M → T∗
p M

v 7→ ωp(v,−),

sometimes also called the left flat map ♭ω of ω. This gives a 1-1 correspondence
between 1-forms and vector fields. There is also a straightforward way to
construct 1-forms from smooth functions h by taking the differential dh, this
gives rise to the following construction.

Definition 2.5.1. Given a symplectic manifold (M, ω) and a smooth function
h : M → R. We define the Hamiltonian vector field of h to be the unique vector
field Xh satisfying

ω(Xh,−) = dh,

at all points of M. ▲
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There is a nice geometric interpretation of the Hamiltonian vector field. Recall,
in parallel, that if we had chosen a metric g, then the gradient ∇h was the vector
field which denoted the greatest rate of change, hence is perpendicular to the
level sets of h. It was defined as the unique vector field satisfying g(∇h,−) = dh.
Similarly, for the Hamiltonian vector field we see that

LXh h = iXh dh = ω(Xh, Xh) = 0,

so we see the Hamiltonian vector field runs parallel to the level sets of h. Note
that the integral curves of Xh therefore run tangent to a certain connected
component of h−1(c), often called an energy level. An extra calculation shows
us that if we have chosen a metric g, then we see that

g(∇h, Xh) = dh(Xh) = ω(Xh, Xh) = 0,

and so we arrive at the following.

Lemma 2.5.2. If one chooses a metric g on (M, ω), then ∇h ⊥ Xh.

Hamiltonian vector fields also arise naturally from symplectic vector fields,
which are defined by the property LXω = 0. If X, Y are both symplectic vector
fields, we have that

i[X,Y]ω = (LXiYω − iY LXω)

= d(iXiYω),

realizing that ω(Y, X) defines a smooth function on M, we conclude the follow-
ing.

Lemma 2.5.3. If X, Y are symplectic vector fields, then [X, Y] is a Hamiltonian vector
field.

Now we have three facts which together appeal to a generalization of the Lie
bracket definition: every Hamiltonian vector field is symplectic, symplectic
vector fields are closed under the operation of the Lie bracket, and there is a
way to construct Hamiltonian vector fields from smooth functions. So whereas
vector fields formed a Lie algebra under the Lie derivative, we have something
similar for smooth functions.

Definition 2.5.4. Given two smooth functions on M we define the Poisson
bracket as

{ f , g} := ω(X f , Xg).

▲

It is closely related to the Lie bracket as we can see:

ω(X{ f ,g},−) = d{ f , g} = i[Xg ,X f ]
ω,

and thus
X{ f ,g} = −

[
X f , Xg

]
. (2.1)
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It is easy to check that the Poisson bracket {−,−} defines a Lie bracket on the
space C∞(M) as it is bilinear, antisymmetric, and satisfies the Jacobi identity.
However, note that it also satisfies the Leibniz rule;

{ f g,−} = d( f g) = f dg + gd f = f {g,−}+ g{ f ,−}.

Definition 2.5.5. A Poisson algebra is a Lie algebra with Lie bracket {−,−}
which also satisfies the Leibniz rule. We say {−,−} is the Poisson bracket. ▲

What is the geometric intuition behind this new object? Recall that two vector
fields were commuting if [X, Y] = 0. It is a general fact that X, Y commute if and
only if their flows also commute. If follows directly from (2.1) that if { f , g} = 0
then [X f , Xg] = 0 and hence if f , g commute in the Poisson bracket sense, their
Hamiltonian vector fields also commute. However, the Poisson bracket being
zero is in fact stronger than just saying their respective Hamiltonian vector
fields commute. From direct computation it follows:

LX f g = −ω(X f , Xg) = −LXg f = 0.

Interpreting the Hamiltonian vector fields as being parallel to the level sets of
the function, we formulate a geometric interpretation of the Poisson bracket as
follows:

Definition 2.5.6. If { f , g} = 0, then f is constant along the levels of g and vice
versa. We also say g is an integral of f . ▲

Geometrically we have two vector fields X f and Xg on M which flow parallel
to both a level set of f and a level set of g.

We note the amount integrals up to scaling is limited by the dimension of the
manifold M. We can derive this from the geometric image constructed above.
Assume the simplest case that M is 2-dimensional and { f , g} = 0. It follows
X f flows parallel to both a level set of f , and a level set of g. It must follow by
dimensionality that in the case X f and Xg are independent that f is constant on
the entirety of M, in which case d f = 0 and thus non-degeneracy of ω implies
X f = 0. Or if X f is parallel to Xg, then g = c · f for some constant c, in which
case the level sets completely coincide. So if M is 2-dimensional, there can only
be one integral of f up to scaling, which is f itself. This argument also applies
in higher dimensions.

Lemma 2.5.7. If (M, ω) is 2m-dimensional, and d f ̸= 0. Then, up to scaling with a
constant, there can be at most m integrals of f .

2.5.2 Hamiltonian Systems

Let us now introduce the concept of a completely integrable Hamiltonian system.
Recall that for a smooth function f : M → R a point p is regular if d f does not
vanish at that point, and is of constant rank if d f does not vanish anywhere. Let
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U ⊂ M a region containing p on which f is of constant rank, and furthermore
let f (p) = r1. Then it follows by the implicit function theorem that, on a
possibly smaller open contained in U, a connected component of f−1(r) is a
(2m − 1)-dimensional smooth submanifold.

Now as before let { f , g} = 0 and let X f and Xg be linearly independent on this
possible smaller open. Let g(p) = r2, and apply the same reasoning as above.
Then by dimensionality it must follow for connected components of the level
sets

dim
(

f−1(r1) ∩ g−1(r2)
)
= 2m − 1 + 2m − 1 − 4m = 2m − 2. (2.2)

In fact this construction continues for any n-tuple of Poisson commuting smooth
functions. If we take the maximally allowed number unique integrals m we
have the following definition.

Definition 2.5.8. Let (M, ω) be a 2m-dimensional symplectic manifold, and let
U ⊂ M an open neighbourhood. Furthermore, let hi : M → R be m smooth
functions and denote by Xi := Xhi

.

If each Xi is linearly independent for all p ∈ U, and if all hi Poisson commute,
then h := (h1, . . . , hm) is called the moment map of a completely integrable
Hamiltonian system (U, ω, h), and U is called an integrable region. We can
often take U = M, and so we obtain (M, ω, h). ▲

Now h : M → Rm is a smooth function, moreover by the demand that each Xi
is linearly independent at a point p, and so in particular non-zero, we get that
each (dhi)p is non-zero, and hence h(p) = (r1, . . . , rm) is a regular value. Again
as in (2.2) by implicit function theorem we obtain for a connected component Tr
of a level set that

dim(Tr) = dim(h−1(r)) = m,

and so each Tr is a closed m-dimensional smooth submanifold. This result also
follows from Frobenius’ integrability theorem. As Poisson commuting functions
imply commuting Hamiltonian vector fields, the distribution defined by the
span of the Hamiltonian vector fields has an integral manifold of dimension m.

We can in fact say more about Tr than just its dimension.

Lemma 2.5.9. Let (M, ω, h) be a completely integrable Hamiltonian system. Then
each Tr is diffeomorphic to Tm.

Proof. By hypothesis M is a compact manifold, it follows that Tr := h−1(r) is a
compact m-dimensional smooth submanifold. Now pick a base-point p ∈ Tr,
note that for each hi there is a unique integral curve γi,p(t) : I → Tr passing
through p, and note γi,p(I) ⊂ Tr. If all these integral curves are closed, then we
are done, as the coordinate chart can be given by the flows. Unfortunately, this
need not be the case.

However, denote by ϕi the flow of the Hamiltonian vector field Xi. As by
assumption the flows commute, and they flow within Tr, we have a well-defined
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action of Rm on Tr given by composing flows

Φ : Rm × Tr → Tr,

(t1, . . . , tm, p) 7→ ϕtm
m ◦ . . . ◦ ϕt1

1 (p).

This action is well-defined as by assumption the order of composition does not
matter. Let us denote Φt for the action of t ∈ Rm on M. Now if we keep p fixed,
then we have a well-defined continuous surjective smooth map

Φp : Rm → Tr,

t 7→ Φt(p).

Note Φp is continuous and surjective, and Tr is compact without boundary. If
Φp was also injective, the preimage Φ−1

p (Tr) would be a closed and bounded
interval in Rm. It follows that Φp cannot be injective, hence Φp has fixed points.
The specific times which leave p fixed, form a subgroup, denote it by

Γp := {τ ∈ Rm | Φp(τ) = p} < (Rm,+).

Recall that all Hamiltonian vector fields were linearly independent, in particular
they are non-vanishing, and so locally Φp is a diffeomorphism onto its image.
The consequence is that locally around each τ ∈ Γp we have a neighbourhood
U such that U ∩ Γp = {τ}. So in fact Γp is a discrete subgroup.

We will show Γp actually defines an integral lattice in Rm. Meaning there are
{τ1, . . . , τn} ∈ Γp with n ≤ m, such that for each τ ∈ Γp we can write

τ =
n

∑
i=1

ziτi,

with zi ∈ Z. Observe the free R vector space
〈
Γp
〉
. This is a linear sub-

space of Rm, and so at most the dimension of this is m. Hence, pick a basis
B := {τ1, . . . , τn} of

〈
Γp
〉

with n ≤ m. Now look at the free Abelian group Γ0
p

generated by B. The index [Γp : Γ0
p] denotes the number of left cosets of Γ0

p in
Γp, we claim it is finite. Indeed, let τj represent the coset τjΓ0

p. Define some sort
of fundamental domain B0 := [0, 1)B. As this fundamental domain tiles

〈
Γp
〉

it
follows that there exists a β j ∈ B0 and a τ0j ∈ Γ0

p defining

τj = β j + τ0j.

As by assumption each representative τj is discrete, it follows each correspond-
ing β j is discrete in B0. Because B0 is bounded, it follows the collection of β j,
hence the amount of representatives τj must be finite. Thus, we can define a
finite integer k := [Γp : Γ0

p]. Now it follows kΓp = Γ0
p, and so Γp = 1

k Γ0
p. As Γ0

p

was free Abelian, it follows Γp has an integral basis 1
k B.
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Let θ := {θ1, . . . , θn} now denote this integral basis of Γp ⊂ Rn. The integral
domain defines a torus, so we get a diffeomorphism

Tn ∼= Rn/θ.

Moreover, we remark that Φp descends to a map Φp : Tn × Rm−n → Tr, indeed
one can see

Φp(aθi + bθj) = Φp(bθj) ◦ Φp(aθi) = Φp([b]θj) ◦ Φ([a]θi) = Φp([a]θi + [b]θj).

But note by definition Γp was defined as those times which left p fixed, so in
particular Φp is a smooth bijection. By compactness of Tr, it must follow n = m,
and hence we have Tm ∼= Tr.

In fact, it will be useful to remark that we have constructed so-called angle
coordinates on Tr given by

Tr → Rm

q 7→ Φ−1
p (q),

denote these by θ1, . . . , θm. ■

Note these angle coordinates are far from unique, any other choice of base point
p defines different angle-coordinates. Furthermore, the angle coordinates are
not constant through the t action of Φ. Indeed, if one has flowed already for a
certain time, the remaining flow time to reach the point has reduced. However,
keeping this in mind, they do satisfy the following

dθi
dt

=
d
dt
(Φ(t, p))i =⇒ θi(t) = θi(0)− ti.

Moreover, as Tp(Tr) is span by (Xi)p, it follows that ωp = 0 for all p ∈ Tr, so we
additionally conclude the following.

Lemma 2.5.10. Each Tr is a Lagrangian submanifold of (M, ω).

This notion of the level sets being Lagrangian m-tori is a very rigid concept
of integrability, called Liouville integrability. The Lagrangian tori are called
Liouville tori. It is obvious that Liouville integrability implies Frobenius’ inte-
grability, but not the other way around.

Note that if U ⊂ M is a completely integrable system, then for a point p ∈ U
its coordinates can be expressed by an m-tuple (p1, . . . , pm) determining on
which specific connected component of a level set h−1(r) it lies, and then an
m-tuple (θ1, . . . , θm) describing its position within this level-set. Owing to the
usability of this framework in mechanics, if we interpret r as the energy level,
and keeping in mind that canonically Tm ∼= S1 × · · · × S1, we call these action-
angle coordinates. It turns out that completely integrable systems have a very
nice and homogeneous structure, that is to say: there is a coordinate change
such that the Hamiltonian vector fields are invariant under the torus action on
each Liouville torus, this is the major Arnold-Liouville theorem.
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Theorem 2.5.11 ([Arn78, Arnold-Liouville]).
Given a completely integrable Hamiltonian system (M, ω, h). For a level set Tr :=
h−1(r), there exists an open neighbourhood U of Tr and an open neighbourhood D of
0 ∈ Rm. Such that there is a symplectomorphism

ψ : (U, ω|U) → (Tm × D, ωstd),

with
ψ(Tr) ∼= Tm × {0}.

Moreover, if (θ, p) ∈ Tm × D, then h depends only on its action coordinates:

d
dθ

h ◦ ψ−1(θ, p) = 0.

We will not give much more of the proof than already given, as it is quite tedious.
A full proof can be found in [Arn78]. The following sketches what steps still
have to be done, and what the neighbourhoods are.

We have already proven each Tr is diffeomorphic to Tm. Consequently, define
Dr ⊂ Rm to be an open neighbourhood of r, then we define the open neighbour-
hood U of Tr as h−1(U), as h was smooth, it is moreover continuous, hence this
preimage is open as well. We have that for each t ∈ U, h−1(t) ∼= Tm. It is now
clear that U ∼= Tm × Dr, composing with a translation of Dr gives us the open
neighbourhood D of the theorem.

To prove the diffeomorphism can be adapted to a symplectomorphism, one
starts by using an adaptation of Darboux’s theorem. This states that locally
every symplectic manifold is symplectomorphic. As a result each point p ∈
M has an open neighbourhood W which is symplectomorphic to an open
neighbourhood V of 0 in (R2m, ω0) with standard symplectic form. Moreover,
given a Hamiltonian h we can construct such a symplectomorphism σ to satisfy

h ◦ σ−1(x, y) = y.

We can apply a symplectic change of coordinates to the already found co-
ordinates (θ, h) on U to become (θ, I). These are the so-called angle-action
coordinates. It is with respect to these coordinates that

(ψ−1)∗ω =
m

∑
i=1

dIi ∧ dθi.

By the relative Poincaré lemma, there is a possibly smaller tubular neighbour-
hood Ū of Tr such that ω is exact so let dλ = ωŪ . Let γi form a basis of H1(Tr).
Then define the action variables by calculating

pi : Tr → R,

pi(p) =
∮
γi

λ.
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In fact, these are invariant of the point p ∈ Tr chosen.
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3 FOLIATIONS

3 Foliations

Recall that it was earlier postulated that if a regular rank k distribution D was
everywhere defined and integrable, then two maximal integrable manifolds of
D could not intersect or be tangent to each other. Thus, each point p ∈ M lies
on a unique submanifold L of dimension k. The geometric picture is then that
all these k dimensional manifolds together cover M in much the same way gills
line the underside of a mushroom cap. This notion is formalized in the concept
of a foliation of a manifold, which we will define in this section and explore
some initial useful properties.

3.1 Foliations and Distributions

Definition 3.1.1. A foliation of dimension k on M is a collection of disjoint,
connected, non-empty, immersed k-dimensional submanifolds L ⊂ M which
together cover M. We denote the foliation by F . Every individual L ⊂ F is
called a leaf. ▲

As each point lies on a unique leaf, we denote by Lx the unique leaf passing
through a point x, remark that there are multiple points denoting the same leaf.

, . 
' . 

Figure 7: A foliation partitions, but leaves are not necessarily diffeomorphic, nor embedded

It is clear that the concept of foliations readily ties in into the theory of distribu-
tions we have discussed earlier. Any smooth foliation F defines a distribution D
by straightforwardly setting Dx := TxL, and conversely any integrable distribu-
tion D defines a foliation by defining F to be the union of maximally integrable
submanifolds.

Lemma 3.1.2. A smooth distribution D is integrable if and only if each Dx = TxL for
some leaf L of a foliation F .

In fact, we can readily use this to our advantage already by describing the
following nice looking local picture of a foliation.

Lemma 3.1.3. Locally for a 1 ≤ k < n dimensional foliation F of an n-manifold M,
each leaf L ⊂ F is an embedded Rk plane in Rn where the last (n − k) are taken to be
constant.
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Proof. This follows readily from the fact that each leaf of the foliation is an inte-
grable manifold, and integrable was equivalent to being completely integrable.
Hence, for each point x there is a chart (U, ϕ) such that

Dx = TxL = span(∂1(x), . . . , ∂k(x)).

It follows the coordinates xk+1, . . . , xn must be constant. ■

The existence of such charts warrant a different way to prove a dissection of M
into k-dimensional submanifolds defines a foliation. If there exists an atlas of M
such that in each chart the submanifolds look as described above, then these
submanifolds define a foliation F of M.

Definition 3.1.4. Let (U, ϕ) a chart of M, endowed with ak-dimensional foliation
F . It is called a foliated chart if ϕ : U → Dk × Dn−k ⊂ Rk × Rn−k such that

ϕ(Lp ∩ U) ∼= Dk × {ϕ(x)}.

An atlas consisting of foliated charts is called a foliated atlas. See figure 4. ▲

Observing foliations as a result from the existence of a foliated atlas, also allows
us to readily introduce the concept of local foliation. In this case we might not
find a foliated atlas for the entirety of M, but we may find opens U ⊂ M which
might be foliated, and even some partial covering of M with foliated charts.

Recall that any non-vanishing vector field X defined a 1-dimensional foliation
of M via its integral curves. Slightly weaker is that any locally non-vanishing
vector field X at least locally defines a 1-dimensional foliation if its flow is locally
defined. As a consequence of the existence of the local flow theorem, this means
that for a point p ∈ M where Xp ̸= 0 there is a small neighbourhood U′ of p
in which the flow is defined. We conclude there is a foliated chart (U, ϕ) of a
possible even smaller neighbourhood of p, we can of course centre this chart
around p such that ϕ(p) = 0. In this chart we have that the integral curves,
leaves, look like straight lines keeping the last m − 1 coordinates constant. In
fact, this is precisely the statement of the flow box theorem, which says we can
always choose a coordinate chart which straightens the flow of a vector field.

Lemma 3.1.5 (Flow box). Let p be a point in M, and X a vector field such that
Xp ̸= 0, then there exists a chart (U, ϕ) on M such that

ϕ(p) = 0,

and moreover
dϕ(X) = e1.

3.2 Fibrations and Submersions

Foliation also naturally arise in the context of submersions, the following is the
well-known submersion theorem.
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Lemma 3.2.1. Let M an m-manifold, N an n-manifold, and f : M → N be a smooth
surjective submersion. Then the connected components of the level sets Lq := f−1(q)
together form a codimension n foliation of M.

Proof. Denote p := f−1(q), then by surjectivity of d fp we have a short exact
sequence

0 → ker(d fp) → Tp M → TqN → 0,

it follows dim
(
ker(d fp)

)
= m − n. Furthermore, d f is an exact 1-form, so

readily d f ∧ d2 f = 0 and so by Frobenius’ 2.3.8 it follows ker(d f ) is integrable.
As ker(d f ) is locally precisely span by those directions in which f does not vary,
it coincides with the level sets. We conclude each Lq is a (m − n) dimensional
leaf of the foliation by level sets ker(d f ). ■

It is tempting to think that in the above case this defines some fibre bundle of
some sort, where M is the total space, N the base space, the fibres are given
by the level sets Lq, and f functions as the projection to create the fibre bundle
(M, N, f , L). This is not far from the truth, be we do need some additional
requirements on f for this to hold. This is in fact a theorem by Ehresmann.

Lemma 3.2.2. If f : M → N is a proper, surjective, smooth submersion, then
(M, N, f , L) defines a fibre bundle.

Proof. Because fibres are defined locally, we will assume we are working in a
local trivialization of N centred around q, and hence use Rn and q = 0. Because
f is a surjective smooth submersion, we can find vector fields Xi for 1 ≤ i ≤ n
on M such that

(d f )p(Xi) = (∂i)q,

where ∂i denote the usual coordinate vector fields on Rn, we say these vector
fields are f -related. Denote by ϕt

X the flow of a vector field X. A property of
f -related vector fields is that the flow commutes with the map f , that is to say

f ◦ ϕt
Xi

= ϕt
∂i
◦ f .

By properness of f it follows that the flow of Xi is defined on an interval I as
long as the flow of ∂i is defined on that same interval I. Because the flows of the
coordinate vector fields are clearly complete, so are the flows of Xi.

Now we will use these complete flows of Xi to define a diffeomorphism:

Φ : f−1(Rn) → Rn × f−1(0).

As we are using the coordinate vector fields on Rn, we can say for a point r ∈ Rn

that its coordinates are given by (t1, . . . , tn), where we interpret these as the ti
flow needed from 0 via the coordinate vector field ∂i to reach r. This is a well-
defined operation as coordinate vector fields commute. The diffeomorphism is
then given by reversing the flows of the f -related vector fields

f−1(r) ∋ s 7→ (r, ϕ−tn
Xn

, . . . , ϕ−t1
X1

(s)).
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■

In fact, fibre bundles are more rigid than foliations. With foliations the require-
ments mostly only concern the dimensionality and submanifold structure of
each leaf. As a result each leaf can look vastly different from one another, as in
figure 7. Whereas a fibre bundle has the additional demand, amongst others,
that the fibres are diffeomorphic to each other. It is clear to see that fibre bundles
define foliations in which the leaves are diffeomorphic to each other.

Lemma 3.2.3. Each fibre bundle (E, B, π, F) defines a foliation F by setting Lx :=
Fπ(x).

A particular type of foliation one often encounters is the suspension foliation.
In fact, these are closely related to the Poincaré map for a periodic vector field.

Definition 3.2.4. Let M a smooth manifold, and ϕ : M → M a diffeomorphism.
Then its mapping torus

Mϕ :=
I × M

(0, x) ∼ (1, ϕ(x))
,

is a fibre bundle over S1. The suspension foliation of ϕ is then obtained by
foliation over orbits of ϕ. That is to say a leaf is defined as

Lp := {(t, ϕn(p)) | n ∈ Z},

meaning any points we can reach after iteratively applying ϕ. ▲

Foliations arise in a variety of ways. In our case we will often look at foliations
by either level sets, vector fields or distributions. In order to gain some more
intuitions on foliations, observe the following three examples.

Example 3.2.4.1. Define T2 := S1 × S1 with angle coordinates (θ, ϕ). Then
the level sets of f : T2 → S1 defined as f (θ, ϕ) 7→ θ defines a 1-dimensional
foliation of the torus. The leaves are embedded copies of S1. We see that f is a
proper map, by definition and by the fact that T2 is compact. Furthermore, it is
a surjective, smooth submersion, so it defines a fibre bundle (T2, S1, f , S1). ♦

Example 3.2.4.2. Define a vector field Y on T2 as follows. Let X be the vector
field on R2 defined as Xp = ∂x + r∂y with r an irrational number. Let Y = π∗X
where π : R2 → T2 is the universal cover. We know that any non-vanishing
vector field defines a foliation, and hence we have a 1-dimensional foliation
of T2. Remark however that each leaf of the foliation is dense in T2. And
hence every leaf comes arbitrarily close to any other leaf, but still does never
intersect it. This is intuitively a result of each leaf being an immersed copy
of non-compact R into compact T2. There are multiple obstructions to this
being an embedding of R into T2, one being for example that in the subspace
topology the leaf is not locally path connected. It is also not a fibre bundle. Note
a single leaf will come arbitrarily close to itself, an infinite amount of times. So
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the leaf passes any neighbourhood U of p on the torus an infinite amount of
times, hence π−1(U) ̸∼= U × F. ♦

Example 3.2.4.3 (Reeb Foliation). The following is a very important example
of a certain type of foliation which play a central role in the general theory of
foliations. Consider the punctured upper-half plane R2

+ \{0} and its foliation by
level sets y = c. These level sets are generally single copies of R, except of course
for y = 0, where we have two disjoint copies of R. Observe the automorphism
ψ on R2

+\{0} given in polar coordinates by scaling (x, y) 7→ (λx, λy) with some
positive scalar λ. Note that ψ maps leaves onto leaves: L(x,y) → L(λx,λy), and
hence this foliation descends to a foliation on the quotient, for which there is an
isomorphism

Ψ : R2
+\{0}/ψ ∼= S1 × D1,

to the two-dimensional annulus. Note that this isomorphism is slightly counter-
intuitive; if we denote ψ in polar coordinates, it becomes ψ : (r, ϕ) 7→ (λr, ϕ).
The isomorphism Ψ then maps the radius coordinate r to S1, rather than the
angle coordinate, which itself maps to [0, π] ∼= D1. Let us observe what this foli-
ation looks like by looking at the images of the leaves. The two copies of R in the
preimage corresponding to y = 0 each get mapped to a copy of S1. In a sketch
of coordinates, the equivalence class of the interval [1, λ] ⊂ R corresponds to
S1 × {0}, and [−1,−λ] to S1 × {π}. Now look at the image of the level set
y = c. Starting at (0, c) we must be equally spaced between the two boundary
circles. Now moving into the positive x-direction, we increase the radius, hence
we move along S1 after applying Ψ. We are simultaneously also decreasing the
angular coordinate, hence we are moving towards the inner boundary circle.
If we moved in the negative x-direction, we would still move along S1 in the
same direction, but now we would move towards the outer boundary circle.
The result is that this foliation on the annulus can be sketched as some infinitely
swirled two coloured turban cake before it is put in the oven, where the two
copies of S

1
are its annulus cake mould. One sees for instance directly that it is

not a fibre bundle, as two of the leaves are compact submanifolds diffeomorphic
to S1, all others are immersed copies of R. ♦

As alluded to before, this example is a specific case of a general collection
of foliations. In fact, nothing is stopping us to replace R2

+\{0} by a general
Rn

+\{0} and repeating the construction produce a codimension 1 foliation of
S1 ×Dn−1. We end up that the interior, which is homeomorphic to S1 × (0, 1)n−1,
is foliated by immersed copies of Rn−1, and the boundary is a copy of S1 × Sn−2.
Remark that in the annulus case, S0 consists of two points.

Definition 3.2.5. The foliation described above for general n is called the Reeb
foliation in dimension n. ▲

In the case of the example where n = 2 we speak of the Reeb annulus 8. In the
case of n = 3 we speak of the Reeb foliation of a solid torus.
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Figure 8: Reeb annulus

3.3 Foliations by Lie Group Actions

Given a vector field X, we have used the flow ϕX to determine integral curves.
These integral curves then defined a 1-dimensional foliation of our manifold M.
Recall that a complete flow is technically a group action of R on M, meaning
ϕX : R × M → M with ϕt

X a diffeomorphism from M onto itself. An integral
curve passing through a point p ∈ M is then precisely the orbit of the group
G = R of point p, denoted by

Gp := {gp ∈ M | g ∈ G},

where we use the shorthand ϕ(g, p) =: gp which we will use more often. Thus,
in essence we have foliated M by the orbits of the group R. This construction
can be generalized if we replace R by any general Lie group G which satisfies
the following mild condition.

Definition 3.3.1. A Lie group action ϕ : G × M → M is called a foliated action
if for every p ∈ M we have that the tangent space of its orbit has constant
dimension, meaning dim(Tx(Gp)) = k for all x ∈ Gp. ▲

Note a group action was free if gp = p implied g = idG, in other words:
only the identity element fixes any point p. A less stringent condition is to be
locally free, which is only possible for topological groups, in which there is an
open neighbourhood U of idG whose action is free. We then remark that this
is equivalent to a foliated action having fixed tangent orbit dimension of the
original group G. An intuitive way to think of the dimension k of the tangent
space of the orbit at a point p, is the amount of infinitesimal actions of G which
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move p. As a result the dimension of this tangent space cannot be higher than
the dimension of the Lie algebra dim(g).

Now if the action is not locally free, then by definition we will have some
complementary part I ⊂ Tp M of dimension (m − k) to the tangent space of the
orbit Tp(Gp). Intuitively the dimension of this subspace reflects the amount of
infinitesimal actions of G which do not move p. Recall we had the so-called
isotropy group of p being the subgroup of G fixing p and denoted by

Gp := {g ∈ G | gp = p}.

For any Lie group G, an isotropy group Gp is also a Lie group. As a result the
dimension of I equals the dimension of the Lie algebra of the isotropy group
dim(Te(Gp)) = (m − k).

Armed with this intuition, let us prove that a foliated Lie group action, actually
produces a foliation.

Lemma 3.3.2. Let G a Lie group and ϕ : G × M → M be a foliated Lie group action.
Then it defines a foliation F on M by setting Lp := Gp.

Proof. Let G define such a foliated Lie group action, denote for each p ∈ M the
dimension by dim(Tp(Gp)) = k. As above, decompose the tangent space

Tp M = I ⊕ Tp(Gp),

into a part of dimensionality (m − k) tangent to the orbit, and a part comple-
mentary to it. Similarly, decompose the tangent space at the identity of G
into

TeG = O ⊕ TeGp,

where O is complementary to the isotropic subgroup and has dimension k. Note
I reflects TeGp, and O reflects Tp(Gp). Now embed two discs reflecting these
directions as follows

i1 : Dk ↪→ G with i1(0) = idG,

such that di1(T0Dk) = O. And similarly let

i2 Dm−k ↪→ M with i2(0) = p,

such that di2(T0Dm−k) = I. Now define a map

ψ : Dk × Dm−k → M,
(γ, ξ) 7→ i1(γ)i2(ξ).

Note that by construction ψ(0, 0) = idG p = p and by surjectivity and dimen-
sionality we get that

(dψ)(0,0) : T0Dk × T0Dm−k → Tp M,
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is a linear isomorphism, hence ψ is a local diffeomorphism. Choose an open
neighbourhood U of p for which ψ is a diffeomorphism. This defines a foliated
chart for the orbits of G. Indeed, let q = i2(x) be in U, by definition of the
embeddings the orbit Gq is distinct from Gp. Now note that for a point in this
orbit we can write gq ∈ Gq, and we obtain

ψ−1(gq) = (i−1
1 (g), i−1

2 i2(x)) = (i−1
1 (g), x) ∈ Dk × {x}.

And thus we have a foliated chart of M foliated by orbits of G. ■

3.4 Subfoliations

Remark that if one starts with the Reeb foliation of the solid torus, and takes a
top-down cross-section, one obtains the Reeb annulus. It will be more often that
a foliation descends onto a foliation of a submanifold. For this the submanifold
has to satisfy fairly relaxed prerequisites.

Definition 3.4.1. A map f : N → M is said to be transverse to a submanifold
L ⊂ M if whenever f (p) = q ∈ L we have that

Tq M = TqL + d fp(TpN).

▲

This notion is readily extended for immersed submanifolds i : N ↪→ M and
leaves L of a foliation F . We say a submanifold is transverse to a foliation if it
is transverse to all leaves it intersects of that foliation. Note that geometrically
the different leaves of a foliation never intersect, and by transversality of the
submanifold to the leaves, the intersections with the leaves each individually
have measure 0. We see that the foliation hence readily descends onto a foliation
of the submanifold.

Lemma 3.4.2. If N is a transverse manifold to F , then there is an induced foliation
FN of codimension (m − k) on N, where the leaves are given by λp := N ∩ Lp for
p ∈ N.

Proof. We shall look pointwise, so pick two vector fields X, Y defined on Tλp.
Clearly Tλp ⊂ TN and as N certainly is a submanifold we have [X, Y] ∈ TN.
However, similarly Tλp ⊂ TLp, which also by virtue of being a submanifold
satisfies [X, Y] ∈ TLp. It follows [X, Y] ∈ TN ∩ TLp = Tλp. Hence, λp is a
submanifold of N. ■

The above is an example of a subfoliation, the notion of which is most easily
formalized using the language of distributions.

Definition 3.4.3. Let F1 and F2 be the distributions associated with two foliations
F1 and F2. Then F2 is a subfoliation of F1 if F2 is a vector subbundle of F1. ▲
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This formalizes the geometric notion that the integrable manifolds of F2, hence
the leaves of F2 are nicely contained within the integrable manifolds of F1,
hence the leaves of F1.

Example 3.4.3.1. Observe R3 and foliate it by the level sets of the following
smooth function

f (x, y, z) = sin(πy)(x − 1
2 )− z,

and denote the corresponding distribution by ξ. We can visualize this as a
2-dimensional foliation by planes with a little wave in them. Readily we see
that it induces a subfoliation on R2 defined as taking the x, z, denote each
corresponding distribution by the y-coordinate of the plane ξy. Note these are
line sub-bundles, hence are span at a point by a single vector field. Now via
the universal covering of π : R → S1 we can try to descend this foliation on
products of S1.

We can easily take the quotient in the z-direction, as we see the foliation is
invariant in this direction. It is also clear we can take the quotient in the y-
direction, as f is periodic in the y-direction with period 2. We have now already
descended to a foliation, and corresponding distribution ξ, on R× S1 × S1. And
correspondingly a subfoliation, and hence subbundle ξy, of R × S1. Where this
subfoliation is given by line bundles with slope sin(πy).

However, note such a quotient cannot possibly exist in the x-direction. If such
a quotient did exist, then we would have induced sub-foliations of copies of
tori where some ξy are pointwise span by irrational vector fields, and other are
span by rational vector fields. However, via the foliation on the ambient space,
we have induced flows, hence diffeomorphisms, between subfoliations. This
would imply some diffeomorphism between S1, the periodic orbits, and R, the
aperiodic orbits. This cannot possibly exist. ♦

Figure 9: Foliation of R3 subfoliating R × S1 but not T2
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3.5 Coorientation and Transversals

So far we have given ways of constructing foliations. Foliating a manifold is
in itself be a useful operation: it simplifies higher dimensional manifolds by
breaking it up into lower dimensional parts. Furthermore, foliations often arise
from some other structure, and these in turn apply some rigidity to the foliation,
which translates to some structure on the entire foliated manifold. Let us define
some properties of foliations.

First remark that like distributions, codimension 1 foliations can be cooriented.

Definition 3.5.1. A codimension 1 foliation F of a smooth manifold M is
coorientable if for each leaf L ⊂ F the normal bundle νL is trivial. ▲

Similar to distributions we have the corollary of lemma 2.4.4 of orientability
applying to foliations.

Corollary 3.5.2. If M itself is already orientable, then coorientability is equivalent to
orientability.

Similarly, as a corollary of lemma, 2.4.3 we can apply Frobenius’ to foliations
and obtain the following result.

Corollary 3.5.3. A codimension 1 foliation F is coorientable if and only if there exists
a non-vanishing 1-form α ∈ Ω1(M) such that α|L = 0 for each leaf L ⊂ F .

We recall earlier that choosing a coorientation was geometrically equivalent to
choosing a well-defined transverse direction of the submanifold. For codimen-
sion 1 foliations, this is necessarily a one-dimensional story. There is some use
to extending this notion to higher dimensions.

Definition 3.5.4. Let M be an m-dimensional manifold, and F a k-dimensional
foliation. A transversal τ to a foliation F is a submanifold of M of dimension
n := m − k such that at each x ∈ τ ∩ L we have Tx N ⊕ TxL = Tx M. ▲

Note there is subtle difference between a transversal and being transverse. A
transversal is a transverse submanifold with the added property the dimensions
add up to the ambient space. If we again choose a local coordinate chart in
which the foliations are flat, meaning a coordinate chart of M in which the leaves
are k-dimensional planes by keeping the last (m − k) coordinates constant, then
a transversal is given by an n-dimensional plane keeping the first k coordinates
constant. We can centre the chart around a transverse leaf to obtain the first n
coordinates to be 0.

3.6 Distinguishing Foliations

Almost any manifold M can be foliated in a multitude of different ways.
However, every foliation of the same dimension k locally looks like flat non-
intersecting k-planes of Rm. We would like to have some more tools in order to
discern different types of foliations.
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3.6.1 Holonomy

If one imagines moving along the surface of a leaf, then other leaves of the
foliation can either diverge or asymptotically approach the leaf we are in. This
is roughly what the notion of holonomy is.

For the sake of visualization let F be a codimension 1 foliation. Transversals τ
of the foliation are then given by lines which locally intersect a leaf L at a single
point. Denote by τp the transversal intersecting Lp at the point p, and denote by
τq another transversal intersecting the same leaf Lp at some other point q.

We can join the points p and q by some path γ : I → M laying completely in
the leaf Lp. Denote the points in γ by their time coordinates. Now as F by
definition is accompanied by a foliated atlas, we can use a collection of foliated
charts {(Ut, ϕt)} for all t ∈ γ to cover γ. As γ is a proper map as I is compact,
the path itself is compact. Because of this compactness we can extract a finite
subcover indexed by i for i ∈ [0, N] ⊂ N with the properties that

[γ(ti), γ(ti+1)] ⊂ Ui,

furthermore they are ordered in the order in which they cover γ such that
consecutive charts overlap:

Ui ∩ Ui+1 ̸= ∅.

We call this a chain subordinate to γ.

Denote a chosen transversal passing through a chosen point ti ∈ Ui ∩Ui+1 by τi
and set τ0 = τp and τN = τq. We can now use the foliated charts, together with
the path defined on the leaf, to define transport of transversals to transversals
as follows. Choose a point x ∈ τ0 ∩ U0, a point on the transversal which is
sufficiently close to the starting point of the path p, such that the x projects onto
p via the transversal. Now follow the path γ till a point t1 ∈ τ1 ⊂ U0 ∩ U1,
where τ1 a chosen transversal. Locally the transversal τ1 intersects the leaf Lx
at a unique point, denote it by y. As such a unique point can be found for any
point x ∈ τ0 sufficiently close to p, we define a map h0,1 : τ0 → τ1.

Now as h0,1(x) := y is in the overlap of charts, we can repeat the same process to
map this point to another unique point on the transversal τ2 in the next overlap.
We have now mapped x to some point in the overlap U1 ∩ U2, let’s call this
point

h0,2(x) := h1,2(y) = h1,2 ◦ h0,1(x).

It is clear to see this process can be done iteratively for the entire path, and
moreover, the starting transversal can also be changed. Also remark we never
truly used the dimension of the manifold, nor the foliation, only some basic
assumptions which apply to any connected manifold and foliation of higher
dimension than 1. Please do note that the transversals are now no longer given
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by lines, but rather by (m − k) dimensional transverse manifolds, which locally
look like D(m−k) discs. Keeping all else the same we define a collection of maps:

hi,j : Ui → Uj,

for a general foliated chain subordinate to γ on a manifold M, and compose
them together to obtain the following definition.

Definition 3.6.1. Let M a manifold foliated by F , let γ be a path connecting two
point p, q of a leaf, and lastly let hi,j be defined as above. Then the holonomy of
F along γ is the total composition

hγ = hN−1,N ◦ . . . h0,1.

hγ is called a holonomy map. ▲

Figure 10: Holonomy map hγ

It is a fact, we leave unproven, that the holonomy both does not depend on
the chosen foliated charts. Moreover, we will show it does not depend on the
chosen transversals τi for 1 ≤ i < N up to conjugation.

Now as mentioned in the introduction, we are interested in where we are
transported to, when we move along the leaf all the way up to when we re-
encounter our starting neighbourhood of a point. This is the case when the
starting and ending transversal are the same, in fact, when this is the case we
have the following interesting property of holonomy maps.

Lemma 3.6.2. If fγ is defined using transversals τ0 = τN , and gγ is defined using
transversals σ0 = σN then they differ by conjugacy by diffeomorphisms.

Proof. Let us first assume for generality that τ0 ̸= τN and σ0 ̸= σN . We can
still use the foliated charts in possibly smaller neighbourhoods U0 of t0 and
UN of tN . In these foliated charts we can project σ onto τ via π0 : σ0 → τ0 and
similarly for πN . Locally these are diffeomorphisms. It is then clear to see:

gγ = π−1
N ◦ fγ ◦ π0.
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It follows readily that if the starting and ending transversal are the same that
this becomes

gγ = π−1
0 ◦ fγ ◦ π0.

■

Now calling this property a conjugacy property alludes to group theory. In fact,
as preparation for defining a so-called holonomy group, we would like to have
some kind of group structure on holonomy maps. Note fγ in the above defines
a map from the starting transversal τ0 to itself. Moreover, it is clear to see that
for any holonomy map for any closed loop γ, it maps the base point of the
transversal back to itself. Denoting the base point by x, we have the property

fγ(x) = x.

As all holonomy maps agree at this point, an obvious equivalence class would
be to look at germs around this point.

Definition 3.6.3. For a chosen transverse τ of F containing x we define a map
germ G(τ, x) as equivalence classes of holonomy maps f : Dom( f ) ⊂ τ → τ
such that they agree on some neighbourhood of x in τ. ▲

We have a readily defined group structure on this space.

Lemma 3.6.4. The space G(τ, x) has a group structure given by composition.

Proof. This is a quick check of properties. Note that f ◦ g is a well-defined map.
Furthermore, if some map g′ agrees with g on some neighbourhood around x,
and similarly for f and f ′. Then f ◦ g agrees with f ′ ◦ g′ on some neighbourhood
contained in both. Hence, [ f ] ◦ [g] = [ f ◦ g]. Note we have an identity holonomy
map given by the null-loop, and an inverse of each holonomy map given by the
reverse loop. ■

If we define the transversals to be the same, then we have implicitly defined γ
is a loop. As a consequence that both the choice of chains subordinate to γ and
intermediate transversals do not matter, we get the following result.

Lemma 3.6.5. If γ0 and γ1 are homotopic paths. Then fγ0 = fγ1 .

Sketch of Proof. Denote by H the homotopy relative to their endpoints. Given a
chain subordinate to γ0 it follows that this chain is also subordinate to a small
enough perturbation γε, hence they define the same holonomy map. Iteratively,
γε has its own subordinate chain, and we can use this chain to move even
further up to homotopy. It follows that the holonomy maps of γ0 and γ1 agree.
Setting the starting and end point to be equal applies this proof to loops. ■
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We have a group structure on the fundamental group of a leaf with fixed base
point given by concatenation of loops. We have shown above that homotopic
loops define the same holonomy map germ. Lastly it is not difficult to see that

fγ1∗γ2 = fγ2 ◦ fγ1 ,

meaning the holonomy map of a concatenation agrees with the composition of
individual holonomy maps. We arrive at the following.

Lemma 3.6.6. There is a group homomorphism

Φ : π1(L, x) → G(τ, x),
[γ] 7→ [ fγ].

Now we define the image of this map

Hol(L, τ, x) := Φ(π1(L, x))

as the holonomy group of L with respect to τ and x. However, by lemma 3.6.2,
the chosen transversal did not matter up to conjugacy by diffeomorphisms. So
we prefer to rather look at the conjugacy classes of this image

Hol(L, x) := Cl(Hol(L, τ, x)).

Moreover, if we have chosen another x′ in L, any path δ from x to x′ defines an
isomorphism

δ∗ : Hol(L, x) → Hol(L, x′),
Φ([γ]) 7→ fδ ◦ Φ([γ]) ◦ fδ−1

.

Thus, in a very similar construction as to how we generalize π1(L, x) to just
π1(L), we get the following general definition.

Definition 3.6.7. The holonomy group Hol(L) is defined as any group isomor-
phic to Hol(L, x). ▲

When looking at G(τ, x), we are looking at germs of diffeomorphisms leaving x
fixed. We are free to look at germs of diffeomorphisms up to a certain degree,
equivalent to how we look at k-jets in A. A specifically recurring type is that
of linear holonomy, where we take map-germs up to first degree equivalence;
k = 1-jets. In this case it might be useful to interpret the spaces as follows. If F
has codimension q, then the transversals τ have dimension q. Via charts centred
around x we obtain a diffeomorphism G(τ, x) ∼= G(Rq, 0). Now note that the
linearization of G(Rq, 0) at 0 is precisely GLq(R).

Definition 3.6.8. The linear holonomy group dHol(L) of L is defined as any
group isomorphic to Cl(T0 ◦ Φ(π1(L, x))), where T0 ◦ Φ(π1(L, x)) is diffeomor-
phic to some subgroup of GLq(R). ▲
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Unpacking the definition; conjugation classes fix the issue of choosing a base-
point, and linearization is done by taking equivalence up to first derivative at a
base-point identified with 0 under a chart.

In practice, we will often work with any Hol(L, τ, x) representing Hol(L). Fur-
thermore, it is often very useful to keep the group homomorphism Φ derived
in lemma 3.6.6 in mind when calculating the holonomy group. In fact, it is
clear that any contractible leaf has trivial fundamental group π1, and hence the
holonomy group of any such leaf will be trivial.

Definition 3.6.9. We say a leaf L of a foliation F has trivial holonomy if
Hol(L) = [id]. If all leaves of the foliation have trivial holonomy, then F
is a foliation without holonomy. ▲

Corollary 3.6.10. Any foliation with contractible leaves, or any foliation of a con-
tractible space, has trivial holonomy.

Let us gain some more intuition for the holonomy of a foliation by treating some
examples.

Example 3.6.10.1. Observe the torus foliated by vector fields of irrational slope.
Because the leaves of this foliation are immersed copies of R, it follows this
particular foliation has no holonomy. ♦

Example 3.6.10.2. Observe the torus foliated by vector fields with rational slope.
In this case the leaves of the foliation are embedded copies of S1, of which we
know π1(S1) = Z. So we might actually find some holonomy. But there is really
only one possible unique loop: moving around the same orbit once or multiple
times. Now choose a convenient the longitudinal. It is clear the holonomy map
of this path on this transversal is simply the identity. Hence, we conclude this
foliation, too, has no holonomy. ♦

Example 3.6.10.3. Let M be the mapping torus of the identity on the torus:

M :=
I × T2

(0, x) ∼ (1, x)
.

This is in fact a fibre bundle over S1 with fibres T2. As in lemma 3.2.3 define a
2-dimensional foliation where the leaves are given by copies of T2. We know
π1(T

2) = Z2, so there is again a possibility of holonomy. As a transversal
choose the base space S1. It is clear that by property of a fibre bundle π : T2 →
S1 is a single point for each torus. So either generator of π1(T)2 has as image the
trivial holonomy map. We conclude that this foliation, too, has trivial holonomy,
even though both the ambient space and the leaves are non-trivial. ♦

The first two examples show that, even though holonomy of a foliation is an
invariant of the foliation, it may not always be enough to distinguish two
different foliations which might be fundamentally different. Whilst the last
example shows it might generally be difficult to guess what the holonomy is by
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just looking at the space. But let us revisit our example of the Reeb foliation the
visit one of the first non-trivial examples of foliation with holonomy.

Example 3.6.10.4. In example 3.2.4.3 we studied and derived a way to foliate
the general product of S1 × Dn−1. The interior of S1 × Dn−1 was foliation by
Rn−1 planes, whilst the boundary was a copy of S1 × Sn−2. In the case of n = 3
we get a foliation of the solid torus.

Observe S3 as R3 ∪ {∞}. This gives us a way to split S3 as the gluing of two
solid tori along a boundary regular torus. For a quick geometric intuition this
is done as follows. First embed the first solid torus with its usual geometric
representation in R3. The strictly positive and negative complement of this
embedding, minus the complement in the xy-plane, can be fibred by discs
projecting on longitudinal circles of the first embedded torus. So now we
have decomposed S3 in three parts: a solid torus, an interval of discs I × D2,
and the remaining plane plus infinity R2\D2 ∪ {∞}. Note this last part is
homeomorphic to (R2 ∪ {∞})\D2 ∼= S2\D2 ∼= D2. It is exactly this D2 which is
the boundary of the interval of discs I × D2, and hence we obtain another copy
of T2

S, glued to the other copy of T2
S via the boundary torus.

Now Reeb foliate both tori. As there is no interaction of their leaves, except their
boundary leaf, which is nicely glued together, this foliation of T2

S ⊔T2
S descends

onto a foliation of S3. We now have a 2 dimensional foliation of S3. We recall
that the interior of the Reeb foliation where copies of euclidean planes. So the
only leaf possibly admitting a non-trivial holonomy, is exactly this special T2

leaf. The Reeb foliation of the inner torus looks as expected. The Reeb foliation
of the outer torus has its R2 leaves wrapping asymptotically ever closer towards
the inner torus. The tops of the swirls stack through the hole of the inner torus
towards infinity.

Recall again that π1(T
2) = Z2. And let the generators be a meridian and a

longitude. Now pick a transversal τ as follows: for a point p on the torus, move
upwards towards into R3

+ all the way up to {∞}, after passing to {∞}, we can
move on upwards, but now we are moving away from {−∞} through R3

−, back
to p. Now call the meridian m and the longitudinal l. Let us start with the
holonomy of m. If we pick a point x outside the common torus, then the leaves
appear to wrap ever closer if we move along m, so the holonomy map fm is
non-trivial, and maps x closer and closer to p. However, if we pick a point x
inside the common torus, then the leaves are constant level when moving along
m, so we have trivial holonomy. Conversely, if we investigate the holonomy
map fl the opposite is true. The leaves outside the common torus seem to be
level when moving along l, so have trivial holonomy, but the leaves inside the
common torus wrap ever closer and closer, so have non-trivial holonomy. So
we have two independent generators of Hol(T2) ∼= Z2. ♦

Now we have a firmer grasp on what the holonomy of a foliation is, and how to
calculate them. Let us derive two more situations in which we can readily say
the holonomy of a foliation is trivial.
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Figure 11: Meridian cross-section with transversal

First, recall that by theorem 2.3.8 any non-vanishing closed 1-form α on a smooth
manifold M defines a smooth codimension 1 foliation via its kernel distribution
ker(α). Then the following lemma says it has trivial holonomy.

Lemma 3.6.11. The smooth coorientable codimension one foliation defined via a non-
vanishing closed 1-form α has trivial holonomy.

Proof. As our codimension one foliation F is coorientable, one we have chosen
a Riemannian metric on M, we can readily define a nowhere vanishing perpen-
dicular, hence transverse, vector field to the leaves of the foliation. Now fix a
leaf L of the foliation, together with an immersed loop γ in L. Use the flow of X
to define an immersed cylinder, that is to say: define ψ : S1 × (−ε, ε) =: C → M
as

(θ, t) 7→ ϕt
X(θ),

remark that this is also an immersion.

Now define the pullback form on C by pulling back α via ψ. And note that this
pullback form is closed via

d(ψ∗α) = ψ∗dα = 0.

This again defines a codimension one foliation ψ∗F , but now of C via ker(ψ∗α).
Not that this foliation is exactly given by the pullback of the cuts of F with our
immersed cylinder.

Now choose a transverse τ = θ × (−ε, ε) to calculate the holonomy. The base
leaf of this holonomy is S1, and we know π1(S1) = Z, so we only have one
possible loop along this leaf, and it is generated by this element. Denote by f
the holonomy map of this generator, meaning that for a p ∈ Dom( f ) ⊂ τ we
have f (p) = q. If f is trivial, then f (p) = p for all p. Now choose a p ̸= θ in τ.
Observe the region R ⊂ C enclosed by first the base leaf b := S1 × {0}, second
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the segment l ⊂ Lp connecting p and q along Lp, and lastly the straight segment
δ connecting p and q along τ. We then see

0 =
∫

R
d(ψ∗α)

=
∫

∂R
ψ∗α

=
∫

b
ψ∗α +

∫
l
ψ∗α +

∫
δ

ψ∗α

=
∫

δ
ψ∗α,

where in the second the last step we use the fact that both b and l are pullbacks
of ker(α). We conclude this equality only holds if δ = 0, as τ was transverse to
ker(α) and α was nowhere vanishing. As a result it follows f (p) = p, hence we
have trivial holonomy. ■

Figure 12: Trivial holonomy on ker(α)

The converse of this statement is a deep theorem by Sacksteder, which we will
not prove, but mention.

Lemma 3.6.12 (Sacksteder). Let F be a smooth codimension one foliation of a smooth
manifold M. Then F has trivial holonomy if and only if F is topologically equivalent
to a foliation defined by a closed 1-form.

Now the other situation where we can readily say the foliation is trivial, follows
directly as a corollary of this theorem.

Corollary 3.6.13. Any codimension 1 foliation which fibres over S1 has trivial holon-
omy.

Proof. Choose a non-vanishing 1-form θ on S1, and let π : M → S1 be the
projection of the fibration. Then as θ is closed by dimensionality, it follows π∗θ
is a closed non-vanishing 1-form on S1, hence defines a codimension 1 foliation
with trivial holonomy. ■
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We can now in fact combine several results together in the following big theorem
due to Tischler.

Theorem 3.6.14 ([Tis70, Tischler]).
Let M be a closed smooth manifold, then the following are equivalent:

1. M has a closed nowhere vanishing smooth 1-form.
2. M admits a codimension one smooth foliation without holonomy.
3. M admits a codimension one smooth foliation which is invariant by a transverse

vector field.
4. M fibres over S1.

Proof. The theorem by Sacksteder 3.6.12 already implies the equivalence be-
tween statements 1 and 2.

Now we will show statement 3 implies statement 1. So assume such a transverse
vector field X to a codimension one foliation F exists and denote its flow by
ϕt

X . Now given a point p ∈ M, choose a foliated chart (U, ψ) centred around p.
Note that locally ψ(ϕt

X) ∈ Rn−1 × {t}, so locally the leaves of F are taken to be
Rn−1 planes having the last coordinate constant, and it is along this coordinate
the flow of X points. Define a projection onto the time coordinate of the flow
by defining π : Rn−1 × R → R as projection onto the last coordinate. Then
π ◦ ψ(q) ∈ R projects a point q in M to the time coordinate needed to flow from
the leaf Lp upwards to q. We can define an exact 1-form on U via

ωU := d(π ◦ ψ).

We can extend this to a smooth nowhere vanishing 1-form ω on M. Given
two foliated charts (Ui, ψi) for i = 1, 2 which overlap, and respectively define
ωUi := ωi then we see

ω1|U1∩U2 = d(π ◦ ψ1)|U1∩U2

= d(π ◦ ψ1 ◦ ψ−1
1 ◦ ψ2)|U1∩U2

= d(π ◦ ψ2)|U1∩U2

= ω2|U1∩U2 .

Now we see ω is a smooth nowhere vanishing 1-form on M, it is even exact,
so in particular it is closed. Now lastly because π ◦ ψ ◦ ϕt

X = t by definition, it
satisfies the following property.

((ϕt
X)

∗ω)(X) =
d
dt
((π ◦ ψ)(ϕt

X)) = 1,

and thus LXω = 0 by Cartan, thus X preserves the foliation of ω.

Now note that 4 readily implies 2 via lemma 3.6.13, as we can use the fibres,
which are necessarily of codimension one, as a foliation, and have trivial holon-
omy as they fibre over S1.
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Now Tischler proved that statement 1 implies statement 4, and hence we have
an equivalence of all statements. The proof relies on some concepts related to
the de Rham isomorphism, a quick recollection of which is given in appendix B.

The crux of Tischler’s proof lies in the fact that any non-integral de Rham class
can be approximated by at least a rational de Rham class. This is essential as a
priori the resulting foliation of a closed 1-form need not be closed, hence cannot
fibre over S1. As is for example the case for the irrational foliation of the torus.

Let α be the closed nowhere vanishing smooth 1-form as in the assumption.
Now as M is a closed manifold, each Hn

dR(M) is of finite rank, related to the
familiar Betti numbers. Let k be the rank for n = 1. Choosing a basis ωi
generating H1

dR(M; Z), we can write

α =
k

∑
i=1

ciωi + dh

for real numbers ci and some h ∈ C∞(M).

As described in B, we can now choose a collection of maps fi : M → S1 each
with the property

f ∗i µ = ωi − dhi.

Now we rewrite α in the following form:

α =
k

∑
i=1

ci f ∗i (µ) +
k

∑
i=1

cidhi + dh.

Now remark that as M is by assumption compact, the image of any smooth
function g(M) is some closed interval in R. As additionally M is without
boundary, g can pass to a quotient S1 of R. Denote by π : R → S1 the projection,
now we can write for any sum of pullback form and exact form

f ∗i (µ) + dg = ( f ∗i + π ◦ g)∗(µ).

Now by slight abuse of notation we define

f ∗i (µ) =
(

fi + π ◦ (hi +
h
C
)

)∗
(µ),

where C = ∑i ci. Use this to rewrite α in the following appealing form

α =
k

∑
i=1

ci f ∗i (µ).

Now choose a Riemannian metric on M with an induced norm. Then as Q is
dense in R, we can choose rational numbers with a common denominator ni

m
such that

∥α − 1
m

k

∑
i=1

ni f ∗i (µ)∥
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becomes arbitrarily small. Define

β :=
k

∑
i=1

ni f ∗i (µ).

By non-vanishing of α, we have that β is non-vanishing as well. Furthermore, µ
was closed, hence f ∗i µ is closed, thus β is a closed, non-vanishing 1-form on M.
More importantly, as the result of all the above machination, we see that

Per(β) =

〈
k

∑
i=1

∫
γ

ni f ∗i (µ) | γ ∈ H1(M; Z)

〉
= ⟨λγ ∈ Z⟩ < (Z,+),

and so β is in fact an integral 1-form. Recalling the bijection between functions
M → S1 and integral 1-forms, we define f : M → S1 as the smooth function
such that f ∗µ = β, and we readily see it must follow

f =
k

∑
i

ni fi.

We conclude f : M → S1 is non-vanishing, and hence a proper, surjective,
smooth submersion. By lemma 3.2.2 this defines a fibre bundle over S1.

Lastly, statement 4 implies statement 3. Assume M fibres over S1. Then define
∂t as the vector field transverse to the fibres. The codimension 1 foliation of the
fibres is naturally defined by ker(π∗dθ), where π : M → S1 and [dθ] ∈ H1

dR(S
1).

It follows that
L∂t(p∗dθ) = di∂t(p∗dθ) = 0.

■

The following corollary shows that having multiple such closed non-vanishing
1-forms gives a fibration over a torus.

Corollary 3.6.15. If M admits k closed linearly independent non-vanishing smooth
1-forms ω1, . . . , ωk, then M fibres over the torus Tk. Equivalently M admits a k-
dimensional foliation whose leaves are diffeomorphic to Tk

Proof. If we denote the induced map by ωi by fi then we get a proper, smooth
surjective submersion

F : M → S1 × · · · × S1 ∼= Tk,
p 7→ ( f1(p), . . . , fk(p)).

Hence, by lemma 3.2.2 we have a fibre bundle. And by 3.2.3 we have a foliation
where the leaves are Lp ∼= Tk ■
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In fact, one might readily see the resemblance to the Arnold-Liouville theorem
2.5.11, which postulates that the compact and connected level sets of any in-
tegrable Hamiltonian system are diffeomorphic to k-tori. This was done by
using the symplectic form ω to define k linearly independent closed nowhere
vanishing 1-forms d fi = ωi := iXi ω, where Xi was a Hamiltonian vector field
of a smooth function fi : M → R.

3.6.2 Godbillon-Vey Invariant

Another invariant of foliations is the Godbillon-Vey invariant. Recall from
lemma 2.4.3 that any codimension one distribution ξ was coorientable if and
only if it was the kernel distribution of some nowhere vanishing 1-form. By
Frobenius’ theorem 2.3.8 we get the corollary that if ξ = ker(α) defines a
codimension one foliation, then α ∧ dα = 0. As a consequence it must follow
that we can write

dα = α ∧ β

for some non-vanishing 1-form β. Note by differentiating we get

0 = dα ∧ β − α ∧ dβ = −α ∧ dβ.

And so we similarly deduce that

dβ = α ∧ θ,

for some non-vanishing 1-form θ. This is where this process stops, however, let
us observe the 3-form β ∧ dβ. Differentiating this we obtain

d(β ∧ dβ) = dβ ∧ dβ − β ∧ d2β = 0,

so this 3-form is in fact closed. So we conclude

[β ∧ dβ] ∈ H3
dR(M).

Definition 3.6.16. The 3-form β ∧ dβ as defined above is called the Godbillon-
Vey form. And [β ∧ dβ] is the Godbillon-Vey class denoted gv(F ). ▲

Now the interesting part is that this is an invariant of the foliation F .

Lemma 3.6.17. Let F be a coorientable codimension 1 foliation defined by a non-
vanishing 1-form α. Then the cohomology class of the Godbillon-Vey form [β ∧ dβ] ∈
H3

dR is an invariant of F .

Proof. The proof boil down to showing it is independent of choice of α and β.
Let us first show that the class [β ∧ dβ] is invariant under choosing a different
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β′ = β + f α, for some f ∈ C∞(M) which still has the property dα = α ∧ β′.
From some algebraic manipulation it follows rather readily that

β′ ∧ dβ′ = (β + f α) ∧ d(β + f α)

= β ∧ dβ + β ∧ d f ∧ α

= β ∧ dβ + dα ∧ d f
= β ∧ dβ + d(α ∧ d f ),

so β′ ∧ dβ′ ∈ [β ∧ dβ]. Now if we scale α by some function g which is non-
vanishing on M, then it still defines the same kernel, and hence foliation. So let
α′ = gα, then we see:

dα′ = dg ∧ α + gdα

= dg ∧ α + gα ∧ β

= dg ∧ 1
g α′ + α′ ∧ β

= d log(g) ∧ α′ + α′ ∧ β

= (d log(g)− β) ∧ α′.

Note if we define β′ = d log(g)− β, we see β′ ∈ [β]. If β and β′ are cohomolo-
gous, then dβ = dβ′. As a consequence [β′ ∧ dβ′] = [β ∧ dβ].

We conclude the Godbillon-Vey class is an invariant of F . ■

Even though the Godbillon-Vey class is readily calculated and proved, it is more
unintuitive to find a geometric interpretation of this invariant. We will presently
give such a visualization in the form of defining a concept of infinitesimal
holonomy.

We have shown that in the case ker(α) defines a foliation, we get for free a
1-form β with the above properties. One visualizes ker(α) as globally defined
hyperplanes, and one can locally visualize ker(β) similarly. Note that it need
not be globally, as ker(β) need not define a regular foliation. However, locally,
by property of dα = α ∧ β, we obtain than whenever β does not vanish, the
kernel of dα can be seen as the intersection of the hyperplanes

ker(dα) = ker(α) ∩ ker(β).

Now to define the holonomy of a foliation, we had to make a choice of transver-
sal. We have shown before in lemma 3.6.2 that the choice of transversal did
not matter up to conjugation by diffeomorphisms. However, having the codi-
mension one foliation defined by the kernel of a non-vanishing 1-form gives
us a canonical choice of transversal. The non-vanishing 1-form α defines a
coorientation, aptly also called a transverse orientation, as is outlined in section
2.4. This is specifically a choice of linear transversal, namely the fibre of the
trivialized normal bundle:

ϕ : π1(L, x) → G((νL)x, 0).
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Figure 13: Interaction of kernels

Moreover, as we are working with a codimension 1-foliation, we obtain that the
linearization of G((νL)x, 0) is diffeomorphic to GL1(R) = R∗, the multiplicative
group of the reals. Hence, the linear holonomy group dHol(L ⊂ ker(α)) canon-
ically acts on fibres of the normal bundle of L by non-zero scalar multiplication.
Thus, we obtain that α induces a map α∗, which provides us a way to canonically
measure linear holonomy. It associates to a linear holonomy map T0 fγ for each
γ ∈ π1(L, x) an element in the scalar multiplicative group:

α∗ : π1(L, x) → R∗,
γ 7→ α∗(γ).

An added benefit of having canonically defined transversals is that we can
extend this notion to any infinitesimal subsection of γ. Let γ̇ be the velocity
vector of γ. Via Cartan’s formula we deduce

Lγ̇α = diγ̇α + iγ̇dα = iγ̇(α ∧ β) = −β(γ̇) · α.

This clarifies the notion we set to introduce: β defines some infinitesimal holon-
omy along γ. The interpretation of this is if β(γ̇) < 0 then the leaves have
diverged along γ, similarly β(γ̇) > 0 implies the leaves have converged. If
β(γ̇) = 0 then the leaves have stayed constant on this part. Moreover, recall we
could visualize ker(dα) = ker(α) ∩ ker(β), so the line field on ker(α) defined
by this intersection, is precisely the directions along which the leaves reflect
parallel to each other.

Now as a result it must follow that when integrated over the entire path γ, the
infinitesimal holonomy has to add up to the linear holonomy∫

γ
β = α∗(γ).

Also note β is leaf-wise closed, as dβ is some multiple of α, whose kernel exactly
defines the leaves. Moreover, this also nicely agrees with our preconception
that null-homotopic leaves should have trivial holonomy. Indeed, if each leaf
is null-homotopic, then by definition γ = ∂D for some contractible disc fully
contained in the leaf. We observe that∫

γ:=∂D

β =
∫

D
dβ = 0,
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by closedness of β leaf-wise. Now by closedness of β on each leaf, we get that
although β may not define a codimension one foliation of M, it does define
a codimension one, possibly singular, subfoliation of ker(α). This line field
coincides precisely with the aforementioned ker(dα) = ker(α) ∩ ker(β).

Now we will finally conclude how the above discussion will aid us in visualiz-
ing the Godbillon-Vey invariant. Recall these lines on ker(α) precisely define
paths along which the leaves run perfectly parallel to each other: there was
no infinitesimal holonomy. Moving into the direction defined by the natural
coorientation of ker(β) means β(γ̇) = 1, or some other positive constant, thus
the leaves pinch together. Conversely, moving in the opposite direction, the
leaves open up.

Now, and this concept will be central in contact geometry, if β ∧ dβ ̸= 0, then
ker(β) cannot possibly define an integral manifold. It must follow the line fields
on nearby leaves must constantly be changing, and hence the way the leaves
are pinched together must constantly be changing. As we will explore further
in section 4.1, this change is visualized by twisting of the hyperplanes defined
by ker(β), hence the leaves of ker(α) have some helical pinching [Thu72].

Figure 14: Helical Wobble [Thu72]

Which gives us a fairly geometric intuition of the Godbillon-Vey invariant.

Let derive some properties of this invariant. Recall that by Sacksteder’s theorem
3.6.12 we have that any codimension one foliation which has trivial holonomy
is topologically equivalent to a foliation defined by a closed 1 form. And so as a
corollary we get the following.

Corollary 3.6.18. Let M a closed smooth manifold and F is smooth codimension one
foliation. If F has trivial holonomy, then gv(F ) = 0.

Now let M be a smooth 3-manifold, and F a coorientable codimension one
foliation. Because the Godbillon-Vey class in this case is a top form, it can be
integrated over M. Recall cohomologous volume forms define the same volume
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on M, so if we associate to gv(F ) its induced volume

gv(F )(M) :=
∫

M
gv(F ),

then we set the following lemma.

Lemma 3.6.19. For a three-dimensional manifold M;

• If M is closed, then gv(F )(M) ∈ R need not be zero.

• If M is open, then gv(F )(M) = 0 for any F .

Proof. The first statement coincides with the fact that a closed manifold is,
by definition, compact, hence there can be a defined volume. The second
statement follows that an open manifold if by definition non-compact. By
Poincaré duality the top singular cohomology group is isomorphic to the 0th
compactly supported cohomology group Hn

M
∼= H0

c (M). The latter is 0 if and
only if M is non-compact, hence every top-form Hn

M is exact, thus by Stokes’
theorem any integral over M is zero. ■

3.7 Taut Foliations

In the following section we introduce a special class of foliations with a certain
type of rigidity introduced to them called tautness. Even though the concept of
tautness can be generalized to both higher codimensions and dimensions, we
will focus our interests on the case where the ambient manifold is of dimension
three, and the foliation of codimension one, which is the form in which they
were first introduced. In this case we have the following definition.

Definition 3.7.1. A codimension one, cooriented, oriented foliation F of a
connected closed 3-manifold M is taut if for each leaf L ⊂ F there exists
an immersed smooth closed curve intersecting the leaf, and doing so only
transversely. ▲

We will from now on always assume F to be smooth of codimension one, coori-
ented and oriented, and M to be a smooth closed connected 3-manifold. Now
directly from the definition we can readily describe the following construction
of taut foliations.

Example 3.7.1.1. Let M be a closed connected 3-manifold, and let M fibre over
S1 with fibres L. This produces a foliation of M with leaves indexed by S1. The
monodromy map obtained by traversing S1 once, defines a homeomorphism
ϕ : L → L. It is with respect to this map that M can be seen as the mapping
torus M ∼= Lϕ. Now consider the immersed closed C0 curve c′ formed by
concatenating a path γ ⊂ L connecting a point p ∈ L with ϕ(p) ∈ L together
with the path τ ⊂ M defined by I × {p}/ ∼, of p passing through the mapping
torus Lϕ. It is clear τ is transverse to every leaf of the foliation except Lp. Via a
perturbation of c′ we produce c which is transverse to every leaf. ♦
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There are many equivalent definitions of taut foliations, we will not give all of
them, but will focus on a few which we will briefly introduce without much of
a proof.

The first of which we will introduce is that such perturbations as done in the
above example, can actually produce a single immersed closed curve passing
through all the leaves.

Lemma 3.7.2. If F is taut, there is a single immersed closed curve γ intersecting every
leaf transversely.

Keeping this very geometric picture in mind, the following equivalent definition
is not hard to intuitively imagine.

Lemma 3.7.3. There is no proper embedding i : N ↪→ M of a compact N for which the
boundary ∂N is tangent to F , and whose coorientation points everywhere inwards or
outwards of M. Such a submanifold is called a dead end.

Example 3.7.3.1. The Reeb foliation of the two torus cannot be taut, as the
boundary torus leaf is an embedded submanifold satisfying the hypotheses. ♦

In fact this is generalized to a definition-lemma combination.

Definition 3.7.4. Any properly embedded S1 × Dn−1 together with its Reeb
foliation, such that its boundary S1 × Sn−2 is tangent to F is called a Reeb
component of F . ▲

Lemma 3.7.5. Any foliation admitting a Reeb component cannot be taut.

The following equivalent definition serves more so as an explanation of the
name taut, and we will only mention it together with a slight sketch of the proof
to illustrate the moniker.

Lemma 3.7.6. A foliation F is taut if and only if there exists a smooth metric g on M
for which the leaves are minimal surface area surfaces.

We have not given a formal definition of what being a minimal surface area
means, but we will illustrate the intuitive part. If the induced volume form
on M restricts to an area form λ on each leaf L ⊂ F , then for any D ⊂ L we
have that for any other D′ ⊂ M with a shared boundary ∂D, and isotopic to
D relative to this boundary ∂D. We have that

∫
D λ ≤

∫
D′ λ′. Thus, one can

imagine the taut foliation to be the foliation pulled the most taut: any isotopy of
the leaves will produce leaves with a greater surface area, and hence we would
have to somehow stretch the leaves.

The last equivalence we will give, may be ever so slightly more abstract, but we
will make use of this in the context of contact structure and stable Hamiltonian
structures.

Lemma 3.7.7. A foliation F is taut if and only if there is a transverse flow which
preserves some volume form on M
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Proof. By assumption F was coorientable, so there exists some nowhere vanish-
ing 1-form which defines F via ker(α). Assume F is taut, and hence there exist
a single immersed transversal closed curve intersecting each leaf at a point p.
By dimensionality, we can perturb such an immersed curve to be an actual em-
bedding. Call each such curve τp. Construct a tubular open neighbourhood Tp
for each of these. By compactness of M it follows a finite sub-collection of these
cover M, call these Ti indexed by some I. Each such Ti is now an embedded
copy of the solid open torus ti : D̊2 × S1 ↪→ M.

Now given radius-angle coordinates (r, ϕ) define a closed non-vanishing 2-form
on D2 via β := (1 − r)dr ∧ dϕ, and note that it has the property β = 0 on ∂D2

but non-vanishing everywhere else. The projection π : D̊2 × S1 → D2 pulls
back this form to a non-vanishing closed 2-form ω′ := π∗β. Now using the
embeddings to define a family on non-vanishing closed 2 forms on each open
torus Ti via ωi := t∗i ω′. And define a non-vanishing closed smooth 2-form on
M by taking the sum of all these

ω := ∑
i∈I

ωi.

Now we define a volume form on M by setting

µ := ω ∧ α.

Note that by dimensionality the non-vanishing 2-form ω must have a one di-
mensional kernel, so define the rank 1 distribution to be ξ = ker(ω). Necessarily
the kernel of ω must point along τi the closed embedded curve transverse to
the leaves of F . So the distribution defined by ξ is transverse to F . Define a
constant non-vanishing vector field such that

⟨X⟩ = ξ,

and α(X) = 1. We see this preserves the volume form µ as we have

Lxµ = iXdµ + diXµ

= diX(ω ⊗ α − α ⊗ ω)

= 0.

And so any taut foliation preserves some volume form on M.

Conversely, let X be such a vector field. Assume on the contrary F is not taut,
and hence there is some properly embedded dead end N. The flow of X must
necessarily flow inside N. The integral curves defined by the flows of X are
compact, and hence must be compact in N. It follows N would compactly
embed into itself. As a result the area form cannot be preserved. ■

Example 3.7.7.1. Similar to the previous example. Let Σ be a closed surface
together with an area form σ, and let ϕ : Σ → Σ be some homeomorphism.
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Define the mapping torus Σϕ as usual. Then the pullback form of dt on S1 via
the usual projection π, together with the area form σ defines a volume form on
Σϕ. Defining the vector field on Σϕ as ∂t, we see

L∂t(π
∗dt ∧ ω) = 0.

Which is a different way to prove this fibre foliation is taut. ♦

55



4 STABLE HAMILTONIAN STRUCTURES

4 Stable Hamiltonian Structures

Equipped with a thorough understanding of distributions, integrability and
foliations, we are ready treat to direct precursor of stable Hamiltonian structures;
contact structures, which capture the idea of being maximally non-integrable.
After this has been done, we will finally introduce the definition of stable
Hamiltonian structures, and explain how they unify these seemingly opposing
of taut foliations defines by a closed 1-form and maximally non-integrable
distributions.

4.1 Contact Geometry

The natural mathematical framework for classical mechanics has been found
to be within the field of symplectic geometry. The underlying intuition is that
most mechanical system can be split up in a momentum-position configuration
which fully describes the system. One then defines a symplectic form as a
closed nondegenerate differential 2-form wedging differential positions with
differential momenta. By virtue of non-degeneracy of this form, symplectic
geometry naturally can only be applied to even dimensional manifolds.

Now given such a classical system, one defines the Hamiltonian h on it. The
Hamiltonian naturally can be seen as an energy function, and level sets of the
Hamiltonian correspond with configuration space of a certain energy level. By
virtue of the Hamiltonian, the level sets of h are symplectomorphic to embedded
Tm in our symplectic manifold, tangent to these surfaces were the Hamiltonian
vector fields.

To transform from one embedded torus to another is to intuitively transform an
integral manifold tangent to the Hamiltonian vector fields to another one with
the same properties. Recalling the narrative that integral manifolds represented
solutions to a system of homogeneous linear partial differential equations, this
means we are transforming one system of equations to another.

In its original terms a contact transformation is then a map one Pfaffian equation
to another:

dz −
p

∑
i=1

yidxi = 0 7→ f · (dz −
p

∑
i=1

yidxi) = 0. (4.1)

Where f ∈ C∞(R(2n+1)) does not vanish, at least locally. If we set α to be the
left-hand side of either equation, then the p is maximal in its property that
α ∧ (dα)p ̸= 0.

In order to gain some visualization, let us work locally. Now in a foliated chart,
a foliation locally looks like a collection of hyperplanes. Originally a contact
element was exactly that: a collection of hyperplanes. Observe the collection of
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hyperplanes in Rm × R given by the equations

z =
m

∑
i=1

pixi + C,

where now pi are real numbers. We see alternatively the entire collection is
defined by kernel of the 1-form

β := dz −
m

∑
i=1

pidxi.

The space of all such contact elements can be identified with R2m+1. In this case
β would have coordinates (xi, pi, z). We arrive back at the initially introduced
shape of equation (4.1). An element such as β are the precursor to contact forms.

Now a contact transformation, is in a sense equivalent to giving the flow of
a non-vanishing vector field X on M transverse to each hyperplane. In order
for X to be transverse to the kernel, one needs iX β ̸= 0. A consequence of this
property together with the fact that X has to preserve ker(β), is the Liouville-
esque property

LX β = diX β = f · β.

Now look back on equation (4.1), the contact element β, and the aforementioned
role of p. Note these are 1-forms, so by Frobenius’ theorem if and only if p = 0,
one has α ∧ dα = 0. Only in this case do we have a codimension one foliation of
our space of contact elements. Conversely, one sees that for β we have p = m,
so it is maximally away from Frobenius’ as can be. Geometrically this means
β ̸= β′ cannot be connected by a non-transverse vector field, which intuitively
is a desired property as otherwise the hyperplanes were not really distinct in
the first place.

One can observe we have an odd amount of variables in contact element space,
so this would be even codimension one foliation of an odd dimensional man-
ifold. Upon closer inspection one also sees that dα looks suspiciously like ω0
if we restrict it to a (x, y)-plane. It is in this context contact geometry arises
naturally as the odd-dimensional counterpart of symplectic geometry.

The theory of contact geometry is rich, we will give a brief oversight of basic
theory in order to ease the transition into stable Hamiltonian structures in the
following section.

4.1.1 Contact Manifolds

In the above we derived contact forms in the way they were initially stumbled
upon. However, as with many mathematical objects, this might not be the most
general, nor the most insightful way. In the following we will define contact
structures in their own right. For this section we will assume M to be a (2m + 1)
dimensional manifold.
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Let α ∈ Ω1(M) be a nowhere vanishing 1-form. Then we can define a rank
2m distribution ξ := ker(α) by virtue of Frobenius’ theorem. Remark that this
distribution is necessarily coorientable via lemma 2.4.3. Now recall that ξ was
integrable if and only if ξ was involutive. This necessarily implied for two
vector fields X, Y ∈ ξ, that

dα(X, Y) = X(α(Y))− Y(α(X))− α([X, Y]) = −α([X, Y]) = 0.

By the contrapositive we see exactly that if [X, Y] /∈ ξ implies ξ is non-integrable.

Now dα|ξ ̸= 0 still implies there might be a smaller kernel of dα contained in ξ.
Meaning even though dα is not identically 0 on ξ, there still might be a certain
direction X within ξ such that α([X,−]) = 0. This would imply that although
ξ might not be completely integrable, there might be some subdistribution of
ξ which is integrable. To make sure that ξ is non-integrable and any possible
subdistribution is also non-integrable, we have to place the demand

dα|ξ(X, Y) = 0 for all Y ∈ ξ if and only if X = 0,

in other words dα is non-degenerate when restricted to ξ. This property of ξ be-
ing non-integrable, together with any subdistribution may as well be interpreted
as being maximally non-integrable.

It is a well-known fact that for any 2-form, non-degeneracy implies it is of
maximal rank, so this condition is equivalent to demanding dα is of maximal
rank when restricted to ξ. As ξ is of rank 2m it follows (dα)m is nowhere
vanishing on ξ. Finally, we also have the corollary from theorem 2.3.8 that
α ∧ dα ̸= 0 as ξ was non-integrable. We combine the above discussion into the
following definition.

Definition 4.1.1. A contact form on a (2m + 1)-manifold M is a nowhere van-
ishing 1-form α with the property that

α ∧ (dα)m ̸= 0.

The contact structure is the resulting maximally non-integrable coorientable dis-
tribution ξ := ker(α). The pair (M, ξ) is called a contact manifold, sometimes
also denoted (M, α). ▲

Note that any scaling of α by a non-vanishing smooth function f ∈ C∞(M)
leaves ξ unchanged, this is motivates denoting only ξ instead of the specific
1-form used to construct it. Also remark that by virtue of α ∧ (dα)m being a
volume form, a contact form α defines an orientation on M and −α defines the
opposite orientation. As a corollary of lemma 2.4.4, ξ is necessarily coorientable
and orientable. Please take caution that literature often allows the contact form
to vanish, in which case the above conclusion do not hold in this generality.

Having defined what contact manifolds are, we are interested in isomorphisms
in between them, not surprisingly they are simply diffeomorphisms which
preserve the contact structures.
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Definition 4.1.2. Given two contact manifolds (M1, ξ1) and (M2, ξ2) a contac-
tomorphism is a diffeomorphism ϕ : M1 → M2 such that ϕ∗ξ1 = ξ2. ▲

Note the non-degeneracy of dα on a large even-dimensional part of the tangent
space, is the reason why contact geometry is often dubbed the odd-dimensional
counter-part of symplectic geometry. In fact, to drive home this point, observe
the following two lemmas.

Lemma 4.1.3. If α is a contact form on M, then dα is a symplectic form on ξ.

Note here we observe dα as a symplectic form of the symplectic vector space ξp.
Indeed, ξ is by definition maximally non-integrable, so it does not make sense
to look for a smooth structure.

Now observe that as α is the only defining form of ξ, it is a rank 2n distribution. It
follows TM/ξ is a rank 1 distribution. Furthermore, as dα|ξ is a non-degenerate
2-form, it follows it has 1-dimensional kernel. In fact, its kernel precisely
coincides with TM/ξ by property of α being a contact form. Thus, we can
define vector fields which precisely lie in ker(dα). Applying a normalization
condition, we obtain a unique vector field.

Definition 4.1.4. The Reeb vector field Rα of a contact form α, is the unique
vector field Rα satisfying:

(i) dα(Rα,−) = 0,

(ii) α(Rα) = 1.

▲

There are obviously many parallel vector fields to the Reeb vector field in which
the second property is scaled by any non-vanishing scalar function. Each of
these also satisfy the following property upon which the Reeb is defined:

⟨Rα⟩ = TM/ξ.

As a direct consequence of the way it is defined, the Reeb vector field preserves
the contact structure in the following sense.

Lemma 4.1.5. LRα( f α) = Rα( f )α, where f ∈ C∞(M) is non-vanishing.

Proof. It is a one line calculation to show

LRα( f α) = diRa( f α) + iRα d( f α) = Rα( f )α.

Note we just scale α, so ξ is fully preserved. ■

There are many similarities and results on contact structures which follow
parallel arguments of symplectic structures. If one keeps these in mind, the
coming results are recognizable.
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Recall that for a symplectic manifold (W, ω) the symplectic form ω was non-
degenerate, and hence induced an isomorphism TM ∼= T∗M via the flat map

♭ω(X) := ω(X,−).

We then used this to construct Hamiltonian vector fields X f = ♭−1
ω (d f ), which

also were symplectic vector fields: LX f ω = 0. We obtain a similar construction
in the contact case.

Definition 4.1.6. A contact vector field X is a vector field preserving the contact
structure. Meaning

LXα = f α,

or equivalently; its flow ϕt
X is a contactomorphism

(ϕt
X)∗ξ = ξ.

▲

We have shown that the Reeb vector field is a very specific contact vector field.
Furthermore, we have a subfamily of the contact vector fields which are defined
using the following.

Lemma 4.1.7. Let (M, ξ) be a contact manifold with a contact form α. Then for every
smooth function f ∈ C∞(M) we have a unique vector field X f satisfying

α(X f ) = − f and (iX f dα)|ξ = (d f )|ξ .

Proof. We will construct the isomorphism

♭α : TM → T∗M,
X 7→ iXdα + iXα · α.

(4.2)

We first construct the splitting TM = ξ ⊕ TM/ξ, and the corresponding dual
splitting. As such any vector field X ∈ TM can be written as

X = Y + gRα,

where Y ∈ ξ and gRα ∈ TM/ξ is some scaling of the Reeb vector field by a
non-vanishing function. It follows from non-degeneracy of dα|ξ that we have
an isomorphism

ψ1 : ξ → ξ∗,
Y 7→ iYdα.

Thus, we can define X̂ f as the unique vector field satisfying

ψ(X̂ f ) = (d f )|ξ .
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Now any θ ∈ T∗M/ξ∗ is fully determined by how it acts on Rα, the generator of
TM/ξ. Furthermore, it should vanish on ξ. Thus, we can define an isomorphism

ψ2 : TM/ξ → T∗M/ξ∗,
gRα 7→ igRα α · α = gα.

It follows from ψ1|TM/ξ = 0 and ψ2|ξ = 0, that

♭α = ψ1 + ψ2,

is an isomorphism. Note that ♭α(Rα) = α. Now define the unique vector field

X f = X̂ f − f Rα.

We remark that for this vector field we readily obtain α(X f ) = − f , and

(♭α(X f ))|ξ = (iX̂ f
dα)|ξ = (d f )|ξ .

■

The lemma proves the existence of the following definition.

Definition 4.1.8. For a smooth function f ∈ C∞(M), we define the Hamiltonian
contact vector field as the unique vector field X f satisfying

α(X f ) = − f and (d f )|ξ = (♭α(X f ))|ξ .

▲

Remark that the Reeb vector field is the contact Hamiltonian vector field for
the constant function h = 1. Note we use the exact some notation as for a
Hamiltonian vector field. If confusion might arise, we will denote the contact
Hamiltonian vector field with Xh. A quick check using Cartan’s formula leads
to the following corollary.

Corollary 4.1.9. The contact Hamiltonian vector field X f is a contact vector field
which strictly preserves the contact structure

LX f α = 0.

Now note that scaling the contact form with a non-vanishing smooth function
f ∈ C∞(M), should preserve the contact structure, but does change the Reeb
vector field. Actually in more generality one can wonder how the Reeb vector
field transforms under contactomorphisms.

Lemma 4.1.10. Let ϕ : (M, ξ) → (M′, ξ ′) be a contactomorphism. Denote the contact
forms by α and α′, and additionally let ϕ∗α′ = f α for some non-vanishing function
f ∈ C∞(M). Then

Rα′ = ϕ∗(X− 1
f
).
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Proof. Because ϕ is an isomorphism, there must exist a vector field X such that
ϕ∗X = Rα′ Having first to satisfy the normalization principle, it follows

1 = α′(ϕ∗X) = ϕ∗α′(X) = f α(X),

which implies that X = 1
f Rα + Y where Y ∈ ξ. Secondly it has to satisfy being

part of the kernel of dα′, so it follows

0 = iXϕ∗dα′,
0 = iXd( f a),
0 = d f (X)α − α(X)d f + f iXdα,

iXdα =
1
f 2 d f − 1

f
d f (X)α.

Lastly contracting with Rα we obtain f−2Rα( f ) = f−1d f (X). And so X is
characterized by

α(X) =
1
f

, and iXdα =
1
f 2 (d f − Rα( f )α) .

But this is exactly equal to the unique Hamiltonian contact vector field of X− 1
f
,

hence we conclude X = X− 1
f
. ■

Corollary 4.1.11. Scaling α by a non-vanishing function f transforms the Reeb vector
field via R f α = X− 1

f
.

Example 4.1.11.1. Observe R3 with the usual (x, y, z) coordinates, and define a
1-form as in the introduction by setting

β = dz − ydx.

This is clearly a nowhere vanishing. Furthermore, dβ = −dy ∧ dx and so

β ∧ dβ = −dz ∧ dy ∧ dx = dx ∧ dy ∧ dz,

which is the standard volume form on R3. Note

ξp := ker(βp) = span(y∂z + ∂x, ∂y).

So the contact structure can be visualized as a collection of planes which angle
more and more vertically when travelling along the y-axis, and being invariant
when travelling along over the (x, z)-plane see figure 3. Note this is similar to
examples 2.1.3.3 and 2.3.4.1.

Calculate the corresponding Reeb vector field setting R := (Rx, Ry, Rz) with
respect to the basis ∂i at each point. Note it should satisfy dα(R,−) = 0. As
such −Rxdy + Rydx = 0, thus these components must identically be zero and
the choice of Rz does not matter. We conclude the Reeb vector field looks like
Rα|p = (Rz(p)∂z). Then the normalization condition (ii) sets Rz = 1. And
hence Rα|p = ∂z, the constant vector field pointing in the z-direction. ♦
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Example 4.1.11.2. We have the so-called standard contact structure on R2n+1.
Using symplectic coordinates, define

α := dz −
n

∑
i=1

yidxi.

It follows ξp = span(yi∂z + ∂xi , ∂yi )1≤i≤n. The Reeb vector field in this coordi-
nate choice still reduces to ∂z. It agrees with the twisting planes picture shown
in figure 3. Note the Reeb vector fields above precisely agrees with the notion of
a contact transformation as we introduced in the example. The Reeb vector field
precisely takes contact forms, seen as R(2m+1) representatives of hyperplanes in
Rm+1, to contact forms. ♦

Example 4.1.11.3. We can also formulate a radially symmetric contact structure.
Let (z, r, θ) be cylindrical coordinates on R3. Then α := dz + 1

2 r2dθ is a contact
form and ξ = span(∂r, 1

2 r2∂z)− ∂θ , apart from being radial, it does not differ
much from the standard contact structure.

More interesting is to give a fundamentally different contact structure; the
so-called standard overtwisted structure.

Figure 15: Standard Cylindrical [Mas14] Figure 16: Overtwisted [Mas14]

This is done by defining

λ := cos(r)dz + r sin(r)dθ,

and we obtain the overtwisted contact structure

ξ = span(∂r, r sin(r)∂z − cos(r)∂θ).

We will not delve into much detail in what consequences being overtwisted has.
However, note that the standard contact structure asymptotically twists towards
a vertical plane; it is tight, whereas the overtwisted structure over twists. The
formal definition of an overtwisted structure is to find an embedded disc of
positive radius which is tangent to the plane fields at the boundary. ♦
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Example 4.1.11.4. Observe Rm × RPm−1. Geometrically a point in RPm−1

is a line in Rm passing through the origin. Taking the Cartesian product of
this line with Rm naturally defines a collection of hyperplanes of Rm. Indeed,
if coordinates are given by (p1, . . . , pm, [q1 : . . . : qm]), then a collection of
hyperplanes of Rm is defined by

m

∑
i=1

qidpi = 0.

Now uniform scaling in qi coordinates is allowed. So define q′i := − qi
q1

. And we
obtain that the kernel of

dp1 +
m

∑
i=2

q′idpi,

is the recognizable standard contact structure of R2m−1. ♦

Example 4.1.11.5. The above construction generalizes. Note that a contact
structure is given by a non-vanishing contact form α ∈ T∗M. We also remarked
that scaling by a non-vanishing function, still defined the same contact structure,
so one is more so looking at an equivalence of contact forms up to scaling. We
can formalize this by defining the so called projectivized tangent bundle

(PT∗M)p := (T∗
p M\{0})/ ∼,

where αp ∼ βp if there is a λ ∈ R such that β = λα. It is a fact this defines
a vector bundle. Similar to above one restricts the tautological 1-form (θ0)x :
Tx(T∗M) → R, given in local coordinates by

θ0 =
m

∑
i=1

qiπ
∗dpi,

where qi and pi are defined parallel to the previous example. This defines a
contact structure via ker(θ0). ♦

Example 4.1.11.6. We will give the following example which also follows natu-
rally in the theory of Jet spaces. See section A and example A.1.7.3 for a detailed
explanation on these concepts.

We have a canonical identification of J1(M, R) ∼= T∗M × R given by

j1p f 7→ (d fp, f (p)).

Note J1(M, R) was itself a smooth manifold, as well as a bundle over M. Hence,
admits a tangent bundle TJ1(M, R), and similarly admits distributions. There
is a particular distribution on it called the Cartan distribution, which is defined
as follows. Observe holonomic sections of J1(M, R), which are defined as 1-jet
prolongations, see A.1.5, of f ∈ C∞(M) a smooth function

j1 f : M → J1(M, R).
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A holonomic section gives rise to an embedding of M into J1(M, R) via its graph

Γ( f ) := {(d fp, f (p)) | p ∈ M}.

Now if the local coordinates on J1(M, R) are given via the isomorphism with
T∗M × R to be (p1, . . . , pm, q1, . . . , qm, z). Then define the Cartan distribution as
the kernel of the standard contact structure

ξ = ker(dz −
m

∑
i=1

qidpi).

It is clear that TxΓ( f ) ∈ ξ for x ∈ Γ( f ) as a local calculation boils down to d fp −
d fp = 0. Indeed, one can prove that, equivalently, the Cartan distribution can be
defined by the span of all tangent spaces to graphs of holonomic sections. ♦

For symplectic structures, one had the very nice Darboux’s theorem, which pos-
tulates that symplectic manifolds locally all look alike. Meaning that we could
always locally find a symplectomorphism to the standard contact structures in
Euclidean space. This makes studying symplectic manifolds locally completely
different from studying say Riemannian manifolds, whereas the latter can per-
mit many local invariants, such invariants do not exist for symplectic manifolds.
Or rather; they do not readily aid one in distinguishing different symplectic
manifolds. It turns out the same is true for contact manifolds. In fact, Darboux’s
theorem for symplectic manifold is a special case of his more general theorem,
which applies equally to contact manifolds.

Lemma 4.1.12 (Contact Darboux). Given two contact manifolds (M1, ξ1) and
(M2, ξ2). Given any two points p1 ∈ M1 and p2 ∈ M2, then they both respectively
have neighbourhoods U1 and U2 such that there exists a contactomorphism

ψ : (U1, ξ1) → (U1, ξ2).

Corollary 4.1.13. For any point p in a contact manifold (M, ξ), and let ξ = ker(α).
Then there is a chart (U, ψ) around p such that

(ψ−1)∗α = dz −
m

∑
i=1

yidxi.

One can see this being manifested in the examples given. Indeed, almost every
example reduced to finding local coordinates in which we could define the local
standard contact structure.

4.1.2 Contact Stability

The introduction of this section alluded to a fact that contact forms naturally
arose when looking at level sets of energy functions, and contact transformations
were precisely the transformations needed to move from one energy level to the
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other. In so far only examples of stand-alone contact manifolds have been given.
In the examples given, a multitude of references were given that the standard
contact form does look alike the tautological 1-form, and one can readily see
that a restriction of coordinates gives back the symplectic form. The following
section will make more concrete the idea that indeed contact manifolds appear
naturally when talking about hypersurfaces in symplectic manifolds.

Recall that the entire construction of Liouville integrability in section 2.5 fun-
damentally relies on the construction of so-called Hamiltonian vector fields for
smooth functions h : W → R for a symplectic manifold W. It were these Hamil-
tonian vector fields, flowing tangent along the level sets of their corresponding,
which defined the coordinates on the Liouville tori.

Now recall that Hamiltonian vector fields, by construction, flowed along the
level sets of a hamiltonian function, so these cannot be used to flow from one
level set to another. This warrants a definition of a different type of vector field
which must be able to be transverse to the level sets.

Definition 4.1.14. A vector field X on a symplectic manifold (W, ω) with the
property that

LXω = ω,

is called a Liouville vector field. ▲

Whereas Hamiltonian vector fields left the symplectic form invariant, Liouville
vector fields do the opposite. If we denote the flow of a Liouville vector field by
ϕt

X , then the above property combined with the definition of the Lie derivative
and Cartan’s formula leads to

LXω =
d
dt
((ϕt

X)
∗ω) = (ϕt

X)
∗(LXω +

d
dt

ω) = (ϕt
X)

∗ω.

Solving this differential equation with initial condition (ϕ0
X)

∗ω = ω, we obtain
that X exponentially scales the form:

(ϕt
X)

∗ω = etω. (4.3)

Now whereas a Hamiltonian vector field by construction produced an exact
1-form iXh ω = dh, taking the interior product with a Liouville vector field must
define a different 1-form. This 1-form is non-exact, in fact the opposite; it has
the property that it is a primitive of the symplectic form

ω = LXω = diXω.

Now if ω was a symplectic form, it was by definition of maximal rank let us say
(m + 1), and thus ω(m+1) ̸= 0. If it has a primitive λ, then we can write

ω ∧ (dλ)m ̸= 0.

This form cannot define a volume on hypersurfaces; it is too high of a form.
However, one now feels utterly motivated to indeed lay a link between contact
forms on hypersurfaces and symplectic forms of the ambient space.

66



4.1 Contact Geometry 4 STABLE HAMILTONIAN STRUCTURES

Lemma 4.1.15. If X is a Liouville vector field on a (2m + 2)-dimensional symplectic
manifold (W, ω). Then for any hypersurface M transverse to X. We have that

λ := iXω

is a primitive of ω and defines a contact form on M.

Proof. Being a primitive was shown above. Showing it defines a contact form
follows from direct algebraic manipulation. For ease of calculations, let us first
derive the following identity which applies to any 2-form

iX(ω
m+1) = iX(ω ∧ ωm)

= iXω ∧ ωm + ω ∧ iX(ω
m)

= 2(iXω ∧ ωm) + ω2 ∧ iX(ω
m−1)

...
= (m + 1)(iXω ∧ ωm).

Then applying this to the suspected contact form one obtains

λ ∧ (dλ)m = iXω ∧ ωm

=
1

m + 1
iX(ω

m+1)

We know ωm+1 ̸= 0 on W, and so λ ∧ (dλ)m is a volume form when restricted
to M, as long as M is transverse to X. ■

One might readily believe this to be a very nice way to produce all kinds
of contact forms and hypersurfaces of symplectic manifolds. However, we
both assumed such a vector field exists, and assumed our hypersurface to be
transverse to this. It turns out that these requirements are in fact quite stringent.
For example, a globally defined Liouville vector field already implies (W, ω)
to be an exact symplectic manifold. And there cannot be any closed exact
symplectic manifolds as∫

W
ωm+1 =

∫
W

d(λ ∧ ωm) =
∫

∂W
λ ∧ ωm = 0,

which is a contradiction with the non-degeneracy of ω.

In fact, close study of such contact forms and hypersurfaces arose from whether
the Hamiltonian vector fields permitted closed orbits. We saw both in our
proof of the Arnold-Liouville theorem 2.5.11 and Tischler’s theorem 3.6.14, that
considerable effort had to be done exactly because, generally, those closed orbits
do not exist. In the study of Weinstein’s conjecture, contact structures naturally
arose as a sufficient condition for those orbits to exist.
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Definition 4.1.16. A compact hypersurface j : M ↪→ (W, ω) is of contact type,
if there exists a contact form reflecting ω on M. Meaning:

(i) dλ = j∗ω,

(ii) λ(ν) ̸= 0 for ν ∈ ker(ω|M)\{0}.

▲

Remark the second requirement does make sense: as M is odd dimensional
by virtue of being a hypersurface of an even dimensional space. It follows
ω|M, a 2-form, must have a non-trivial kernel when restricted. This kernel
defines a line bundle on M. As this construction is canonical, this is often
called the characteristic line bundle of M. Furthermore, it guarantees that
ker(λ) ∩ ker(ω|M) = ∅, as such there is a splitting

TM = ker(λ)⊕ ker(ω|M).

It follows ker(λ) defines pointwise a (2m)-dimensional subspace of Tx M on
which ω|M = dλ is non-degenerate by the splitting. It follows readily that
λ ∧ (dλ)n ̸= 0 on M. Thus, λ is a contact form on M with contact structure
ker(λ).

Now not only does the existence of such a transverse Liouville vector field
produce a contact form. The converse is also true: if M is of contact type, it has
such a transverse Liouville vector field. In order to prove this equivalence of
definitions we first introduce a poincaré-esque lemma such that closed forms
become exact in a neighbourhood of our hypersurface.

Lemma 4.1.17. Let r : U → M be a tubular neighbourhood of a submanifold M. Let
α ∈ Ωk(U) such that dα = 0 and j∗α = 0, where j : M ↪→ U is the inclusion. Then
there exists β ∈ Ωk−1(U) such that dβ = α and j∗β = 0.

Proof. Let U be a tubular neighbourhood of M in W. Then U strongly de-
formation retracts onto M. Denote by ht : U → U this strong deformation
retract. Meaning ht is a smooth family of diffeomorphisms satisfying h0 = idU ,
h1 = j ◦ π, and ht ◦ j = j. Define a time-dependent vector field Xt on U whose
flow is exactly generated by these diffeomorphisms: Xt ◦ ht := d

dt ht. Now by
definition of flow, using Cartan, and closedness of α, we obtain:

LXt α =
d
dt

h∗t α = h∗t (LXt α +
d
dt

α) = h∗t (diXt α).

Also observe that
lim
t→1

h∗t α = (j ◦ π)∗α = π∗ j∗α = 0,
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where the last equality is by hypothesis. And so:

α = h∗0α − lim
t→1

h∗t α

= lim
t→1

∫ 0

t

d
ds

∣∣∣∣
s=t

h∗s α ds

=
∫ 0

1
h∗s (diXs α) ds

= d
∫ 0

1
iXt α ds.

And so setting β =
∫ 0

1 iXt α dt has the desired properties: dβ = α and j∗β = 0, as
Xt|M = 0. ■

Now the point of this lemma is to be able to extend the contact form on a
hypersurface to a 1-form on a neighbourhood of the hypersurface which restricts
to the contact form.

Corollary 4.1.18. Let (M, λ) ⊂ (W, ω) be of contact type, then there exists a 1-form
β on a neighbourhood U of M such that:

1. (dβ)|U = ω|U
2. j∗β = λ

Proof. Again define a tubular neighbourhood r : U → M with inclusion j :
M ↪→ U. Now let us define a 1-form µ := r∗λ, and a 2-form κ := ω − dµ. We
note the hypotheses of the previous lemma are satisfied: dκ = 0 and

j∗κ = j∗ω − j∗dµ = dλ − d((r ◦ j)∗λ) = dλ − dλ = 0.

The previous lemma implies the existence of a θ ∈ Ω1(U) such that dθ = κ and
j∗θ = 0. Now as a final step define β = θ + µ. This new form has the properties

dβ = dθ + dµ = ω − dµ + dµ = ω,

so is the symplectic form on a neighbourhood of our hypersurface. And further-
more

j∗β = j∗θ + j∗µ = λ,

so it restricts to our contact form on M. ■

Now we are ready to prove the equivalence between being of contact type and
having a transverse Liouville vector field:

69



4.1 Contact Geometry 4 STABLE HAMILTONIAN STRUCTURES

Theorem 4.1.19 ([HZ12, Hofer & Zehnder]).
Let M be a compact hypersurface of a (2m + 2)-dimensional symplectic manifold
(W, ω), with j : M ↪→ W the usual inclusion. Then the following are equivalent:

(a) M is of contact type; there exists λ ∈ Ω1(M) such that:
(i) dλ = j∗ω,

(ii) λ(ν) ̸= 0 for ν ∈ ker(ω|M)\{0}.
(b) There exists a transverse Liouville vector field X defined in a neighbourhood U of

M;
(i) LXω = ω,

(ii) Xx /∈ Tx M for all x ∈ M.

Proof. Start by assuming M is of contact type. Then take β as proven to exist
in the previous lemma. Via the usual isomorphism of the flat map ♭ω, define a
vector field Xβ on U via β = iXβ

ω. It follows this vector field is Liouville:

LXβ
ω = diXβ

ω = dβ = ω.

Furthermore, Xβ is transverse to the hypersurface M. Take a non-zero ν ∈
ker(ω|M). Then note

0 ̸= λ(ν) = j∗β(ν) = β(ν) = ω(Xβ, ν).

However, ν ∈ ker(ω|M), and so it must follow Xβ /∈ TM.

Conversely, assume M has such a transverse Liouville vector field X. Then
define

λ := j∗(iXω).

It follows λ is a primitive of ω on M:

dλ = dj∗(iXω) = j∗LXω = j∗ω.

Lastly, let ν ∈ ker(ω|M)\{0}. Then it follows ω(ν, X) ̸= 0 as X /∈ TM by
assumption. By antisymmetry

0 ̸= ω(X, ν) = (j∗iXω)(ν) = λ(ν),

and so the kernel of λ is disjoint from the characteristic line bundle on M. ■

Before, it was claimed that it is unfortunate that a Liouville vector field might
not exist, and so now, equivalently, hypersurfaces of contact type. Even though
one still cannot necessarily conjure up hypersurfaces of contact type to their
liking, theorem 4.1.19 does lay bare an important property of hypersurfaces
of contact type. Namely, if given a hypersurface of contact type, then we can
readily produce a whole family of hypersurfaces of contact type, using the
transverse Liouville vector field X which will always exist.
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Indeed, recall that for a smooth vector field X on M, its flow ϕ : R × M → M is
locally a diffeomorphism. Meaning that

ϕ : (−ε, ε)× M → M,

defines a diffeomorphism for a small enough ε. As hinted before, we use the
existence of the Liouville vector field, to flow from one energy hypersurface to
another, and the above fact shows that, locally, these energy hypersurfaces are
diffeomorphic. They are even more so than diffeomorphic. Let ν ∈ ker(ω|M).
Note j∗iνω evaluates identically to 0, but via (4.3) we can pull back, and hence
scale, along the flow. This results in

j∗(iνω) = j∗(iνetω) = j∗(iν((ϕ
t)∗ω)) = j∗(iϕt∗νω ◦ ϕt

∗) = 0.

And so
ϕt
∗ν ∈ ker

[
((ϕt)∗ω)|ϕt(M)

]
= ker

[
(ω)|ϕt(M)

]
,

as scaling by a non-vanishing function leaves the kernel invariant. Thus, one not
only has that the hypersurfaces are diffeomorphic, there is also an isomorphism
of characteristic line bundles

ϕt
∗ : ker [ω|M] → ker

[
((ϕt)∗ω)|ϕt(M)

]
.

This prompts the following definition.

Definition 4.1.20. A compact hypersurface M ⊂ (W, ω) is stable if there is a
family of diffeomorphisms isotopic to the identity

ψ : M × I → W,

where I ⊂ R. Such that ψt(M) ∩ ψs(M) = ∅ if s ̸= t. Denote Mt := ψt(M) the
resulting family of hypersurfaces. Furthermore, there need be induced family
of bundle isomorphisms

ψt
∗ : ker(ω|M) → ker(ω|Mt).

▲

Now all the lemmas of the above result in us setting.

Theorem 4.1.21.
A hypersurface of contact type (M, λ) ⊂ (W, ω), is stable. Each (Mt, ψt

∗λ) is a
hypersurface of contact type.

Though historically speaking contact transformations, forms and geometry first
arose in the context of partial differential equations, hypersurfaces of contact
type especially gained prominence within the field of geometry in the scope of
Weinstein’s conjecture.

Conjecture 4.1.22 (Weinstein). A hypersurface M of contact type, having trivial first
singular cohomology H1(M) = 0, admits a Hamiltonian vector field with a closed
orbit.
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Figure 17: Stable hypersurface of contact type

Which was proven to be true if the hypersurface was stable, in particular it
follows it is true for hypersurfaces of contact type. In fact, the nearby hyper-
surfaces have the same dynamical properties as the original hypersurface of
contact type. It allows us to relax the Weinstein conjecture; if we are able to find
a closed orbit on a nearby the hypersurface of contact type, we can pull it back
to the original hypersurface. Moreover, the existence of a closed orbit is clearly
some property dependent on the contact form, not necessarily of the ambient
symplectic manifold. It follows there is a more true to nature reformulation of
Weinstein’s conjecture.

Conjecture 4.1.23 (Contact Weinstein). For every closed odd-dimensional manifold
M with contact form λ, its Reeb vector field has a periodic orbit.

Example 4.1.23.1. Let (M, ξ) be a contact manifold, with contact form α. And
consider the symplectic manifold (M × R,−d(etα)), where t is the coordinate
on R. Remark that −d(etα) is indeed a non-degenerate, closed 2-form. Consider
the vector field ∂t transverse to each hypersurface. And note

L∂t ω = −di∂t(e
tdt ∧ α + etdα) = −d(etα),

so ∂t is a transverse Liouville vector field. We conclude that each M × {t} is a
hypersurface of contact type in (M × R,−d(etα)). ♦

Example 4.1.23.2. Consider D2 := {(r, θ) ∈ R2 | 0 ≤ r ≤ 1, 0 < θ ≤ 2π} with
standard symplectic form ω0 = dr ∧ dθ. We can define the vector field X := r∂r.
Remark

LXω0 = dr ∧ dθ,

so it is indeed Liouville. Now observe ∂D2 = S1 the boundary circle and j the
usual inclusion. As X is a Liouville vector field defined in a neighbourhood of
S1, we readily see that

(S1, j∗(iXω0)) = ((S1, dθ))
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is a contact manifold. ♦

Both examples are specific cases of a more general construction, the first example
goes by the name of symplectization, which will be expanded upon in more
generality further in this paper. The second is an example of the following
definition.

Definition 4.1.24. If (W, ω) is a compact symplectic manifold with non-empty
boundary ∂W, and its boundary is a hypersurface of contact type with outwards
pointing transverse Liouville vector field. Then (W, ω) is a symplectic manifold
with convex contact type boundary. ▲

4.2 Hamiltonian Structures

One might remark the subtlety in the statement following the Weinstein con-
jecture 4.1.22. Where we posed that the Weinstein conjecture was true in the
particular case of hypersurfaces of contact type, because these were stable. This
raises the question: to what extent is this stability related to being precisely of
contact type, or is there some sort of generality in play?

Consider example 4.1.23.1, where we were given a contact manifold and pro-
duced an ambient symplectic manifold in which it was stable. The fact that
it was a symplectic manifold was not exploited to the fullest. It was mostly
the fact that it was a closed 2-form, which was non-degenerate simply in a
neighbourhood of the hypersurface. This was done in order to, at least locally,
define the transverse Liouville vector field, which implies the contact type via
theorem 4.1.19. In this example the Liouville vector field coincidentally exists on
the whole of the ambient manifold. Nowhere was it truly necessary for it to be
non-degenerate on the whole of the ambient manifold. In fact, we have already
shown that demanding such a transverse Liouville vector field to exist on the
entirety of the manifold, was a very stringent condition which, for example,
already excluded all closed symplectic manifolds.

Also observe the following interesting property of the example. Because the
Liouville vector field was defined on the whole of the ambient symplectic
manifold, we in fact obtain a codimension one foliation by hypersurfaces of
contact type. Furthermore, an integral curve of this vector field intersects each
leaf transversally. If we had some way to close up this manifold in such a way
that the Liouville vector field has closed orbits, we exactly obtain a taut foliation.

This is fascinating; whereas we presented contact structures as a dichotomy to
integrability, hence foliations, there seems to be some readily made connection
between contact structures and the very specific type of taut foliations defined
by a closed 1-form. In fact, observe that although the conceptuality is completely
different, in dimension three, both are captured by observing λ ∈ Ω1(M) such
that

λ ∧ (dλ) ≥ 0,

giving rise to so-called positive confoliatons [ET98].

73



4.2 Hamiltonian Structures 4 STABLE HAMILTONIAN STRUCTURES

The motivation behind Hamiltonian structures, and their stability, rest on these
two observations: first; that in example 4.1.23.1 the whole manifold need not
be symplectic, owing to the fact that the stability need only to be local, and
second; that there seems to be some relation between contact structures and taut
foliations defined by a closed 1-form.

4.2.1 Defining Hamiltonian Structures

Let us first define what Hamiltonian structures are, which, like contact struc-
tures, only reside on odd-dimensional manifolds.

Definition 4.2.1. A Hamiltonian structure on an oriented (2m + 1)-manifold
M is a closed 2-form ω such that

ωm ̸= 0.

By dimensionality this form is degenerate. Its kernel defines a rank one distri-
bution called the Hamiltonian line field

ξ := ker(ω).

As M is oriented, we orient ξ via the orientation given by ωm on the transversals
to ξ. ▲

Remark that scaling ω by any non-vanishing function leaves the Hamiltonian
structure intact. Similar to contact structures, Hamiltonian structures are re-
ferred to by (M, ξ) instead of (M, ω). But the latter is common when one wants
to fix a defining form. Hamiltonian structures naturally generalize symplectic
structures in the context of hypersurfaces.

Example 4.2.1.1. Consider a symplectic (2m + 2)- manifold (W, Ω) and a closed
hypersurface M ⊂ W. By property of being symplectic Ω(m+1) ̸= 0. It follows
that (Ω|M)m ̸= 0. Thus, we observe that (M, ω|M) is a Hamiltonian structure.

♦

Now recall that in the context of Weinstein’s conjecture and theorem 4.1.21, we
were interested in when such hypersurfaces were in a sense stable.

Definition 4.2.2. A stabilizing 1-form for the Hamiltonian structure ω is a
λ ∈ Ω1(M) satisfying:

(i) λ ∧ ωm ̸= 0.

(ii) ξ ⊂ ker(dλ).

In this case ω is stabilizable. We call the pair (ω, λ) a stable Hamiltonian
structure. ▲

Stable Hamiltonian structures on their turn are a generalization of contact
structures.
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Example 4.2.2.1. Observe a contact manifold (M, ξ) with defining 1-form α.
Note that setting ω := ±dα both define a closed 2-form such that

(±dα)m ̸= 0,

thus defines a Hamiltonian structure. Furthermore, the stabilizing 1-form is
precisely α, as by hypothesis

α ∧ (±dα)m ̸= 0.

Hence, it is a stable Hamiltonian structure. ♦

Note the first condition in the definition says that we have a non-vanishing
volume form on M. In particular, it implies that λ cannot vanish on ξ. As before,
as ξ is 1 dimensional, we can canonically define a vector field generating it.
Similar to the contact case one might also define the Reeb vector field for a stable
Hamiltonian structure.

Definition 4.2.3. The Reeb vector field R(ω,λ) of a stable Hamiltonian (ω, λ) is
defined as the unique vector field satisfying:

(i) λ(R(ω,λ)) = 1.

(ii) iR(ω,λ)
ω = 0.

▲

From now on we will denote both Reeb vector fields by just R and assume from
context whether it refers to the contact or stable Hamiltonian case.

Figure 18: A local picture of a stable Hamiltonian structure

Example 4.2.3.1. Let (W, Ω) be a closed symplectic manifold of dimension 2m.
Construct the following fibre bundle M over S1 with the manifold as fibres

M := π : W × S1 → S1.

We can define a Hamiltonian structure on M. Recall that (S1, dθ) defined a
contact manifold, so observe λ := π∗(dθ), and define

ω := Ω − (π∗(dθ)) = Ω − λ.

75



4.2 Hamiltonian Structures 4 STABLE HAMILTONIAN STRUCTURES

Then note
λ ∧ ωm = λ ∧ Ωm ̸= 0.

Furthermore, ξ is span by the vector field corresponding to π∗(∂θ), moreover λ
is in fact closed, so ξ ⊂ ker(dλ) is satisfied trivially.

In fact, note that ker(λ) defines a codimension one foliation of M via the corol-
lary of Frobenius’ theorem 2.3.8, given by the hypersurfaces of contact type
Ω × {θ}. ♦

Example 4.2.3.2. The above construction generalizes to the following. Let
(W, Ω) be symplectic manifold, and let ϕ : W → W be a symplectomorphism.
Define the mapping torus as usual

Wϕ :=
[0, 1]× W

(0, x) ∼ (1, ϕ(x))
.

The Hamiltonian structure is derived from ω, the stabilizing one form is again
given by dθ and the Hamiltonian line field by ∂θ . ♦

Note that the above two example reveal the relationship between taut foliations
and stable Hamiltonian structures. If we reduce the dimension of the symplectic
manifold to two, hence of the ambient manifold to three, then ker(λ) in fact
defines a taut foliation in both cases. In fact, reducing the dimension to three
will be explored further in section 5.

4.2.2 Symplectization and Stability

Recall that our segue to stable Hamiltonian structures was prefaced by example
4.1.23.1. Here we demonstrated a process which is sometimes called the ex-
trinsic symplectization of a contact manifold. However, we have hypothesized
that perhaps we can fine-tune our construction to product a smaller ambient
manifold. Via a process called symplectization we can readily embed any stable
Hamiltonian structure in a symplectic manifold i : M ↪→ W, such that

i∗Ω = ω.

Locally this symplectic manifold is foliated by hypersurfaces of contact type.

Definition 4.2.4. The symplectization of a stable Hamiltonian structure (ω, λ)
on M, is a symplectic manifold (W, Ω) defined as:

(i) W := (−ε, ε)× M;

(ii) Ω := ω + d(tλ),

where t is the coordinate in (−ε, ε) and ε ∈ R is chosen small enough. ▲

Lemma 4.2.5. The symplectization (W, Ω) always exists.
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Proof. It is easy to see dΩ = 0, hence a closed form. Furthermore, i∗Ω = ω
by construction, which can easily be checked. Thus, we will only prove non-
degeneracy.

Recall that a Hamiltonian structure gave rise to the Hamiltonian line field ξ :=
ker(ω) and that we had the volume form λ ∧ ωn, as a result we can decompose
TM = ker(ω)⊕ ker(λ), which gives rise to the following decomposition of the
symplectic manifold W

TW = ⟨∂t⟩ ⊕ ker(ω)⊕ ker(λ).

Furthermore, expanding Ω into

Ω = ω + dt ∧ λ + tdλ,

we can write Ω in block-matrix form with respect to this decomposition to gain
insight in how it behaves:  0 λ . . .

−λ 0 . . .
...

... ω + tdλ

 ,

where the dots indicate there only to be zeroes. We see this matrix is of maximal
rank, hence Ω non-degenerate, if and only if ω + tdλ is of maximal rank for
all t ∈ (−ε, ε). Assume that there we have such a t0 such that ω + t0dλ is
degenerate. Then simply take 0 < ε < |t0|, making Ω non-degenerate.

Hence, we conclude if ε is chosen small enough (W, Ω) is a symplectic manifold.
■

This precisely makes concrete what was meant before; we need not define an
entire non-compact symplectic manifold, together with a globally non-vanishing
Liouville vector field, to embed contact manifolds in a symplectic manifold.

Now recall that theorems 4.1.19 and 4.1.21 showed that hypersurfaces of contact
type were stable, and this stability was the link with Weinstein’s conjecture. We
have not yet shown such a stability for stable Hamiltonian structures. Indeed,
the moniker stable better be well-deserved. This stability is proven using the
process of symplectization just outlined.
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Theorem 4.2.6.
Given a closed hypersurface M of a (2m + 2)-dimensional symplectic manifold (X, Ω)
the following are equivalent:

1. Let ω := Ω|M, then (M, ω) is a stabilizable Hamiltonian structure.
2. There is a tubular neighbourhood r : U → M and a family of hypersurfaces

{Mr} ⊂ U diffeomorphic to M via a family of diffeomorphisms ψr. Which
restrict to diffeomorphisms

(ψr)∗ : ker(Ω|M) → ker(Ω|Mr ).

3. There exists a vector field T transverse to M such that

ker(Ω|M) ⊂ ker( LTΩ|M).

Proof.

(1 =⇒ 2): Assume λ is the stabilizing 1-form of (M, ω) and construct the
symplectization similar to done previously:

Ω′ := ω + d(tλ),

which is symplectic on W ′ := (−ε, ε)× M ⊂ W for ε small enough.

Let T be the vector field ∂t, where t is the coordinate of (−ε, ε). Applying
Cartan’s formula we get

LTΩ′ = diTΩ′ = dλ.

Now using the flow of the vector field T define the diffeomorphisms ϕτ : W ′ →
W ′ where (t, x) 7→ (t + τ, x). Thus, one can define a family of hypersurfaces
modelled on M:

M′
r := ϕr({0} × M).

Denote by Ω′
r := Ω′|Mr . Note that

ker(Ω′
r) = ker(ω + rdλ) ⊃ ker(ω) = ker(Ω′

0).

Note the inclusion follows from the fact that ε was chosen small enough such
that ω + tdλ was non-degenerate on ker(λ) for all t. Thus, we see that the
kernel distribution is independent of the t-coordinate. Now finally remark
that ω := Ω|M = Ω′|{0}×M and so (M, ω) coisotropically embeds in both
(W, Ω) and (W ′, Ω′). By the classification of coistropic embeddings it follows
that there exists open neighbourhoods U ⊂ W and U′ ⊂ W ′ of M which are
symplectomorphic. Via this symplectomorphism the family {M′

r} gives rise to
the family {Mr}.

(2 =⇒ 3): Define Tr as the time-dependent vector field whose flow is exactly
generated by the diffeomorphisms ψr. It is clear that Tr is transverse to M. By
assumption the kernel foliations are constant in t. So we see obtain

LTr Ω|M =
d
dr

∣∣∣∣
r=0

ψ∗
r Ω|M =

d
dr

∣∣∣∣
r=0

Ω|M((ψr)∗, (ψr)∗),
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and so
ker(Ω|M) ⊂ ker(LTr Ω|M).

(3 =⇒ 1): Setting λ := iTΩ|M we immediately see:

ker(dλ) = ker(diTΩ|M) = ker(LTΩM) ⊃ ker(Ω|M) = ker(ω),

and
iTΩ|M ∧ (Ω|M)n ̸= 0.

■

One can wonder how continuous or smooth this construction is. Intuitively
one would expect this construction to be fairly smooth, as it is some linear
combination of 2-forms and 1-forms. However, let us formalize this statement
within the framework of jets. We refer to section A for a detailed explanation.

Lemma 4.2.7. Let (M, ω, λ) a stable Hamiltonian structure, and construct its sym-
plectization (X, Ω) as above. The mapping

J0

(
2∧

T∗M

)
× J1 (T∗M) → J1

(
2∧

T∗X

)
,

(ω, λ) 7→ ω + d(tλ) =: Ω,

is continuous.

Proof. We have already shown this is a well-defined mapping

Ω2(M)× Ω1(M) → Ω2(X),

so we are left to proof continuity. By hypothesis choose a stabilizable ω′ such
that ⟨j0ω, j0ω′⟩ < δ for some metric ⟨·, ·⟩ compatible with the topology, and
whose stabilizing 1-form λ′ is such that ⟨j1λ, j1λ′⟩ < δ′. If we return to our local
story, this is interpreted as ω being C0 close to ω′ at all points in M, and both
λ, λ′ and dλ, dλ′ being C0 close at all points in M. It is clear from

Ω − Ω′ = ω + dt ∧ λ + tdλ − ω′ − dt ∧ λ′ − tdλ′

= (ω − ω′) + dt ∧ (λ − λ′) + t(dλ − dλ′),

that Ω and Ω′ are C0 close. Now for free, by closedness of ω, ω′, we get that as
dΩ = dω = 0 and dΩ′ = dω′ = 0 and so Ω and Ω′ are in fact even C1-close,
proving the lemma. ■
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4.2.3 Stability and Geodesibility

As we have defined it now, stabilizability seems to be a property of a 2-form ω.
However, note that in this definition it only really depended on the interaction
of λ with the one dimensional kernel foliation ξ := ker(ω). It did not depend
heavily on the particularities of ω itself. Indeed, we were free to scale ω with
any non-vanishing function. As such we can define stabilizability as a property
of 1-dimensional foliations rather than of differential forms.

Definition 4.2.8. An orientable one dimensional foliation F of a smooth (2n +
1)-dimensional manifold M is said to be stabilizable if there exists a 1-form λ
on M such that:

λ|F = c ̸= 0 and (dλ)|F = 0.

We often take a specific vector field X generating F such that λ(X) = 1 and
iXdλ = 0. ▲

As before with the 1-dimensional kernel distribution, this results in a splitting
of the tangent space

TM = ker(λ)⊕ ⟨X⟩.

If such a foliation is stabilizable, then λ is constant along the integral curves of
X. As we are dealing with smooth manifolds, we can always construct a Rie-
mannian metric g on M, and thus we can introduce the notion of orthogonality
as a more specific embodiment of being transverse. Now we can wonder if it is
possible to construct a metric g with respect to which we have

ker(λ) ⊥ ⟨X⟩, g(X, X) = 1, and ∇X(X) = 0.

In other words, X is orthogonal, so in particular transverse, to the hypersurfaces
defined by ker(λ) and its flow lines are normalized geodesics.

Definition 4.2.9. An orientable one dimensional foliation F is geodesible if
there exists a metric g such that a vector field X generating F has geodesic
integral curves. ▲

Remark the similarities to both a stable Hamiltonian structure and a stable
contact structure. Both were stable if there existed some transverse vector field
under which the structure was in a sense preserved. Note this problem is also
closely related to Frobenius’ theorem. If g is a metric, we can define a 1-form via

µ := iX g,

the kernel of which is then precisely orthogonal to X. This defines a hypersurface
if and only if µ ∧ dµ = 0 according to theorem 2.3.8.

The following lemma shows that being geodesible is an equivalent notion of
being stabilizable.

Lemma 4.2.10. An orientable one dimensional foliation F is stabilizable if and only if
it is geodesible.
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Proof. First assume F is geodesible; we are given a g such that g(X, X) = 1 and
∇XX = 0. Then define the 1-form µ := iX g, we will show this is the stabilizing
1-form. It follows immediately that

µ(X) = g(X, X) = 1.

Now pick another vector field Y, we calculate

dµ(X, Y) = X(µ(Y))− Y(µ(X))− µ([X, Y])
= X(g(X, Y))− Y(g(X, X))− g(X, [X, Y])
= g(X,∇YX)

=
1
2

Y(g(X, X))

= 0.

(4.4)

And so iXdµ = 0, hence µ is a stabilizing one form of F .

Conversely, assume F is stabilizable; there exists a λ such that λ(X) = 1 and
iXdλ = 0. Then define g such that g(X, X) = 1 and ker(λ) ⊥ X, this can be
done freely by property of Riemannian metrics on smooth, finite dimensional,
manifolds. As ker(λ) ⊥ X, we readily see that

(iX g)(Y) =

{
1 if Y = X,
0 if Y ∈ ker(λ),

and so iX g = λ. Now similar to equation (4.4) we obtain

0 = (iXdλ)(Y) = g(∇XX, Y),

by non-degeneracy of g it follows ∇XX = 0. Thus, F is geodesible. ■

4.2.4 Obstructions to Stability

We have now defined these different ways to characterize stable Hamiltonian
structures. And also demonstrated that being a stable Hamiltonian structure
is more lenient than being a contact structure. However, let us explore some
scenarios where there might be some obstruction for a Hamiltonian structure to
be stabilizable.

Let us recall a visualization of being stabilizable. An orientable F was stabi-
lizable if there exists a λ which evaluates positively along the foliation, whose
differential dλ evaluates to zero on planes tangent to the foliation. The following
lemma provides an obstruction to this.

Lemma 4.2.11. An orientable one dimensional foliation F is non-stabilizable if there
exists a closed leaf which can be infinitely well approximated by the boundaries of
singular 2-chains tangent to F .
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Proof. This is just a straightforward application of Stokes’ theorem. Denote by
γ the closed leaf, and let cn be such a sequence of 2-chains whose boundaries
converge to γ. Assume on the contrary F is stabilizable by a 1-form λ, then it
follows

0 =
∫

cn
dλ =

∫
∂cn

λ which converges to
∫

γ
λ.

This implies λ|F must be zero somewhere, a contradiction with the definition
on being stabilizable. ■

This may seem as a rather artificial construction, however; it readily arises
when dealing with Reeb components of foliations. Recall the definition of a
Reeb foliation 3.2.5 and a Reeb component of a foliation 3.7.4. When n = 2 we
spoke of the Reeb annulus. In this case we have a properly embedded S1 × D1

with a Reeb foliation, such that the boundary leaf S1 is tangent to F . Similar
to how foliations with a Reeb component could not be taut, they can also not
be stabilizable, further hinting at the deeper connection of taut foliations and
stable Hamiltonian structures.

Corollary 4.2.12. Any oriented one dimensional foliation F containing a Reeb compo-
nent is non-geodesible

Proof. Denote by A the annulus which is the Reeb component of F . We see

0 =
∫

A
dλ =

∫
∂A

λ,

which implies λ|F = 0 somewhere. ■

Recall how there could not be any closed exact symplectic manifolds, we have a
similar result for closed exact stable Hamiltonian structures as a consequence of
Stokes’ theorem.

Lemma 4.2.13. Let ω an exact Hamiltonian structure on a closed manifold M. If its
primitive α satisfies

α ∧ (dα)m = 0,

then ω is not stabilizable.

Proof. Assume on the contrary ω is stabilizable by λ. Then it follows:

0 =
∫

∂M
α ∧ λ ∧ (dα)m−1

=
∫

M
d(α ∧ λ ∧ (dα)m−1)

=
∫

M
(λ ∧ (dα)m)−

∫
M
(α ∧ dλ ∧ (da)m−1).

Note the first term is exactly the volume form defined by a stable Hamiltonian
structure, and hence is non-vanishing. For the second term it follows that as
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we can decompose the space TM = ker(ω)⊕ ker(λ) we have for X ∈ ker(ω)
that iX(ω) = 0, iX(dλ) = 0, and lastly iXα = 0 by vanishing of α ∧ (dα)m

everywhere. We arrive at a contradiction. ■
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5 The Three Dimensional Case

So far we have treated stable Hamiltonian structures in the utmost generality
regarding dimensions. We will from now focus on the low-dimensional case.
Remark that the basic definition of a stable Hamiltonian structure

λ ∧ ωm ̸= 0

puts a lowest bound on the dimension. If m = 1, we require a 3-form to
be non-vanishing, which is only possible if the space it resides in is at least
three-dimensional.

We remind ourselves that one of the narratives one can employ to arrive at stable
Hamiltonian structures, and the narrative we have been using in this paper, is
via the route of Weinstein’s conjecture and stable hypersurfaces of contact type.
It is in fact so that Weinstein’s conjecture is still an open problem, but many
specific cases have been proven. Fairly recently the Weinstein conjecture has
been proven in generality for the three-dimensional case.

Theorem 5.1 ([Tau07, Taubes]).
Let M denote a compact, oriented 3-dimensional manifold, and let α be a contact form
on M. Then the Reeb vector field Rα has a closed orbit.

As stable Hamiltonian structures generalize contact structures, there is a next
logical step to try to prove the three-dimensional Weinstein conjecture for stable
Hamiltonian structures. This problem is still open, however the formulation of
Weinstein’s conjecture has been generalized to the stable Hamiltonian case and
some work has been done.

Theorem 5.2 ([HT09b, Hutchings & Taubes]).
Let (ω, λ) be a stable Hamiltonian structure on a closed oriented connected three-
dimensional manifold M. If M is not a T2 bundle over S1, the Reeb vector field has a
closed orbit.

We will not delve into these proofs in this paper. However, they do motivate
a reason to study stable Hamiltonian structures in dimension three. In the
following section we will explore a number of interesting phenomena in the
three-dimensional case. Owing particularly to the fact that there is so little space
to move around, many structures become more rigid. We will start by presenting
these properties, which will ready the reader in general to start reading the
contemporary literature. We will conclude the section with an exposition of
a seminal structure theorem on three-dimensional manifolds endowed with a
stable Hamiltonian structure, which originally appeared in [CV15].

5.1 Geodesibility in Dimension Three

It follows directly that λ ∧ ω is a volume form. Note that the Reeb vector field
R now satisfies

LR(λ ∧ ω) = d((iRλ)ω − λ ∧ iRω) = 0,
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so it preserves a volume form. Recall that a stable Hamiltonian structure
by definition defined a stable, and hence geodesible, 1-foliation via ker(ω).
However, in dimension three we obtain that in fact it is precisely only the Reeb
vector fields which are geodesible and preserve some volume form.

Corollary 5.1.1. Let M an oriented 3-manifold. A vector field X is the Reeb vector
field of a stable Hamiltonian structure if and only if ⟨X⟩ is geodesible and X preserves a
volume form µ.

Proof. Given a Reeb vector field R of (ω, λ), we have shown it preserved the
volume form λ ∧ ω. Moreover, as in the proof of lemma 4.2.10, we can pick a
metric such that g(X, X) = 1 and ∇X(X) = 0.

Conversely, if ⟨X⟩ is geodesible and preserves a volume form µ. Then let
λ := iX g and ω := iXµ. It follows ω is a nowhere vanishing closed 2-form,
thus a Hamiltonian structure. Note iX g ∧ iXµ is nowhere vanishing, thus this
defines a stable Hamiltonian structure. Moreover, ker(ω) = ⟨X⟩ and λ(X) =
g(X, X) = 1, so X is the Reeb vector field of the aforementioned structure.

Lastly we remark that if R is the Reeb vector field of (ω, λ). Then each ker(λ),
is an oriented 2-dimensional manifold, thus admits a complex structure J. We
can define a metric g compatible with J and ω on ker(λ) by setting

g(v, w) := ω(v, Jw).

We remark that as ω is equal to the volume form on ker(λ) induced by g, and
λ(X) = 1 for X transverse to ker(λ), it follows λ ∧ ω is the volume form on M
induced by extending g. ■

It is because of the above corollary that Reeb vector fields in dimension three
can also be characterized as the geodesic, volume preserving vector fields of M.

5.2 Taut Foliations

As the maximal rank of ω has now been reduced to 1, it follows that this demand
reduces to requiring it is simply a nowhere vanishing 2-form on M. Now one of
the most interesting phenomena has to do with the second demand placed on
stable Hamiltonian structures

ker(ω) ⊂ ker(dλ),

and will finally make clear how exactly stable Hamiltonian structures unify the
concept of contact structures and taut foliations.

As before we can readily split the space as follows

TM = ker(λ)⊕ ker(ω).
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The following discussion will be point-wise. Now by dimensionality dλ(X, Y) ̸=
0 can only occur if both X, Y ∈ ker(λ). However, algebraically expanding this
expression we arrive at

dλ(X, Y) = X(λ(Y))− Y(λ(X))− λ([X, Y]) = −λ([X, Y]).

Now again by lack of space, we arrive at two possible conclusions. First,
[X, Y] ∈ ker(λ). If this is the case, then ker(λ) is locally involutive. So by
Frobenius’ theorem 2.3.7 it follows it is locally integrable. Thus, ker(λ) locally
defines a codimension one foliation. And, by corollary 2.3.8, it follows

λ ∧ dλ = 0.

Or, secondly, it has to be so [X, Y] ∈ ker(ω). By similar reasoning it follows that
now

λ ∧ dλ ̸= 0.

Hence, ker(λ) now locally defines a maximally non-integrable distribution; a
local contact structure.

Now note the first case happens exactly when dλ vanishes. If this happens for
all of M, we are in the situation that λ is a nowhere vanishing closed 1-form. By
Tischler’s theorem 3.6.14 it follows M fibres over S1. And by corollary ker(λ)
defines a taut foliation of M. We will formulate this particular example of a
stable Hamiltonian structure as a lemma.

Lemma 5.2.1. Let M an oriented 3-manifold. And let (ω, λ) a stable Hamiltonian
structure where dλ = 0. Then ker(λ) defines a taut foliation. Its leaves are symplectic
manifolds with symplectic form induced by ω.

Let us briefly recall an earlier given example.

Example 5.2.1.1. Let ϕ : W → W be a symplectomorphism of a two-dimensional
symplectic manifold (W, ω). Then its mapping torus Wϕ had a stable Hamil-
tonian structures given by (ω, dθ). Note ker(dθ) defines a taut foliation of
Wϕ. ♦

5.3 The Cutting of M

In the above we set dλ identically to 0. However, we can keep some more
generality. Note that we derived that locally either ker(dλ) precisely coincided
with ker(ω), or dλ vanished at that particular point. It follows that in full
generality we can write

dλ = f ω

where f ∈ C∞(M). Interestingly f may vanish, and hence f dictates the be-
haviour of ker(λ) between being a taut foliation, or being a contact structure.
The moral is that the behaviour of f can be used to cut M up into regions where
the stable Hamiltonian structures exhibits well-known characteristics.
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As f is so fundamental to the behaviour of ker(λ), it would be beneficial for us
to know what f looks like. Unsurprisingly, as the Reeb vector field R satisfies
both LRλ = 0 and LRω = 0, it must preserve f as well.

Lemma 5.3.1. For a SHS (M, ω, λ) on an oriented 3-manifold M we have that
dλ = f ω for a smooth function f on M. Where f is an integral of motion for the Reeb
vector field:

R( f ) = 0.

Proof. A one-line calculation yields

0 = LR(dλ) = LR( f ω) = R( f )ω + f LR(ω) = R( f )ω.

As by assumption ω was nowhere vanishing, it must follow R( f ) = 0. ■

Now as f is an integral of motion for the Reeb vector field R, it means that R
is tangent to level sets of f . As by assumption d f ̸= 0, f is a submersion, it
follows by the submersion theorem its level sets f−1(c) on these regions are
two-dimensional compact submanifolds. Very similar to a completely integrable
system, the level sets of f are diffeomorphic 2-tori.

Lemma 5.3.2. Every compact connected component of a level set of f , where d f ̸= 0,
is an embedded 2-torus in M. Which we call a Liouville torus as ω|M = 0.

Proof. Note each such component of f−1(c) is a compact two-dimensional sub-
manifold of M. In particular, it is defined by ker(d f ), when d f is non-vanishing.
As such, d f defines a coorientation on f−1(c). Because M was orientable, it
follows f−1(c) is orientable. Now the Reeb vector field is a nowhere vanishing
vector field on this two-dimensional oriented compact surface, hence it must be
a 2-torus. As R is tangent to the surface, and R by definition spans ker(ω), it
follows ω| f−1(c) = 0. ■

Now again observe f as a scalar function of the whole of M. In general f can
either be constant or non-constant. This will be our first and main cut.

5.3.1 The Constant

Within regions where f is constant, let us say f = c, we obtain dλ = cω. Now as
before, we remark that if f = 0, then dλ = 0, and ker(λ) defines a taut foliation.
Now we can perform another cut within the regions where f ̸= 0 to distinguish
between the cases where c < 0 and c > 0. In both scenarios, dλ = cω so ω exact
and ker(λ) defines a contact structure. However, we will now differentiate. If
c > 0, we will say that with respect the orientation on M induced by λ ∧ ω, the
contact structure ker(λ) is positively oriented. Vice versa, if c < 0, we will say
that it is negatively oriented.

In order to make this idea more clear, we need a way to properly identify
these level sets and assure the inverse of f is indeed a submanifold. However,
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previously we could rely on the fact that d f ̸= 0 and apply the submersion
theorem, we now cannot. We will rely on the following analytical lemma which
we will not prove here, but refer to [CV15].

Lemma 5.3.3. Let (ω, λ) be a stable Hamiltonian structure on a closed 3-manifold M.
And let dλ = f ω the proportionality function. Now let Z ⊂ R be any set of Lebesgue
measure zero such that Z ∩ im( f ) ̸= ∅.

Then there exists a stabilizing 1-form λ′ for ω which is Cr-close for r ∈ [1, 2) to λ such
that dλ′ = f ′ω. Where f ′ can be written as σ ◦ f for a function σ : R → R which is
C0 close to the identity, and locally constant on some open neighbourhood of Z. Thus,
f ′ is locally constant on some open neighbourhood of f−1(Z). Moreover, f ′ = c on an
open neighbourhood of f−1(c).

The resulting function f ′ can be interpreted as a thickening of level sets of f
around a discrete set of levels, which the following corollary makes clear.

Corollary 5.3.4. Let the same hypotheses as the lemma be true, and set Z = {c}. Then
there exists a λ′ which is C1-close to λ which stabilizes ω. Furthermore, there exists f ′

with dλ = f ′ω such that f ′(x) = c for all x in an open neighbourhood U of f−1(c).

We see that even though f−1(c) might be thin or even highly pathological,
f ′−1(c) defines an open neighbourhood of f−1(c) on which at least f ′ is constant
c. However, this is satisfactory, as we have found an accompanying stabilizing
form λ′ which, too, stabilizes our original ω.

We are particularly interested in whenever Z is the discrete set of critical values
of f , meaning Z := {c | f (p) = c and d f (p) = 0}. Note, by Sard’s theorem Z is
indeed of Lebesgue measure 0 in R.

Lemma 5.3.5. Let (ω, λ) be a stable Hamiltonian structure on a closed 3-manifold M
and dλ = f ω.

Then there exists a possibly disconnected, and possible with boundary, compact three-
dimensional submanifold N of M which is invariant under the flow of the Reeb vector
field. There also exists another stabilizing 1-form λ′ of ω which is C1-close to λ
satisfying dλ′ = f ′ω. Where f ′ is constant on each connected component of N.

Moreover, f ′ can be written as f ′ = σ ◦ f for σ : R → R which is C0 close to the
identity.

Lastly we can find a finite family of opens
{

U′
i
}

1≤i≤m such that U′ := ∪iU′
i satisfies

U′ ∪ N = M.

Proof. Construct f ′ and λ′ as in lemma 5.3.3. As M is closed, Z as a subset of its
image, must be compact. Thus, we can extract from the open neighbourhood U
of Z on which σ is constant, a finite cover

Ji := (ai, bi) for 1 ≤ i ≤ n.
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We can assume without loss of generality that ai, bi are regular values, if not;
simply shrink the interval an infinitesimal amount. Define J as the closure

J := ∪i Ji,

and set
N := f−1(J).

Now denote by Ii := (ci, di) connected sets of regular values. Note Ii ∩ J need
not be empty. However, it does follow that either Ii ∩ J = ∅ or Ii ∩ J = Ii. So
define

I := (∪i Ii)\J.

Denote now by Ii only those Ii ∈ I. Moreover, as J is finite, and im( f ) is
compact, it follows that we can renumber Ii so 1 ≤ i ≤ m. Now define

U′ := f−1(I),

which are precisely those regions in M where d f ̸= 0, we will return to those
shortly under the moniker integrable regions.

As im( f ) ⊂ I ∪ J, it follows U ∪ N = M. To summarize, as σ is constant on each
Ji, we get f ′ is constant on each connected component of N, invariance under R
follows from LR f = 0. Moreover, by construction U is built up of a finite union
of Ui := f−1(Ii). ■

Remark that for Ii = (ci, di) we have that ci and di are themselves critical values.
Thus, they must be contained in Z, hence in some Jj. Hence, the boundary of U′

are contained within N.

Now the following definition formalizes the second cut within regions where f ′

was constant.

Definition 5.3.6. Let M an oriented closed 3-manifold with stable Hamiltonian
structure (ω, λ). Write dλ = f ω for f ∈ C∞ M. Let N ⊂ M and f ′ be as in lemma
5.3.5, then for c a strictly positive real, we define three possibly disconnected,
possibly with boundary, submanifolds of N as follows.

• N0 ⊂ N is defined by f ′ = 0, thus dλ′ = 0. Hence, ker(λ′) defines a taut
foliation.

• N− ⊂ N is defined by f ′ < 0, thus dλ′ = −cω. Hence, λ′ defines a
negative contact structure.

• N+ ⊂ N is defined by f ′ > 0, thus dλ′ = +cω. Hence, λ defines a
positive contact structure.

It follows N = N0 ∪ N− ∪ N+. ▲

As a result of Tischler’s theorem 3.6.14 for the regions where dλ = 0, where λ
defines a taut foliation, we obtain;

89



5.3 The Cutting of M 5 THE THREE DIMENSIONAL CASE

Corollary 5.3.7. The regions N0 fibre over S1.

Proof. It is a direct corollary from Tischler’s theorem 3.6.14 as λ is now a non-
vanishing closed 1-form. We will recall the geometric intuition: λ can be slightly
perturbed and rescaled to obtain an integral 1-form

λ′ ∈ H1
dR(N0; Z)

λ′ =
k

∑
i=1

zi f ∗i (dθ),

where zi ∈ Z integer coefficients, k was the rank of H1
dR(N0), and fi : N0 → S1

were smooth maps. Then f := ∑k
i=1 zi fi defined a smooth proper surjective

submersion f : N0 → S1, thus results in a fibration. ■

Note that this slightly perturbed λ′ still stabilizes ω. The following construction
has been done multiple times in this paper. Recall ω restricts to a non-degenerate
closed 2-form, a symplectic form, on the fibres of this fibration. It follows the
Reeb vector field must be transverse to the fibres. And indeed, as N0 fibres over
S1, this Reeb vector field has closed orbits parallel to the base space.

5.3.2 The Integrable

Now we will treat the different regions of M. It logically follows for M\N that
f is non-constant, hence d f ̸= 0. On these regions we obtain the situation of
lemma 5.3.2. Thus, these regions are foliated by level sets of f diffeomorphic to
2-tori.

Definition 5.3.8. Let M an oriented 3-manifold with stable Hamiltonian struc-
ture (ω, λ). Let Ui ⊂ M a compact connected region where d f ̸= 0. Then
Ui

∼= I × T2 and is called an integrable region. ▲

Figure 19: Integrable Region

Recall that in lemma 5.3.5 we already found these regions. To clear up notation,
the U′

i of lemma 5.3.5 are int(Ui) of the above lemma. In fact, we have also
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already shown the union of these together with N, comprises the whole of M,
and the boundary of its closure overlaps with N.

In the following we will denote by U a single compact connected component
Ui. Now note that as the Reeb vector field R is tangent to these tori, and by
definition R generates ker(ω), it follows that each ker(ω)|{r}×T2 defines a line
field on each torus. As line-fields are always integrable, these are subfoliations
of the tori. We know these line fields fall in either of two categories; they either
have periodic orbits or not. More often that not, it is the latter. Moreover,
ker(ω)|{r}×T2 may have any form on each torus.

Now in a similar argument to either Tischler 3.6.14 or Arnold-Liouville 2.5.11,
we can straighten out these line fields, so they are linear on each torus.

Lemma 5.3.9. Let U be an integrable region for a stable Hamiltonian structure (ω, λ).
There exists a diffeomorphism

ψ : I × T2 → U ∼= I × T2.

If we denote by Tr ⊂ U the tori of the integrable region indexed by coordinate r ∈ I,
and similarly denote λr := λ|{r}×T2 , Rr and ωr. Then ψ has the properties:

• ψ preserves tori.

• ψ∗ω, ψ∗R, and (ψ∗λ)r are linear on ψ−1(Tr).

Proof. The outline of the proof is to symplectize the integrable region and then
apply Arnold-Liouville. Construct the symplectization as in 4.2.4.

(W, Ω) := ((−ε, ε)× U, ω + d(tλ)).

So the hypersurfaces of contact type are copies of the integrable region U.

Now recall that Hamiltonian vector fields were defined by using the non-
degeneracy of a symplectic form to arrive at the unique vector field satisfying

dH = iXH Ω.

Hamiltonian vector fields flowed along the level set of such a function and
preserved the symplectic form. Now if we define

T : W → R,
(t, r, z) 7→ t,

we obtain the Hamiltonian vector field XT satisfying dT = dt = iXT Ω. The flow
of XT is along its level sets, and these are precisely given T−1(t) = {t} × U.
Similarly define another Hamiltonian vector field via

F : W → R,
(t, r, z) 7→ r,
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which defines the Hamiltonian vector field XF satisfying dF = dr = iXF Ω.
It flows along level sets F−1(r) = (−ε, ε)× {r} × T2. Now the pair of these
functions define the Hamiltonian

H := (T, F) : W → R2

(t, r, z) 7→ (t, r),

whose level sets are precisely given by individual copies of tori H−1(t, r) =
{(t, r)} × T2.

Now we will show this is a completely integrable Hamiltonian system. Note
that XT has to satisfy

iXT Ω = dt = iXT ω + tiXT dλ + iXT (dt ∧ λ),

which is only the case if iXT ω = iXT dλ = iXT dt = 0, and iXT λ = −1. This
precisely defines the negative Reeb vector field, so XT = −R of (ω, λ). The
Reeb vector field flowed tangent to each {(t, r)} × T2, and then so does XT .
Note that XT still generates ker(ω).

As a result we see that

LXT F = iXT dF = Ω(XF, XT) = 0,

so {T, F} = 0 meaning they Poisson-commute. All the usual results of Poisson
commutativity now apply: XF too flows along the tori {(t, r)} × T2, both XT
and XF preserve either T or F, and [XT , XF] = 0, so their flows commute.

So we have a completely integrable system on X. As in the proof of lemma 2.5.9,
needed for the Arnold Liouville theorem, we obtain a well-defined action of R2

on each level set of H : X → R2, which were just individual tori {(t, r)} × T2.
We could then find a complete and discrete lattice of points

Γ(ω,λ)
(t,r) ⊂ R2,

which had some integral basis {t1, t2}. Here each (τ1, τ2) ∈ Γ(ω,λ)
(t,r) denotes a

2-flow time of XT and XF respectively which leaves a point in {(t, r)} × T2

fixed.

Note the superscript (ω, λ) denotes a dependency on (ω, λ). Indeed, in con-
structing the symplectization, we had chosen a stable Hamiltonian structure.
We can wonder how our construction varies by different choice of stable Hamil-
tonian pair. Furthermore, the subscript (t, r) denotes a dependency on which
specific torus we are on, which makes sense as Ω does indeed vary between
tori, we can wonder if this dependency is smooth or erratic. First, as (ω, λ)
were respectively an honest smooth 2-form and smooth 1-form, it follows that
the lattice Γ(ω,λ)

(t,r) varies smoothly between tori {(t, r)} × T2 when leaving (ω, λ)

fixed. Second, in lemma 4.2.7, we have shown the process of symplectization is
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C1 continuous. Meaning if we denote SHS(M) the space of stable Hamiltonian
structure on M bestowed with the C1-topology, then the map

SHS → Λ(R2),

(ω, λ) 7→ Γ(ω,λ)
(t,r) ,

where Λ(R2) denotes lattices in R2, is C1-continuous with respect to pairs
(ω, λ). It is even C2-continous in just λ.

Now let (ω, λ) be fixed again. Each lattice defines a torus via the quotient

T(ω,λ)
(t,r) := R2/Γ(ω,λ)

(t,r) .

Denote by τ
(ω,λ)
(t,r) the image of τ ∈ T2 under the orientation preserving diffeo-

morphism T2 ∼= T(ω,λ)
(t,r) .

Now denote by ϕτ the 2-flow of XT and XF. Then all the above gives a C1-
continuous collection of free T2 actions indexed by (ω, λ) as follows

ρ : SHS × T2 → Diff+(X),

((ω, λ), τ) 7→ ϕ
τ
(ω,λ)
(t,r) ,

where the subscript + denotes the diffeomorphisms are orientation preserving.
Now we can use the 2-flow of the vector field to define a change of coordinates.
Recall this necessitated a choice of base point from which to calculate the flow-
times, which then in turn determined the coordinates. Choosing a different base
point, changes the appearance of the coordinates, and a base point has to be
chosen for each individual torus {(t, r)} × T2. To formulate this as general as
possible, we can formulate the choice of base point as a smooth section s of the
trivial fibration

(−ε, ε)× I × T2 → (−ε, ε)× I.

As this is a smooth section, it ensures the choice of base point varies smoothly
along the different tori. Then the change of coordinates is defined as

Ψ ∈ Diff+((−ε, ε)× I × T2),

Ψ(t, r, τ) = ϕ
τ
(ω,λ)
(t,r) (t, r, s(t, r)) .

Recall the flow was contained within each torus {(t, r)} × T2, so Ψ descends
to a self-diffeomorphism of each individual torus. Note, almost by definition,

if (θ, ϕ) ∈ T2 := σ then applying the action ϕ
σ
(ω,λ)
(t,r) to these shifted coordinates,

and reverting to the original coordinates, is just the usual T2 action. Meaning(
Ψ−1 ◦ ϕ

σ
(ω,λ)
(t,r) ◦ Ψ

)
(t, r, τ) = (t, r, τ + σ).
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We conclude that if either a vector field or a differential form is invariant under
ρ, then its pullback under Ψ is invariant under the usual T2 action.

By construction XH , XF are invariant under ρ, indeed; the action is defined using
their flows. Thus, their pullbacks Ψ∗XH , Ψ∗XF are invariant under the usual
torus action, hence they define linear vector fields on each torus {t, r} × T2.
Similarly, Ω was invariant under XH , XF, thus Ψ∗Ω is linear on each torus.

Now observe ψ := Ψ|{0}×I×T2 as an orientation preserving diffeomorphism on
U. Recall that Ω0 = ω and so (Ψ∗Ω)|{0}×U = ψ∗ω. Furthermore, remember
that XT was precisely the negative Reeb vector field −R. We conclude ψ∗ω
and ψ∗R are also linear. As XF was invariant under R = XT , it follows also
ϕ∗XF|{0}×U is linear.

Now note

iXF |{0}×U
Ω = dF = dr = iXF |{0}×U

ω + iXF |{0}×U
dt · λ − iXF |{0}×U

λ · dt,

which is only the case if λ(XF|{0}×U) = 0 and iXF |{0}×U
ω = dr. The middle term

vanishes as XF was invariant under XT . Pulling everything back by ψ we obtain
the same identities. The invariance of λr now follows from the fact that ψ∗λr is
fully defined by

(ψ∗λ)r(ψ
∗XF|{0}×U) = 0,

and
(ψ∗λ)r(ψ

∗XT |{0}×U) = 1,

where the second equality follows from identifying the vector field with the
Reeb field. As both of these, the pullbacks of the restricted vector fields, were
invariant under T2, it follows (ψ∗λ)r is so too. ■

The invariance properties of ψ∗ω and (ψ∗λ)r allow us to expand them as follows.
Moreover, we can analyse the invariance of ψ∗λ not restricted to a torus.

Corollary 5.3.10. As ψ∗ω and ψ∗λr are linear on the tori. It follows that for an
integrable region U we can write

ψ∗ω = (w1(r)dθ + w2(r)dϕ) ∧ dr,

and

ψ∗λ = l1(r)dθ + l2(r)dϕ + l3(r, θ, ϕ)dr.

Here θ, ϕ are the usual coordinates on T2.

Furthermore, as d(ψ∗λ) = f · ψ∗ω we obtain

∂l1
∂r

=
∂l3
∂θ

− f w1,

∂l2
∂r

=
∂l3
∂ϕ

− f w2.
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If in addition f is constant on each torus, then ψ∗λ is T2 invariant too.

Proof. Remark that w1, w2, l1, l2 are all T2-invariant. If in addition f is constant
on the tori {r} × T2, thus T2-invariant, then l3 must be as well. Thus, we obtain
invariance of ψ∗λ. ■

Remark that if we define the tori as level sets of f , then f is indeed tautologically
constant on the tori. The above corollary says that if we foliate the integrable
region by different tori along which the Reeb vector field is still tangent, then
f might not be constant, and we cannot guarantee invariance of ψ∗λ. Or
differently, if we find another stabilizing 1-form, whose proportionality function
is not constant on the tori, the same reasoning applies.

Example 5.3.10.1. Let (λ, dλ) be a stable Hamiltonian structure where λ is T2-
invariant. Let η be another 1-form such that η ∧ dλ = 0 and dη = gdλ, where g
is not constant on the tori. Define a new 1-form λε := λ + ε · η. Note that for
ε > 0 small enough we have;

λε ∧ dλ = λ ∧ dλ ̸= 0,

and
ker(dλε) = ker(dλ + εdη) = ker((1 + εg)dλ) ⊃ ker(ω).

So (λε, dλ) is also a stable Hamiltonian structure for ε small enough. Note by
construction that

dλε := fεdλ = (1 + εg)dλ,

and clearly fε = 1 + εg is not constant on the tori. Thus, λϵ stabilizes dλ, but we
cannot guarantee T2 invariance of ψ∗λϵ. ♦

We will now again use Ui to distinguish a single connected component from the
whole of U, and make clear whether we are talking about the open or closed U′

i .
Recall from lemma 5.3.5 that each Ui was defined as f−1((ci, di)) where (ci, di)
was an interval of regular values not contained in a region (aj, bj) containing
the critical values. So we have the following corollary.

Corollary 5.3.11. On each U′
i := f−1(Ii) ∼= (c′i, d′i)×T2 the proportionality function

f is given by projection onto the first factor. And for r sufficiently close to either c′i or
d′i, we have {r} × T2 ⊂ N.

Proof. By construction the individual tori are level sets f−1(c), and the intervals
(ai, bi) are precisely these regular values. Moreover, we have shown that ai and
bi themselves were critical values. ■

Additionally, combining the thickened level sets of lemma 5.3.5 together with
corollary 5.3.10 we can write down.

Corollary 5.3.12. On each Ui
∼= [ai, bi]× T2 the stable Hamiltonian structure (ω, λ)

is T2-invariant and f (r, τ) = αi · r + βi.
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Proof. As f is given by projection onto the first factor, we obtain that f ′ = σ ◦ f
is constant on the tori [ai, bi]× T2. This is precisely the demand of 5.3.10 and
so (ω, λ′) is a T2-invariant stable Hamiltonian structure. Now λ and λ′ are
C1-close, so it follows that f ω and f ′ω are C0-close. Thus, f (r, τ) = αir + βi as
f ′ is constant on each torus. Thus, it follows (ω, λ) is T2-invariant. ■

5.3.3 The Total

We have now in fact fully proven the seminal structure theorem from Cieliebak
and Volkov.

Theorem 5.3.13 ([CV15, Cieliebak & Volkov]).
Let (ω, λ) be a stable Hamiltonian structure on a closed three-dimensional manifold M
and let dλ = f ω the proportionality function.
Then there exists a possibly disconnected and possibly with boundary compact three-
dimensional submanifold N of M, invariant under the Reeb flow, and U comprised of a
finite disjoint union of compact integrable regions Ui.
Moreover, there exists another stabilizing 1-form λ′ which is C1 − close to λ for which
we have f ′dλ′ = ω. The above satisfy the following properties:

• N consists of possibly disconnected, possibly with boundary, compact 3-
dimensional submanifolds N = N0 ∪ N+ ∪ N−. On each of which f ′ is re-
spectively constant 0, positive, or negative.
As a result λ defines a taut foliation and fibration over S1 on N0, and respectively
a positive and negative contact structure on N+ and N−.

• On each Ui
∼= [ci, di] × T2 the stable Hamiltonian structure (ω, λ) is T2-

invariant. Moreover, f (r, z) = αi · r + βi.

As said before, this structure theorem is particularly powerful. Given a stable
Hamiltonian structure, it enables us to cut up M into regions where λ exhibits
a structure for which we already have a lot of tools. Moreover, the amount of
connected components of U is also finite and always equal in number.

For example, given the structure theorem and Taubes’ theorem 5.1 we already
obtain the following.

Corollary 5.3.14. Let (ω, λ) be a stable Hamiltonian structure on a 3 manifold. If R
has no periodic orbits, then f is nowhere vanishing.

Proof. If f is nowhere vanishing, then λ is a contact form. For which Taubes’
proof of the Weinstein theorem holds. Thus, R must have a periodic orbit. Thus,
by contradiction f has to vanish somewhere. ■

We will conclude this section with a slight exposition of the usefulness of the
structure theorem in the work [CR23], where they study so-called Birkhoff
sections.

Definition 5.3.15. A section of a non-singular vector field X on a closed 3-
manifold M is an embedded closed surface that is everywhere transverse to
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Figure 20: A sketch of Theorem 5.3.13

X and intersects all its orbits. A transverse surface is an immersed surface
B, whose interior is embedded and transverse to X, and its boundary ∂B is a
collection of periodic orbits of X. It is Birkhoff if it intersects all orbits of X in
bounded time. ▲

Note that finding a section is very restrictive. Indeed, in the three-dimensional
case we can apply Tischler and the characterization of taut foliation presented,
to observe that a manifold permitting such a section must fibre over S1. Birkhoff
sections are a relaxation of this requirement.

Note that given either a regular or Birkhoff section, of a periodic non-singular
Reeb vector field, we can define the first return map; the Poincaré map. Recall
that in the three-dimensional case, the Reeb vector field was precisely classified
as those volume preserving geodesic vector fields. As it is volume preserving,
the determinant of the linearized Poincaré map has to be precisely 1. As it is
non-singular, the eigenvalues of the Poincaré map can never be 1. It follows that
either the Poincaré map defines an irrational rotation, or it has only two eigen-
values; sections in three-dimensional space are by definition two-dimensional.
This already shows that stable Hamiltonian structures in three-dimensional
space tell us a lot about the dynamics of the vector fields.

By the structure theorem, given a stable Hamiltonian structure (ω, λ) and its
corresponding Reeb vector field R, we can cut up M in three different regions.
We had the integrable regions U, the contact regionsN±, and the flat regions N0.
Now we can already readily say that in the flat regions N0 admits a section as
defined above. Moreover, this cutting was done along invariant tori.
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Theorem 5.3.16 ([CR23, Cardona & Rechtman]).
Let (ω, λ) be a stable Hamiltonian structure on M3 and R its Reeb vector field. Assume
R has no periodic orbits and dλ = f ω with non-constant f .
Then, cutting along any invariant torus T2, we obtain M̂ ∼= T2 × I a three-manifold
with boundary in which R admits an annulus-like section, and R does have an orbit
which is orbit equivalent to a suspension flow of an irrational pseudorotation.

Sketch of Proof. For the proof we refer the reader to [CR23]. However, the ideas
should be familiar. One can cut up M along invariant tori because of the
structure theorem. The closure of the resulting manifold M obtained after each
cutting has a boundary consisting of one more invariant torus than before the
cutting; M ∼= T2 × I.

One the integrable regions the ω, λ could be assumed to be T2-invariant. In the
same paper it is proven this forces R to have an orbit which is orbit equivalent
to the suspension flow of an irrational rotation.

In the connected components N±, we have λ is a contact form. So by Taubes we
have periodic orbits on M. But by assumption R had no periodic orbits on M.
By lemma 3.1 in [CR23] it follows that R has an orbit which is orbit equivalent
to the suspension flow of an irrational pseudorotation of the annulus. In the
connected component N0 we get the same results.

As a result M obtained by gluing these connected components along their
boundaries. And on each of these connected components, R has an orbit which
is orbit equivalent to the suspension flow of an irrational (pseudo)rotation of
the annulus.

Along each invariant which bounds any connected component as described
above, we can choose a non-trivial homology class and an annulus-like section
of R. The rest of the proof deals with how to carefully glue each section, so it is
preserves throughout all the glueings up to recovering M. ■

Many more interesting resulting relating the dynamics of Reeb vector fields
are derived in [CR23]. The philosophy being that having such a well-defined
and relatively easy observed structure on M3 defined by the proportionality
function, puts some very restrictive bounds on the allowed behaviour of the
Reeb vector field, and thus allows us to derive many dynamical properties of
is by simply cutting up M and observing its very restricted behaviour on each
individual piece. Where, moreover, for each individual piece we have a plethora
of already available literature and tools available. Both the corollary and the
theorem show the power of the structure theorem.
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6 Outlook

We will provide a research direction we believe might be interesting to pursue
with the aid of stable Hamiltonian structures. The following section is mostly
qualitative of nature, and is to provide a rough introduction. We invite the
reader to read the sources cited.

6.1 Symplectic Field Theory

Symplectic field theory is a framework introduced in [EGH00] and has the
ambition to provide an approach to construct invariants. The field is still very
much in its initial development, but has its links to topological quantum field
theory. We will give a brief overview of two central topics in symplectic field
theory; J-holomorphic curves and symplectic cobordisms, as well as its relation
to stable Hamiltonian structures.

We will first introduce J-holomorphic curves.

Definition 6.1.1. Let (M, J) an almost complex manifold and (Σ, j) a Riemann
surface. Then a J-holomorphic curve is a smooth map

u : Σ → M,

which satisfies the Cauchy-Riemann equations:

du ◦ j = J ◦ du

▲

The moniker curve stems from the fact that Σ as a real two-dimensional man-
ifold, has complex dimension 1, thus u(Σ) is in a sense a complex curve in
M. Similar to curves we can say a J-holomorphic curve is integrable, which is
precisely the case whenever in local coordinates (x, t) of X we satisfy

∂xu + J(u)∂yu = 0.

Integrable J-holomorphic curves can provide valuable insights into a symplectic
structure on M whenever ω(X, JX) > 0, meaning J is tamed by ω.

The other important concept are symplectic cobordisms. A cobordism between
two manifolds M and M′ of equal dimension n is roughly speaking a third
manifold W of higher dimension (n + 1), whose boundary is the disjoint union
∂W = M ⊔ M′. In a sense it is a connecting manifold. Employing the narrative
that contact structures naturally arise on boundaries of symplectic manifolds,
the concept of a symplectic cobordism is almost self-constructing,

Definition 6.1.2. Given (M+, ξ+) and (M−, ξ−) two respectively positively and
negatively oriented contact (2m − 1)- manifolds, with respectively positive and
negative contact structure. Then a symplectic cobordism between M+ and M−
is a symplectic compact (2m) manifold (W, Ω) with boundary such that
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• i : M+ ↪→ ∂W is an orientation preserving embedding.

• j : M− ↪→ ∂W is an orientation reversing embedding.

• ∂W ∼= M− ⊔ M+.

• i(M+) and j(M−) are hypersurfaces of contact type.

▲

Note that being a hypersurface of contact type implied the existence of a local
transverse Liouville vector field. By the above definition, the Liouville vector
field points inwards into W at j(M−) and outwards at i(M+).

Figure 21: Symplectic cobordism, and Liouville vector fields [Wen16]

As these Liouville vector fields respectively “come from nothing” and “go into
nothing”, we might be interested in extending such a symplectic cobordism.
This is readily done in an intuitive manner.

Definition 6.1.3. Let (W, M±, Ω) be a symplectic cobordism. Denote by λ± the
contact forms of M± and denote by

M̂± := [0,±∞)× (M±, d(erλ±))

the extrinsic symplectization as in 4.1.23.1. Then symplectic completion is the
non-compact symplectic manifold (Ŵ, Ω̂) obtained by gluing

(Ŵ, Ω̂) = M̂+ # W # M̂−.

The manifolds M̂± are also called cylindrical ends. ▲

Example 6.1.3.1. In the process of extrinsically symplectizing a contact manifold,
as is done in 4.1.23.1, the resulting manifold is the symplectic completion of the
trivial symplectic cobordism ([0, 1]× M, d(erλ)). ♦

Now to reintroduce J-holomorphic curves let us observe the following subset
of J-holomorphic curves.
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Definition 6.1.4. Let Σ a Riemann surface. And let Γ ⊂ Σ a finite and discrete
subset. Then a punctured J-holomorphic curve is the J-holomorphic curve
u : σ → M, where σ := Σ\Γ. ▲

Note there is a natural identification of σ as a Riemann surface with cylindrical
ends. Indeed, around each puncture one can choose a biholomorphic coordinate
chart to the punctured real disc. Then we can identify each such punctured
real disc with the half-cylinder S1 × [0, ∞). Thus, each puncture becomes a
cylindrical end.

Now without delving into too much detail. One can define the energy of a
J-holomorphic curve by integrating over the curve

E(u) :=
∫

σ
u∗Ω̃,

where Ω̃ is a suitably chosen symplectic form on the symplectic completion
Ŵ, Ω̂ such the E(u) is finite. This property of having finite energy is in fact so
important, that it forces the J − holomorphic curve to embed in a specific way.

Definition 6.1.5. A puncture ξ of a J-holomorphic curve u : σ → M is positively
or negatively asymptotic to a periodic Reeb orbit γ with period T of M, if one
can choose a holomorphic coordinate chart around ξ identified with the positive
or negative half-cylinder, such that in these local coordinates (x, y) we have

u(x, y) = exp(Tx,γ(Ty)) h(x, y) for |x| sufficiently large.

Here exp is the usual exponential map on Riemannian manifolds sending a
vector to the time 1 flow of the unique geodesic, and h(x, y) is a vector field on
R × S1 along satisfying h(x,−) → 0 as |x| → ∞. ▲

Geometrically what is happening, is each cylindrical end of σ is mapped to a
cylindrical end of M of choice, and is done so that asymptotically the cylindrical
ends agree with a closed Reeb orbit. Indeed, the finite set of punctures is spit
between those positively asymptotic and negatively asymptotic

Γ = Γ+ ⊔ Γ−.

The idea being that this now defines an invariant of M by counting the J-
holomorphic with certain positively symplectic punctures and negative sym-
plectic in the symplectic completion of a symplectic cobordism. This is a similar
idea as applied in Floer and Morse homology.

Now stable Hamiltonian structures generalize contact structures, so the above
discussion may also apply. It is natural to look at symplectic cobordisms be-
tween Hamiltonian structures, or Hamiltonian structures with a contact struc-
ture. In fact, some work has already been done in section 7 of [CV15]. Where it
is shown that the usual notion of symplectic cobordism is too strong to work
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Figure 22: A J-holomorphic curve with one positive, and two negative asymptotic punctures [Wen16]

with in the case of symplectic Hamiltonian structures. And stable Hamiltonian
structures too had Reeb vector fields, periodic orbits.

Moreover, symplectic field theory has undergone a growth spurt since their in-
troduction in [EGH00], but the fundamental ideas and theories underlying seem
to be rather unstable, see for example the excellent exposition in [Wen16]. Not
only can stable Hamiltonian structures aid in laying a more solid foundation for
the development of symplectic field theory [CM05]. The invariants themselves
arising from look at punctured J-holomorphic curves in the context of symplec-
tic cobordisms between Hamiltonian and contact structures are interesting to
research. As is the driving force behind the development of symplectic field
theory.

6.2 Conclusion

We hope the reader now has a thorough understanding of stable Hamiltonian
structures in order to delve into the still fairly scarce amount of literature on
this topic. The exposition in this paper has shown that stable Hamiltonian
structures are not a fringe technical construction. They arise very naturally, and
almost inevitably, when following the natural flow of symplectic and contact
structures along which Weinstein’s conjecture floats. Moreover, they are the
logical expansion of the already interesting narrative of confoliations; uniting
the apparent dichotomy of taut foliations defined by a closed 1 form and contact
structures. They solidly manifest themselves as the correct framework to study
when researching the h-principle and are a very straightforward geometric
construction to make on any three-dimensional manifolds. Lastly, they have
made their breakthrough in the budding field of symplectic field theory; an area
of mathematics which has developed faster than its foundations can carry it by
virtue of its promising outlooks.
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A FUNCTION SPACE TOPOLOGY

Appendices

A Function Space Topology

Though point-set topology readily and visually expands to smooth manifolds,
dealing with functions is slightly more abstract. Functions and maps are inher-
ently defined over a domain, and therefore may occupy a wide range in their
codomain. To take a poetic angle; two non-parallel lines intersect only once
and will subsequently forever drift farther apart, never to see each other again.
Two nearby parallel lines will forever be so close, yet so far from intersecting.
The obtuse mathematician will of course first claim one has assumed Euclidean
space, and secondly define a topology which distinguishes these two types of
closeness.

The correct framework to do this in, is the framework of jets. The following
section will extensively treat these, and conclude with a definition of the two
main topologies used: the strong and weak topology.

A.1 Jets

In differential topology the notion of jets is of utmost importance, and it is the
right space to work in for many constructions. Fundamentally, jets formalize
the idea of being equivalent up to certain order, in much the same way that
Taylor expansions do so for polynomials. The concept of jets is paramount in
defining a topology on the space of continuous functions, and we will see that
many constructions can be better understood and explained using jets. The
following sections will introduce jets, jet spaces and jet bundles.

As a point of technicality, jets of r-differentiable maps are defined point-wise,
and hence strictly speaking depend only on the germ of a map [ f ] at a point.
However, for brevity, we will denote such a germ simply by f and speak only
of maps, where being a germ of a map in implicit.

Definition A.1.1. Let f ∈ Cr(M, N) be defined at a point p ∈ M and choose
a local coordinate system around p. The r-jet of f at p denoted by jrp( f ) is the
equivalence class defined as f ∼ g, if:

(i) f (p) = g(p);

(ii) all partial derivatives up to and including order r agree.

The collection of all these jets is called the jet space Jr(M, N). Note that the 0-jet
j0p f is just defined by (p, f (p)), hence j0 f is represented by its graph, and the
collections of all such “possible graphs” J0(M, N) is equivalent to M × N. ▲

In fact the jet space Jr(M, N) forms a fibre bundle over M × N. We will sketch
the construction in the following.
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As an r-jet is based on a map, we have two natural projections onto the source
and target of these maps:

πs : Jr(M, N) → M;
jrp( f ) 7→ p,

and

πτ : Jr(M, N) → N;
jrp( f ) 7→ f (p).

Using these we can also define subspaces of Jr(M, N) where we denote

Jr
x(M, N) := π−1

s (x),

to mean all jets with source x, and

Jr(M, N)y := π−1
τ (y),

to mean all jets with target y. Combining these two we get the subspace con-
tained in both

Jr
x(M, N)y := π−1

s (x) ∩ π−1
τ (y),

which are all jets with source-target pair x, y.

Now if M is m-dimensional and N is n-dimensional, choose local coordinates
xi around p and yj around f (p), then we can define coordinates on the jet-space
Jr(M, N) by using the partial derivatives.

Introduce an m-multi-index I := (I1, . . . , Im) with the following operations:

pI :=
m

∏
i=1

xIi
i , |I| :=

m

∑
i=1

Ii,

∂I :=
m

∏
i=1

(
∂

∂xi

)Ii

, I! :=
m

∏
i=1

Ii!.

Then for |I| ≤ r we can define the following numbers:

uI
j := ∂I f j,

we note that if f , g define the same r-jet at p then these numbers agree, thus we
use these numbers as coordinates of Jr(M, N). Conversely, if we are given some
list of numbers aI

j , we can define polynomials by using them as coefficients:

f j := ∑
0≤|I|≤r

aI
j xI

I!
.
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Some combinatorics using the definitions leads us to

dim(Jr(M, N)) = m + n
r

∑
i=0

(
m + i − 1

i

)
= m + n

(
m + r

r

)
,

which, although it gets large quickly, is finite nonetheless and shows locally it is
isomorphic to euclidean space. Hence, we conclude:

Lemma A.1.2. If M, N are Cr-manifolds, then Jr(M, N) is a fibre bundle over M × N
of dimension m + n(m+r

r ).

The above construction boils down to saying that if we have chosen a coordinate
chart (ϕ, U) on M and (ψ, V) on N, then

θ : Jr(U, V) → Jr(ϕU ⊂ Rm, ψV ⊂ Rn),

jr( f ) 7→ jrϕ(x)(ψ f ϕ−1),

is a bijection, determining a coordinate chart for Jr(M, N). It helps intuition
to realize that r-jets of functions between Rm and Rn agree with the Taylor
series up to order r, thus one might interpret taking r-jets as a coordinate-free
generalization of taking r-th order Taylor series. In fact one formally says that
in local coordinates the r-th order Taylor polynomial is a local representative
of the r-jet of f . Realizing this, one can derive the regularity of the Jr(M, N)
manifold readily: if M, N and f are all Cr+s, then Jr(M, N) is Cs, meaning:
jr f : M → Jr(M, N) defined as x 7→ jr f (x) is s times differentiable.

Lemma A.1.3. If M, N are Cr+s-manifolds, then Jr(M, N) is a Cs manifold.

Of course if we assume everything to be smooth we obtain the following.

Lemma A.1.4. If M, N are smooth manifolds, then J∞(M, N) is an infinite dimen-
sional smooth manifold. In particular, it is a smooth fibre bundle over M × N.

We can see that sections of the jet space are precisely these jr f , these are actually
of particular importance in for example algebraic geometry and are defined on
their own.

Definition A.1.5. The s-jet prolongation of a function f ∈ Cr(M, N) for s ≤ r
is the map

js f : M → Js(M, N)

▲

From now on when taking prolongations or jets, we will assume the functions
to be differentiable enough for such an operation to make sense. Prolongation
has several nice intuitive algebraic properties. First we can define composition
in a very straightforward manner, and this is well-defined.

Lemma A.1.6. Let f : K → M and let g : M → N then

jrf (x)g ◦ jrx f = jrx(g ◦ f ).

105



A.1 Jets A FUNCTION SPACE TOPOLOGY

Proof. We see

jrx(g ◦ f ) = jrf (x)(g)

= jrf ′(x)(g′)

= jrx(g′ ◦ f ′)

.

Intuitively this is exactly saying that if the local Taylor expansions of f , f ′ and
g, g′ pairwise agree up to order r, then the Taylor expansions of g ◦ f and
g′ ◦ f ′ agree up to order r. So defining compositions of jets in this way is
well-defined ■

As a corollary we see the following.

Corollary A.1.7. If ϕ : M′ → M and ψ : N → N′ are r differentiable maps, then
there is an induced map

Jr(ϕ, ψ) : Jr(M, N) → Jr(M′, N′)

given by
jrp f 7→ jrp(ψ ◦ f ◦ ϕ).

Those familiar with some category theory may recognize that Jr closely resem-
bles the well-known Hom-functor. This should make sense, as we are essentially
looking at the Hom-functor with an equivalence up to a certain order. In fact,
we will remark for the interested reader, that Jr, too, defines a bifunctor which
is contravariant in its first argument, and covariant in its second.

Let us observe some jet spaces to both strengthen our grasp on the concept, and
derive some useful results which may aid us later on. In the following we will
restart assuming everything is smooth, we will also not concern ourselves with
proving the structure groups of the following fibre bundles agree.

Example A.1.7.1. The jet space J1
0 (R, M) consists of those 1-jets of functions

f : R → M which have as source 0. Of course R is already trivial, denote its
coordinate with x. Denote (local) coordinates of M by (y1, . . . , ym). We get that
a local representation of the 1-jet of f = ( f1, . . . , fm) is an m-tuple of derivatives
at 0 prepended by a 0:

j10 f = (0, f (0), ∂x f1(0), . . . , ∂x fm(0)).

We form an isomorphism to the tangent space J1
0 (R, M) ∼= TM as follows. First

note the target mapping turns this into a smooth fibre bundle over M;

πτ : J1
0 (R, M) → M.

If f (0) = p then j10 f 7→ v ∈ Tp M with

vj = (∂x f j(0))∂j,
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where we had chosen local coordinates yj around f (p) and hence coordinates
∂j on the tangent space. This identifies J1

0 (R, M)p ∼= Tp M. So we conclude

J1
0 (R, M) ∼= TM

as vector bundles over M.

Remark that even though at first sight J1
0 (R, M) does not carry a vector bundle

structure, it does inherit one in much the same way TM inherits one by construc-
tion. In fact, upon closer inspection, note that the construction of equivalence of
first order tangency of maps f : R → M with source 0, is exactly the same as the
geometric tangent space definition of equivalence classes of curves γ : R → M
up to velocity at a point γ(0) ∈ M. For those interested note that J1

0 (R,−)
defines the same functor as to the tangent functor T(−).

One can of course generalize this notion to Jr
0(R

n, M), which in literature are
called (n, r)-velocities. For example (1, 2)-velocities agree with the geometric
notion of equivalence classes of curves having both the same velocity and
acceleration. Note that for r = 1 one obtains:

J1
0 (R

n, M) ∼= TMn.

♦

Example A.1.7.2. Dually the jet space J1(M, R)0 consists of those 1-jets of
functions f : M → R which now have as target 0. Choose coordinates as before,
so we get a local representative

j1p f = (p, 0, ∂1 f (p), . . . , ∂m f (p)).

Remark that it is now the source map which turns J1(M, R)0 into a fibre bundle
over M. Now as the target space R is a vector space, this is even a vector bundle.
Note the very intuitive mapping

j1p f 7→ d fp := (∂1 f (p) . . . ∂m f (p)),

and so we conclude
J1(M, R)0 ∼= T∗M,

as vector bundles over M. And those interested might again remark that
J1(−, R)0 defines the same functor as the cotangent functor T∗M.

Similarly, one can generalize this notion again to Jr(M, Rn)0 which are called
(n, r)-covelocities. ♦

Example A.1.7.3. With the above two examples, the result for J1(M, N) will not
be surprising. Given a j1p f ∈ J1

p(M, N)q and local coordinates xi for 0 ≤ i ≤ m
around p and yj for 0 ≤ j ≤ n around q, we then see that a local representative
of j1p f is given largely by the Jacobian of f at p

j1p f = (p, q, (J f )|p) with (J f )j
i :=

∂ f j

∂xi
.
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Using the source and target maps we project

(πs × πτ)(j1p f ) = (p, q) ∈ M × N.

This leaves us with the Jacobian as fibre, which is a map

(J f )|p : Tp M → TqN,

locally. The coordinate free global expression of the Jacobian is of course given
by the differential d f . We derive that there is an isomorphism of vector bundles
over M × N of the bundles

J1(M, N) ∼= Hom(TM, TN) ∼= T∗M ⊗ TN,

given by
j1 f 7→ d f .

As a word of caution, one could naively have the following line of reasoning

J1(M, R) ∼= T∗M ⊗ R ∼= T∗M ∼= J1(M, R)0,

we would like this to be incorrect as it otherwise moots the point of defining
the target in the last jet space. The subtlety herein lies in the fact that these
isomorphisms are over different base spaces, namely

πs × πτ : J1(M, R) → M × R

as a bundle over the product space, and

πs : J1(M, R)0 → M

as a bundle over just M. It is true there is a canonical identification of J1(M, R)
as a bundle over M, but this is given by:

J1(M, R) ∼= T∗M × R,

j1p f 7→ (d fp, f (p)).

♦

Example A.1.7.4. For a more abstract example, note that jet spaces naturally
form a fibre bundle over other jet spaces. For 0 ≤ s ≤ r we have a natural
projection

πr,s : Jr(M, N) → Js(M, N),

by simply We can of course do this sequentially to get a long sequence of fibre
bundles over fibre bundles

Jr(M, N)
πr,r−1
−−−→ Jr−1(M, N)

πr−1,r−2
−−−−→ · · · → J1(M, N) ∼= Hom(TM, TN).
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Now observe the following space

r⊙
J1(M, R)0 ∼= Symr(T∗M),

which is the symmetric r-tensor product. Its elements can be identified r-tuples
of 1-jets (j1 f1, . . . , j1 fr) in which the order of jets does not matter. Following
the usual product rule of derivatives on local representations f̂i of these jets,
together with the fact that by definition each f̂i is locally 0, one obtains

∂r
x

(
r

∏
i=1

f̂i

)
= r!

r

∏
i=1

∂x f̂i,

thus the r-jet of the product of these functions only depends on the 1-jets of the
individual functions. As the order of taking the product does not matter, we see
we have a natural inclusion

r⊙
J1(M, R)0 ↪→ Jr(M, R)0

(j1 f1, . . . , j1 fr) 7→ jr
(

r

∏
i=1

fi

)
.

Similarly, we see that ∂
r−j
x

(
∏r

i=1 f̂i

)
= 0 for 0 ≤ j < r, and so we conclude

jr
(

r

∏
i=1

fi

)
∈ ker(πr,r−1).

We can now construct a short exact sequence of vector bundles

0 →
r⊙

J1(M, R)0 → Jr(M, R)0 → Jr−1(M, R)0 → 0.

So we get the vector bundle Jr(M, R)0 → Jr−1(M, R)0 with fibres
r⊙

J1(M, R)0.

Remark that nowhere did we explicitly use that J1(M, R)0 is the cotangent
bundle, only the fact that the target is some well-defined 0 in a vector space, and
in fact the above construction generalizes by replacing R by any vector space N.
Now identifying

r⊙
J1(M, N)0 ∼= Symr(TM, TN ∼= N),

we can construct the similar short exact sequence of vector bundles

0 → Symr(TM, N) → Jr(M, N)0 → Jr−1(M, N)0 → 0,

thus constructing the vector bundles Jr(M, N)0 → Jr−1(M, N)0 with fibres
Symr(TM, N).
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We will sketch the interesting observation that if one thinks of the exterior
derivative d as the antisymmetrization of a form, e.g.: for a 1-form α = ∑i fidxi
we have dα = ∑i,j ∂j fidxj ∧ dxi, then dα = 0 precisely when ∂j fi = ∂i f j, hence it
was symmetric. Interpreting lowering the index of an r-jet as taking the exterior
derivative once, one sees indeed that it is precisely the N valued symmetric
forms which are in the kernel of Jr(M, N)0 → Jr−1(M, N)0, thus explaining the
short exact sequence.

♦

A.2 Jet Bundles

The above framework of jets readily adapts to jets of fibre bundles over M. We
would like to observe the jets of sections, in particular of the cotangent bundle,
because this is the space where contact structures and stable Hamiltonian struc-
tures live in. Given a smooth fibre bundle (E, π, M), a section is a smooth map
s : M → E with the added property that π ◦ s = id. As such we can readily
define jets of it:

Definition A.2.1. Given a fibre bundle (E, π, M) we can define the r-Jet bundle
(E, π, M) as the collection of order r jets jrs of sections s : M → E. We denote
this with Jrπ or JrE ▲

The above theory of jet-spaces applies fully, as smooth fibre bundles have
coordinate charts which are natural with respect to the projection π. Please
remark the subtlety that we in particular look at sections, and not all possible
maps: there is a difference between Jr(M, E) and Jrπ. In fact, Jrπ is a subspace
of Jr(M, E).

We have already seen that J0(M, N) ∼= M × N. Similarly, we obtain J0E ∼= E, as
we have a restriction π ◦ s = id on sections.

When talking about jet spaces we derived that J1(M, N) could be identified
with Hom(TM, TN). As such we expect J1E ⊂ Hom(TM, TE). This subspace
is readily derived by using some intuition behind the Hom-functor. Intrinsic in
the definition of a fibre bundle is the projection map π : E → M. Its differential
is a map dπ : TE → TM. Similarly, for any function f : M → E we have its
differential d f : TM → TE. By property of the Hom-functor we now have an
induced map of dπ acting on d f by post-composition

dπ∗ : Hom(TM, TE) → Hom(TM, TM),
d f 7→ dπ ◦ d f = d(π ◦ f ),

or, with a slight abuse of notation, in the language of jet spaces:

j1 f 7→ j1f π ◦ j1 f = j1(π ◦ f ).

Now if instead of a function f we take a section s, we have that π ◦ s = id, and
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so the differentials of sections project to the identity. This gives us a way to
describe the 1-st jet bundle in terms of our previously found 1-jets.

Lemma A.2.2. Given a smooth fibre bundle (E, π, M), its 1st jet-bundle can be
identified as the subspace

J1π ⊂ J1(M, E) ∼= Hom(TM, TE)

defined as
J1π = {s | s ∈ Hom(TM, TE), d(π ◦ s) = idTM}.

Or in the language of jet-bundles:

J1π = {j1ps | j1ps ∈ J1
p(M, E), j1p(π ◦ s) = j1p(id)}.

It might be useful to keep the following in mind.

Corollary A.2.3. j1ps = j1pσ if and only if dsp = dσp.

Now let us give some examples of jet bundles, and in particular give a descrip-
tion of the jet bundles of the cotangent bundle.

Example A.2.3.1. Observe the trivial bundle M × R, smooth sections of the
trivial bundle are simply smooth functions f : M → R. So we get

J1(M × R) = { f 1
p | j1p f ∈ J1

p(M, R), j1p(π ◦ f ) = j1p(id)}

this is recognizable as the final remark of example A.1.7.3. Hence, we conclude
via the same mapping as given previously:

J1(M × R) ∼= T∗M × R.

♦

Example A.2.3.2. Let M a smooth manifold and let T∗M be its cotangent bundle.
Using the above interpretation of 1-jet bundles we can write

J1(T∗M) = {α | α ∈ Hom(M, T∗M), d(π ◦ α) = idTM}. (A.1)

To add some coordinate expression to this fairly abstract expression, let us start
with our previously stated results

J1(T∗M) ⊂ J1(M, T∗M) ∼= T∗M ⊗ T(T∗M) ∼= Hom(TM, T(T∗M)).

Now if local coordinates for M are again given by (x1, . . . , xm), then at a point
p ∈ M a 1-form λ can be written as

λp =
m

∑
i=1

yi(p)dxi ∈ T∗
p M,
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where yi : M → R. As a result we have a local coordinate system ((xi), (yi)),
shorthand for the 2m-tuple, on the total space T∗M. Which leads to a local
expression of (dλ)p ∈ T∗

p M ⊗ Tλp(T
∗M) given by:

(dλ)p =
m

∑
i,j,k=1

dxi ⊗ ( fij(p)∂xj + ĝik(λp)∂yk ), (A.2)

where fij : M → R and ĝik : T∗M → R. However, by virtue of λ being a section
of the cotangent bundle, we have the canonical splitting into its vertical and
horizontal part, given by

Tλp(T
∗M) ∼= T∗

p M ⊕ Tp M,

∑
k

bk∂yk + ∑
i

aj∂xj 7→ ∑
k

bkdxk + ∑
i
(dπ)λp(aj∂xj).

Using this we can rewrite (A.2) as follows:

(dλ)p = ∑
i,j,k=1

dxi ⊗ ( fij(p)(dπ)λp(∂xj) + gik(p)dxk),

where we defined gik := ĝik ◦ λ. But really by (A.1) the section projects to the
identity under the induces map by π. And so the first term must project onto
idTM, using that ∑n

i=1(dxi ⊗ ∂xi )
∼= idTM we can write

(dλ)p = ∑
i,k=1

dxi ⊗ ( fi(p)∂xi + gik(p)dxk),

combining the found equations, we obtain a local coordinate expression of
j1pλ = (p, λp, (dλ)p). Now there is a well-defined map from the 1-jet of the
1-form λ to the space of 2-forms by antisymmetrization the above expression,
and so we obtain:

(p, λp, (dλ)p) 7→ ∑
i,k

gik − gki
2

(p)(dxi ∧ dxk).

This is in fact a general construction, there is a mapping:

J1

(
n∧

T∗M

)
→

n+1∧
T∗M, (A.3)

for general jets of n-forms on M. ♦

Example A.2.3.3. It is not hard to see that the kernel of the antisymmetrization
mapping (A.3) are precisely those 1-jets in J1(

∧n T∗M) which are symmetric.
And its image consists of 0 jets of n + 1-forms, as the construction is analogous
to taking the exterior derivative. In fact, this is completely analogous to what
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we already discussed in the last example of the previous section. So we obtain a
short exact sequence of vector bundles

0 → Symr(T∗M) → Jr

(
n∧

T∗M

)
→ Jr−1

(
n+1∧

T∗M

)
→ 0,

which constructs the vector bundle Jr(
∧n T∗M) → Jr−1(

∧n+1T∗M) with fibre
Symr(T∗M).

Again this is a specific example of a more general construction:

0 → Symr(T∗M, E) → Jr(E) → Jr−1E → 0,

for any vector bundle (E, π, M). ♦

A.3 The Weak and Strong Topology

Having treated jets extensively, the tool central in defining a function space
topology, it is time to finally define the topology they induce. As we are dealing
with topological spaces, the logical starting point is to define a topology on
the space of morphisms between topological spaces, which is the space of
continuous functions C0(M, N) between M and N. There are two common
topologies.

Figure 23: Strong topology base; f , g ∈ B(U)

u_ 
-

-
,-t-~ f-------+-- -==---~ 

k X 

Figure 24: Weak topology sub-base; f , g ∈ A(K, U)

Definition A.3.1. The weak topology on C0(M, N) is defined by taking as a
sub-basis the sets:

A(K, U) := { f | f (K) ⊂ U},

where K ⊂ M is compact and U ⊂ N is open. ▲

One can interpret this as the topology of uniform convergence on compact sets.
As a result this topology does not describe very well how functions are related
to each other “at infinity”; a different topology is to be applied in such a case.
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Definition A.3.2. The strong topology on C0(M, N) is defined by taking as a
basis the sets:

B(U) := { f |(1 × f )(X) ⊂ U},

where now U ⊂ X × Y is open in the product topology. ▲

The strong topology also keeps tabs on how functions relate to each other at
“infinity”. One can readily deduce that in the case that M is compact, these two
topologies coincide.

Up to this point we have not yet used jets, however; they are needed to extend
these topologies to Cr(M, N) for arbitrary Cr-differentiable manifolds.

Now we are finally ready to define a topology on Cr(M, N). Remark that

jr : Cr(M, N) → C0(M, Jr(M, N));
f 7→ jr f ,

is well-defined and injective. Then using the topology of continuous functions,
we have the following two induced topologies on Cr(M, N):

Definition A.3.3. The weak Cr topology is the initial topology on Cr(M, N)
with respect to the map jr f and the weak C0-topology on C0(M, Jr(M, N)). ▲

And:

Definition A.3.4. The strong Cr topology is defined as the initial topology
on Cr(M, N), with respect to the map jr f , when C0(M, Jr(M, N)) has been
endowed with the strong C0-topology. We also call this the Whitney Cr-
topology ▲

Not that by injectivity of jr these topologies are equivalent to viewing Cr(M, N)
as a subspace and using the subspace topology. We again remark the topologies
agree if M is compact. Note that the topology on Jr(M, N) is induced by its
smooth structure, and hence is metrizable. Once chosen a metric d compatible
with this topology, we can then write down the weak and strong topology on
Cr(M, N) somewhat more explicitly. Namely, the weak topology takes the form
of the topology with as sub-basis

A( f , K, ε) := {g | d(jrp f , jrpg) < ε for all p ∈ K},

if we take local representatives f̂ and ĝ, and denote by ∥.∥K̂ the supremum norm
over a compact set K̂ representing K in euclidean space, we get that the demand
is rewritten as

A( f , K, ε) := {g | ∥∂I f̂ − ∂I ĝ∥K̂ ≤ ε for all |I| ≤ r},

that is to say the values of local representatives of f , g and all their possible
partial derivatives up to order r are ε-close over each compact set K, convergence
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in this space can be interpreted as compact convergence up to certain derivative
order r. Similarly, the strong topology takes the form of having a basis

B( f , ε) := {g | ∥∂I f̂ − ∂I ĝ∥sup for all |I| ≤ r},

that is to say the values of local representatives of f , g and all their possible
partial derivatives up to order r are ε-close over the whole of M, convergence in
this space can be interpreted as uniform convergence up to certain derivative
order r.

Now in the above we assumed M, N had some limit on their differentiability, in
this paper however we are mostly interested in the smooth case. We can extend
this notion to r = ∞ in two different ways.

Definition A.3.5. The C∞ topology on C∞(M, N) is the union of all Cr topolo-
gies for r ≥ 0 both weak and strong. ▲

Note that the compact-open topology was defined using sub-bases and the
strong topology was defined using bases. If we take the union of only these
bases, we get the other topology:

Definition A.3.6. The strong C∞ topology on C∞(M, N) is the union of all
strong Cr topologies for r ≥ 0. We also call this the Whitney C∞-topology
denoted by W∞. ▲

B The de Rham Isomorphism

Recall the de Rham cohomology group Hn
dR(M; R) is defined by closed n-forms

modulo exact n-forms. Here R denotes these forms take on real values, we
will be particularly interested in whether we will be able to find integer valued
1-forms. Also recall that singular homology Hn(M; Z) was defined as n-cycles
modulo n-boundaries. The de Rham isomorphism is a map relating these two
groups.

Definition B.1. The de Rham map is defined as the map

Ψ : Hn
dR(M; R) → HomZ(Hn(M; Z); R)

[λ] 7→
∫
•

λ.

▲

Here HomZ(Hn(M; Z); R) is the space of Z-linear maps from singular homol-
ogy groups to R. We will not prove this map is an isomorphism, though this is
the subject of de Rham’s theorem for which many references can be found. We
will however give a brief outline of the properties of this map we are interested
in, especially in the context of Tischler’s theorem.

115



B THE DE RHAM ISOMORPHISM

This map is well-defined, indeed let γ be a representing n-cycle, then we see∫
n·γ

λ = n
∫

γ
λ ∈ R,

so it is indeed a Z-linear map from and to the right spaces. Now if λ is exact
then its cohomology class is 0, so it should map to a zero map. Let us define
dα = λ. Then we can apply Stokes’ theorem to obtain∫

γ
λ =

∫
γ

dα =
∫

∂γ
α =

∫
0

α = 0.

Similarly, if γ is a boundary, let us say γ = ∂β, then its homology class is 0, and
so, too, the map should be zero. Again by using Stokes’ we see∫

γ
λ =

∫
∂β

λ =
∫

β
dλ =

∫
β

0 = 0.

So we see that Ψ is indeed a well-defined map.

Now by Universal Coefficient Theorem and the fact that Ext(Z, R) = 0, we
obtain the following

Lemma B.2.
HomZ(Hn(M; Z); R) ∼= Hn(M; R).

So the de Rham map extends to singular cohomology. As mentioned, de Rham’s
theorem proves the aforementioned construction with integrals is an isomor-
phism. Combined with the above, this results in:

Hn
dR(M; R) ∼= Hn(M; R).

We will from now on drop the R in notation except for emphasis. Moreover, this
isomorphism is natural in the following sense. Given a smooth map f : M → N,
we both have an induced map

f ∗ : Hn
dR(N) → Hn

dR(M)

β 7→ f ∗β,

given by the usual pullback of differential forms, and an induced map

f ∗ : HomZ(Hn(N; Z); R) → HomZ(Hn(M; Z); R)

g 7→ g ◦ f ,

given by the usual pullback of functions. Then it follows for a γ ∈ Hn(M; Z)
that

(Ψ ◦ f ∗(β))(γ) =
∫

γ
f ∗β =

∫
f ◦γ

β ◦ d f = ( f ∗ ◦ Ψ(β))(γ).
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Now as M is closed manifold, all n = 1 (co-)homology groups are finitely
generated as H1(M; Z) is finitely generated, let us define the rank of all spaces
by k.

Now recall an Eilenberg-Maclane space denoted by K := K(G, n) was a space
whose n’th homotopy group was πn(K) = G, and all others equal to 0. For any
general CW-complex X there is the following bijection.

Lemma B.3. For any CW-complex X, and an Eilenberg-Maclane space K := K(G, n)
there is a bijection between the nth singular cohomology group and based homotopy
classes of maps

Hn(X; G) ↔ [X, K].

Proof. Note first that by definition

Hn(K; G) = Hom(Hn(K; Z), G).

Now by property of Eilenberg-Maclane spaces, K(G, n) is (n − 1)-connected,
and so by the Hurewicz isomorphism we obtain

Hn(K; Z) ∼= πn(K) = G.

And so Hn(K, G) ∼= Hom(G, G). Similar to how ones argues with the Yoneda
lemma, we pick idG ∈ Hom(G, G) and let u ∈ Hn(K, G) be its preimage under
the isomorphism. Now for any map f : X → K we have an induced map

[Hom(G, G) ∼= Hom(Hn(K; Z), G)]
f ∗→ [Hom(Hn(X; Z), G) = Hn(X; G)] .

Now the bijection is given by
f ∗u ↔ [ f ].

We leave it to the reader to check this is indeed a bijection and is independent of
choice of representative. ■

The following corollary expands this to smooth manifolds.

Corollary B.4. Any compact smooth manifold admits a CW-complex structure. Thus,
for compact smooth M we have Hn(M; G) ↔ [M, K].

Now we will use the above to find integer valued 1-forms based on M. Via the
de Rham isomorphism H1(M; Z) ∼= H1

dR(M; Z), we first find a closed 1-form

µ ∈ H1
dR(S

1; Z)

such that for θ, the generator of H1(S1; Z), we have∫
θ

µ = 1.
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Now applying the corollary together with the fact that S1 is K(Z, 1), we can
find for any element α ∈ H1

dR(M; Z) a homotopy class [ f ] ∈ [M, S1] such that

f ∗µ = α + dg,

where g ∈ C∞(M). On its turn this means that

Per(α) :=
〈∫

γ
α | γ ∈ H1(M; Z)

〉
≤ (Z,+),

is a subgroup of the additive integers. Where γ is a closed loop in M.

Definition B.5. The subgroup Per(α) is called the group of periods of α. ▲
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