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Abstract

Active learning enhances efficiency in systematic reviews by optimizing the work saved over
random sampling (WSS) and identifying relevant papers. This study investigates the impact
of various preprocessing techniques on the performance of active learning models. Specif-
ically, it evaluates the effectiveness of TF-IDF, SBERT, and Doc2Vec embeddings combined
with different normalization and scaling methods, using Naive Bayes and logistic regression
classifiers.

The findings indicate that TF-IDF embeddings, particularly with L2 normalization and adding
the absolute minimum value paired with Naive Bayes, performed the best, achieving high re-
call and low average time to find relevant documents. The highest WSS of SBERT combina-
tions is achieved by combining z-score or Pareto normalization and absolute minimum scal-
ing with logistic regression, showed 3% lower WSS and required computational resources.
Doc2Vec, although less effective than SBERT, performed well with z-score or Pareto normal-
ization and CDF scaling without needing a GPU.

While TF-IDF remains a robust benchmark, SBERT and Doc2Vec offer promising alternatives
for improving systematic reviews, warranting further exploration with additional configura-
tions and fine-tuning. Further research should explore more combinations of feature extrac-
tors, classifiers, and normalization and scaling techniques.
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1. Introduction

As citations double approximately every 12 years, researchers are more inclined to choose older
articles with more citations and visibility [1]. Researchers face growing challenges in identify-
ing the studies most relevant to their work. While this vast amount of information presents
new opportunities, Della Briotta Parolo et al. (2015) argue that a direct result of this growth is
the rapid decay of attention that can be devoted to individual papers. Consequently, less rele-
vant papers are often found, and the quality of research may diminish. Systematic reviews and
meta-analyses are essential for research findings, but the traditional manual review process is
labor-intensive and time-consuming.

In response to the problem of finding relevant papers in less time, Van De Schoot et al.
(2021) developed ASReview, a tool designed to conduct systematic reviews or meta-analyses
as efficiently and transparently as possible. ASReview addresses these challenges by using
active learning, a subset of machine learning, to streamline the review process. This innovative
approach not only saves time but also enhances the quality of the review by ensuring that the
most relevant studies are identified.

Active learning involves an iterative process where the researcher makes decisions about
the relevance of scientific articles. After each decision, the machine learning algorithm learns
and adapts, providing increasingly accurate results tailored to the researcher’s needs [2]. This
feedback loop enables the algorithm to achieve greater accuracy with fewer labeled training
data by selectively learning from the most informative examples [3]. This process stands in
contrast to traditional machine learning methods that require large, fully labeled datasets up-
front.

Active learning enhances the review process through several key components: the classifier,
feature extraction, balance strategy, and active learning query strategy. Central to this process
is feature extraction, which transforms raw article data into a set of features that the classifier
can understand and process. Common techniques include text vectorization methods like TF-
IDF (Term Frequency-Inverse Document Frequency) or word embeddings, which capture the
semantic meaning of the text [4]. Effective feature extraction is crucial, as it directly impacts the
classifier’s ability to categorize articles accurately [5].

Despite the effectiveness of active learning [6, 7, 8, 9], current methods such as TF-IDF and
Doc2Vec [10, 11] are fast, but may not capture the full semantic complexity of the text [12].
Additionally, these methods produce only positive embeddings, potentially limiting the clas-
sifier’s performance [13]. This research aims to explore alternative feature extraction methods,
including those that generate negative embeddings, and evaluate their impact on ASReview’s
performance. By addressing this gap, we seek to enhance the accuracy and efficiency of sys-
tematic reviews, making it easier for researchers to identify the most relevant studies.

After feature extraction, scaling and normalization methods are often applied to optimize
the data for classification [14, 15]. Scaling techniques like Z-score scaling, which standardizes
data to have a mean of zero and a standard deviation of one, are widely used in machine learn-
ing due to their effectiveness in handling features with different scales [16]. [17] for example
shows the effectivesness of z-score normalization on sequence classification tasks with SBERT,
as well as [18] shows promising result with z-score and Doc2Vec embeddings.

Other scaling techniques in this study are the L2 normalization [19] and Pareto scaling [20].
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Which adjust the range or distribution of the data, enhancing the classifier’s ability to process
features effectively. The normalization methods ensure all values are positive, which is partic-
ularly important for certain classifiers like Naive Bayes [21]. These methods include Min-Max
normalization [22], normalization by adding the absolute value of the lowest number, Cumu-
lative Distribution Function (CDF) [23] normalization, and Sigmoid normalization [24]. Each
technique offers unique advantages in preparing data for machine learning algorithms, con-
tributing to the overall effectiveness of the classification process.

The classifier, a machine learning model, categorizes articles as relevant or irrelevant based
on the extracted features. The chosen classifiers each offers different advantages depending
on the dataset and research context [25]. For this study the best performing classifiers from
ASReview are picked, namely TF-IDF and Naive bayes. The balance strategy addresses im-
balanced datasets, where relevant articles are vastly outnumbered by irrelevant ones, using
techniques like oversampling, undersampling, or specialized loss functions [26]. The active
learning query strategy determines how the algorithm selects the most informative samples to
learn from using different sampling methods [27].

This experimental setup of 102 simulations focuses on transforming the outcomes of fea-
ture extractors with normalization and scaling techniques to enhance compatibility with naive
Bayes classifiers and evaluate their impact on active learning performance. By optimizing these
components and their interactions, ASReview aims to offer a more powerful and efficient tool
for conducting systematic reviews. The central question guiding this research is how feature
extraction methods, including those generating negative embeddings, and their subsequent
normalization and scaling impact the performance of active learning on ASReview’s accuracy
and efficiency.

This study investigates the comparison between advanced feature extraction methods like
transformers and traditional approaches such as TF-IDF and Doc2Vec in capturing semantic
complexities, while also considering their computational trade-offs. Additionally, it explores
the transformation of negative embeddings into positive ones through normalization and scal-
ing techniques, examining their effects on the overall performance of classifiers in active learn-
ing. Through these investigations, this research aims to reduce the workload on researchers
and ensure more comprehensive, high-quality reviews that advance scientific knowledge in an
era of rapidly expanding literature.



2. Method

2.1 Overview

This section describes the methods used to answer the research question on the effectiveness of
different feature extraction methods combined with normalization techniques and classifiers.
It covers the classifiers, feature extraction techniques, parameters, implementation details, and
evaluation metrics. The design construction is as follows: 1 dataset x 3 feature extraction tech-
niques x 4 normalization methods x 3 scaling methods x 2 classifiers + 3 FE x 4 normalization
methods x 2 classifiers + 3 FE x 2 classifiers = 102 simulations. ASReview offers a wide variety
of adjustable parameters. If any parameter (like balancing method and query strategy) is not
described here, the default values are used.

2.2 Data

The SYNERGY dataset is a free and open source dataset assembled to study selection processes
in systematic reviews [28]. Each dataset within SYNERGY are labeled, this means the accuracy
of the classifiers can be checked and makes them usable for systematic reviews. The dataset
used from SYNERGY is the van_de_schoot_2018 dataset that focuses on Post-Traumatic Stress
Disorder (PTSD). This dataset is compiled from four major databases: Pubmed, Embase, Psych-
Info, and Scopus [29]. The dataset contains 4544 useable rows. These 4544 rows contain: DOI,
OpenAlex ID, label, PubMed ID, and retrieval method. From the labeled data, 38 rows are
labeled as relevant.

2.3 Data Preprocessing

The data preprocessing approach employs a two-step process: scaling followed by normal-
ization. This sequence is crucial for handling embeddings that may contain negative values,
which can be problematic for certain classifiers like Naive Bayes.

2.3.1 Scaling Methods

Scaling is applied first to adjust the range or distribution of the data. The following scaling
techniques are used:

1. Z-score Scaling: Also known as standardization or Pearson scaling, this well-known scal-
ing technique rescales the data so that the features have zero mean and unit variance [16].
The dataset is scaled by the standard deviation itself [20]. The scaled dataset retains its
original distance and order. It’s defined as:

p=2"F @.1)

where z is the standardized value, x is the original value, y is the mean of the dataset,
and o is the standard deviation of the dataset.
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2. Pareto Scaling: Where the z-score is calculated by dividing by the standard deviation,
the Pareto score is calculated by dividing by the square root. The variance of the new
features is equal to the standard deviation of non-normalized features [16]. The scaled
dataset retains its original distance and order. It’s defined as:

;X —X
X = NG (2.2)

where x’ is the Pareto scaled value, x is the original value, & is the mean of the variable,
and o is the standard deviation of the variable.

3. L2 Normalization: Also known as vector or Euclidean normalization, L2 normalization
scales the data so that the sum of the squares of each element equals 1. This method
transforms each data point by dividing it by the L2 norm (or Euclidean norm) of the
vector. Unlike Z-score and Pareto scaling, L2 normalization does not retain the original
order or relative distances between data points. The direction of the vectors is maintained,
making it useful in embeddings [19]. It's defined as:

where x] is the L2 normalized value and x; is the original value.

2.3.2 Normalization Methods

After scaling, normalization methods are applied specifically to ensure all values are positive,
which is necessary for certain classifiers like Naive Bayes. The normalization methods used
are:

1. Min-Max Normalization: This method provides a linear transformation on the original
range of data [22]. It is typically scaled to the range [0,1]. The relative distance and order
are preserved in this method. It’s defined as:

- X in . .
x = <xm> X (new_maxy — new_miny) + new_miny (2.4)
Xmax - Xmin

where x’ is the normalized value, x is the original value, Xpin is the minimum value of
the feature, Xmnax is the maximum value of the feature, new_maxy is the new maximum
value of the feature (1), and new_miny is the new minimum value of the feature (0).

2. Normalization by Adding Absolute Value of the Lowest Number: This method shifts
all values in the data by adding the absolute value of the minimum value in the data to
ensure all values are positive. This also keeps the same distance between numbers and
order as in the original dataset. It's defined as:
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x" = x + | Xmin| (2.5)

where x’ is the normalized value, x is the original value, and |Xmin| is the absolute value
of the minimum value of the feature.

3. CDF Normalization: This method applies the cumulative distribution function to trans-
form data values into a probability-based scale, typically in the range [0, 1]. The CDF for
a normal distribution is defined as:

Fx(x) = % [1 +erf (x\é(f)] (2.6)

where Fx(x) is the CDF value, x is the original value, y is the mean of the dataset, o is the
standard deviation of the dataset, and erf is the error function.

4. Sigmoid Normalization: This method applies the sigmoid function to scale data values
into the range (0, 1) in a non-linear fashion. The sigmoid function is defined as:

o(x) = (2.7)

where o (x) is the normalized value and x is the original value and e is the base of the
natural logarithm (approximately 2.71828).

In the experimental setup, one scaling method is applied followed by one normalization
method. This two-step process that scales the data, and ensures that all values are positive,
making it suitable for all classifiers in the study, including those sensitive to negative values.
All feature extraction methods were also used without any normalization or scaling and with
only a normalization method.

2.3.3 Feature Extraction Technique

This technique transforms the raw abstracts from the articles into a set of features that the
classifier can understand and process. The techniques for this study are Doc2Vec, SBERT as
implemented in ASReview and TF-IDF (Term Frequency-Inverse Document Frequency) as a
comparison benchmark.

2.3.4 C(Classifier

The classifier is a machine learning model that categorizes articles as relevant or irrelevant
based on the features extracted from them. For this study, the naive Bayes algorithm is em-
ployed. Caklovic (2022) demonstrated its effectiveness for ASReview. However, it is not suit-
able for negative embeddings without adding some normalization method that makes the em-
beddings positive. Every combination that is done with naive Bayes is also done with logistic
regression as a benchmark.
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Feature Extraction | Scaling Technique | Normalization Technique Classifier
Doc2Vec
Z-score Min-Max
SBERT Pareto Sigmoid Naive Bayes
L2 Norm. CDF Logistic Regression

Absolute Minimum Scaling

TF-IDF

Table 2.1: The feature extraction methods, scaling techniques, normalization techniques and classi-
fiers used.

2.3.5 Performance Metrics

Different performance metrics are used to evaluate the efficiency and effectiveness of the sim-
ulation processes, as described below:

Work Saved over Sampling (WSS): Work Saved over Sampling (WSS) measures the efficiency
gain of using active learning compared to random screening in record review processes. Specif-
ically, it quantifies the percentage decrease in the number of records that need to be screened
when employing active learning techniques. WSS is typically evaluated at a predetermined
level of recall for relevant records, such as WSS@95%. This means it shows how much screen-
ing effort can be reduced while still identifying 95% of the relevant records. In other words, it
demonstrates the labor savings achieved at the expense of missing 5% of the pertinent infor-
mation [30].

Other metrics: The Average Time to Discovery (ATD) indicates how many records need to be
screened on average to find all relevant records in the dataset. The recall is the amount of
relevant records that have been found at a certain point during the screening phase, also known
as Relevant References Found (RRF). For example, RFF10% indicates the number of relevant
records found after screening the first 10% of records.

Compute time: The time measured is from the moment the main batch file calls the ASReview
Makita template command until the jobs.bat is done. This is all measured automatically in the
main batch file. The GPU utilization is calculated per combination simulation ran.

2.3.6 Execution

All the code was executed on a High Performing Computer with an A10 Nvidia GPU, 96GB
RAM and a Intel Xeon Gold 6342. The code can be found here: https://github.com/sjardi/
ADS_Master_Thesis. It has a readme file with all the list of libraries and commands needed
to run the code. By firing the main bat file (e.g. doc2vec_main.bat) it iterates through all the
classifiers, feature extractors and normalization / scaling techniques.


https://github.com/sjardi/ADS_Master_Thesis
https://github.com/sjardi/ADS_Master_Thesis

3. Results

All metrics that are not further discussed here, can be found in appendix A.

TF-IDF Embeddings

For TF-IDF embeddings, the combination with the naive bayes algorithm proved to be the
most efficient and highest performing. Specifically, the combination of naive bayes, 12 normal-
ization and adding the absolute minimum achieved a recall at 0.1 threshold (recall_0.1) of 97.3,
a Work Saved over Sampling at 0.95 recall (WSS@95) of 90.4, Extra Relevant Records (erf_0.1)
of 86.5, and an Average Time to Discover (ATD) of 90. These techniques demonstrated the best
recall scores, highest work saved over sampling, and lowest average time duration, indicating
extremely efficient document retrieval. Though these are only very slightly better by 0.7% com-
pared to the baseline. The top three best performing all are normalized with 12 normalization.
The small difference of WSS and ATD will not probably not be noticeable for most use cases.

Combination wss 0.95 | atd | runtime | GPU(%)
(baseline) logistic - TF-IDF 89.4 117 65.8 0.00
(baseline) naive bayes - TF-IDF 89.7 91 53.8 0.00
naive bayes - 12 norm. - absmin 90.4 90 163.8 0.15
logstic - 12 norm. - absmin 90.1 105 | 2348 0.17
naive bayes - 12 norm. - sigmoid 89.9 108 | 2415 0.32

Note. The baseline and the three best performing combinations with the TF-IDF classifier.

SBERT Embeddings

For SBERT embeddings, the two top performing combination was logistic regression with z-
score normalization and logistic regression with absolute minimum scaling and pareto normal-
ization. Both configurations achieved a recall_0.1 of 94.6, a WSS@95 of 87.5 and 87.4, an erf_0.1
of 83.8, and an ATD of 150 and 140 respectively. This technique provided high recall and effi-
cient document retrieval, making it effective for use with SBERT embeddings. Yet the WSS is
3% lower than TF-IDF, the average time to detection is 60 documents higher while recall and
EREF are slightly lower.

Combination wss 0.95 | atd | runtime | GPU(%)
logistic - SBERT 87.0 139 228.5 57
logistic - z-score - absmin 87.5 151 | 287.0 11
logistic - pareto - absmin 87.4 140 | 246.0 13
logistic - 12 norm. - minmax 87.1 127 | 219.0 15

Note. The baseline and the three best performing combinations with the SBERT classifier.

Doc2Vec Embeddings

For Doc2Vec embeddings, the top performing configurations were naive bayes with pareto or
z-score and CDF. This configuration achieved a recall_0.1 of 94.6, a WSS@95 of 84.5, an erf_0.1
of 83.8, and an ATD of 220. Yet the baseline still did better with a runtime of 150 while the other
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metrics were the same. The findings suggest that optimizing the Doc2Vec configuration can
impact the recall and efficiency of regression models.

Combination wss 0.95 | atd | runtime | GPU(%)
(baseline) Logistic - Doc2Vec 84.5 228 150.0 0.0
naive bayes - pareto - cdf 84.5 181 | 220.0 0.1
Logistic - z-score - cdf 84.3 194 | 2210 0.2
naive bayes - 12 norm. - cdf 83.9 191 | 220.0 0.0

Note. The baseline and the three best performing combinations with the Doc2Vec classifier.

10



4. Conclusion

This study investigated the effects of various normalization and scaling techniques applied to
different document embeddings within the context of active learning for systematic reviews.
The primary objective was to identify preprocessing methods that enhance recall, reduce work-
load, and improve the overall efficiency of the active learning process.

The findings indicate that TF-IDF embeddings consistently achieved the highest efficiency.
Specifically, the combination of Naive Bayes with TF-IDF, 12 normalization and adding the
absolute minimum value configuration achieved a recall at 0.1 threshold (recall_0.1) of 0.973, a
normalized Work Saved over Sampling (WSS@95) of 0.904, an Extra Relevant Records (erf_0.1)
of 0.865, and an Average Time to Discover (ATD) of 90. These results demonstrate the high
performance of this combination in identifying relevant records quickly and accurately while
reducing the workload needed for screening documents.

SBERT embeddings also showed strong performance, particularly with the z-score normal-
ization combined with absolute minimum scaling and logistic regression. This configuration
achieved a recall_0.1 of 0.946, a WSS5@95 of 0.875, an erf_0.1 of 0.838, and an ATD of 150.568.
However, this approach required more computational resources compared to TF-IDF, making
it less efficient overall despite its high recall potential.

For Doc2Vec embeddings, the top performing configurations were Naive Bayes with Pareto
or z-score and CDF. This setup achieved a recall_0.1 of 94.6, a WSS@95 of 84.5, an erf_0.1 of 83.8,
and an ATD of 220. Yet, the baseline still did better with a runtime of 150 while the other metrics
were the same.

Overall, while TF-IDF remains a robust and efficient benchmark for active learning in sys-
tematic reviews, Doc2Vec configurations show considerable potential, and SBERT provides
high-recall options despite higher computational costs. These findings are consistent with prior
research emphasizing the importance of efficient preprocessing methods in enhancing the per-
formance of machine learning models in text classification tasks. Yet when adding normaliza-
tion or scaling methods the runtime increases, sometimes to even 2 to 20 times the baseline
value.

Future research should explore additional normalization techniques and embedding types,
and consider the integration of more advanced machine learning algorithms to further enhance
the efficiency and accuracy of systematic reviews. Additionally, the trade-offs between com-
putational efficiency and recall performance should be further investigated to optimize model
configurations for practical applications in various domains.

4.1 Discussion

Despite the promising results, this study has several limitations. The evaluation was conducted
on a specific set of embeddings and normalization techniques, and there might be other combi-
nations that would work better. Additionally, the computational efficiency of the models was
assessed without any extensive algorithmic optimizations. Due to time constraints the code is
hardcoded. If Makita were to support pre- or post-processing methods like normalization and
scaling as a parameter, there can easily be added much more algorithms and combinations for
simulations.

11



Conclusion

Future research should explore a broader range of embeddings and preprocessing methods,
including more advanced machine learning algorithms and hybrid approaches that combine
multiple embeddings. Moreover, integrating domain-specific knowledge into the preprocess-
ing pipeline could further enhance model performance. For example, fine-tuning a transformer
with a dataset of papers in the research field could provide better contextual understanding and
improve outcomes [31, 32, 33].

The feature extraction, scaling, and normalization techniques utilized in this study are op-
timized for GPU acceleration, significantly enhancing computational efficiency. However, the
classifiers themselves (except SBERT) do not leverage GPU capabilities, resulting in a bottle-
neck in processing speed. To address this, leveraging a GPU-enabled library such as NVIDIA’s
RAPIDS cuML library [34, 35] could allow for GPU acceleration of classifiers like logistic re-
gression and naive Bayes, thereby improving overall performance.

The computing power is high on SBERT, but still no more than 22% utilization for non
default combinations. Yet, the hardware costs come close to 10.000 euro. This is not something
that every researcher has to its disposal. But using ASReview as a SaaS solution can be a
solution.

In conclusion, this study provides insights into the optimization of document embeddings
for active learning in systematic reviews. The results demonstrate the effects of selecting ap-
propriate preprocessing techniques to balance recall, workload, and computational efficiency,
paving the way for more effective and efficient systematic review processes.

12
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5.1 Data scripts
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A. Metrics

This chapter shows all the metrics gained from running the code. It is color coded per column:

7 7

4

A1 SBERT
Combination recall 0.1 | wss 0.95 | erf 0.1 | atd | runtime GPU(%)
logistic - SBERT 97.3 87 86.5 |[139| 2285 57
logistic - z-score - absmin 94.6 87.5 83.8 |151| 287 11
logistic - pareto - absmin 94.6 87.4 83.8 |140| 246 13
logistic - 12 normalize - minmax 94.6 87.1 83.8 127 | 219 15
logistic - pareto - minmax 94.6 87.1 83.8 |127| 223 15
logistic - z-score - minmax 94.6 87.1 83.8 |127| 212 7
naive bayes - z-score - absmin 94.6 86.4 83.8 |136| 184 18
logistic - sigmoid 94.6 85.4 83.8 |155| 258 13
logistic - pareto - cdf 94.6 85.4 83.8 |152| 249 13
logistic - z-score - cdf 94.6 85.4 83.8 |153| 250 13
logistic - cdf 94.6 85.4 83.8 |152| 254 13
logistic - 12 normalize - cdf 94.6 85.4 83.8 |153| 255 13
logistic - pareto - sigmoid 97.3 86.0 86.5 |[116| 209 16
logistic - 12 normalize - sigmoid 94.6 85.9 83.8 [171| 202 16
logistic - 12 normalize - absmin 94.6 84.9 83.8 |154| 198 17
logistic - z-score - sigmoid 94.6 84.9 83.8 |145| 230 14
naive bayes - pareto - absmin 94.6 84.9 83.8 |138| 186 18
NB - 12 normalize - minmax 94.6 84.8 83.8 | 131 182 18
naive bayes - pareto - minmax 94.6 84.8 83.8 |131| 181 18
naive bayes - z-score - minmax 94.6 84.8 83.8 |131| 182 18
naive bayes - pareto - sigmoid 94.6 84.7 83.8 |136| 189 18
NB - 12 normalize - sigmoid 94.6 84.0 83.8 | 145 181 18
naive bayes - sigmoid 94.6 84.1 83.8 |143| 188 18
logistic - absmin 94.6 84.1 83.8 [127| 211 16
naive bayes - absmin 94.6 84.3 83.8 |127| 151 22
naive bayes - z-score - sigmoid 94.6 83.9 83.8 |148| 187 18
naive bayes - cdf 91.9 82.4 81.1 |153| 174 19
naive bayes - 12 normalize - cdf 91.9 82.4 81.1 |153| 176 19
naive bayes - pareto - cdf 91.9 82.4 81.1 | 153 174 19
naive bayes - z-score - cdf 91.9 82.4 81.1 |153| 172 19
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Metrics

logistic - sbert_pareto_sqrt - double - max
logistic - sbert_zscore_absmin - double - max
logistic - sbert_zscore_cdf - double - max
logistic - sbert_zscore_minmax - double - max
logistic - sbert_zscore_sigmoid - double - max
logistic - sbert_zscore_sqrt - double - max
logistic - sbertabsmin - double - max

logistic - sbertsigmoid - double - max

nb - shert_cdf - double - max

nb - shert_IZ2_normalize_absmin - double - max
nk - shert_12_normalize_cdf- double - max

1.0 4

0.8 +

nb - shert_I2_normalize-minmax - double - max
nb - shert_IZ2_normalize_sigmoid - double - max
nb - shert_IZ2_normalize_sqrt - double - max

nb - shert_parsto_absmin - double - max

nk - sbert_parsto_cdf - double - max
nb=sbert_parsto_minmax - double - max

nb - shert_pareto_sigmoid - double - max

nb - shert_pareto_sqrt - double - max

nb - shert_zscore_absmin - double - max

0.6 1

Recall

0.4 1

nbk - shert_zscore_cdf - double - max

nb - shert_zscore_minmax - double - max
nb - shert_zscore_sigmoid - double - max
nb - sbhert_zscore_sqrt - double - max

nk - sbertabsmin - double - max

nk - sbertsigmeid - double - max

0.2 1

0.0 1

T T
0.2 0.4 0.6 0.8 1.0
Proportion of labeled records

Figure A.1: All SBERT - combinations Recall Plot

[H] Note. This table summarizes the performance metrics for logistic and naive Bayes (NB)
regression models using different SBERT configurations.



A.2 Doc2Vec
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Figure A.2: The blue line is when the GPU was running and for how much percentage the GPU is
being utilized. It is visible that both SBERT and its normalization and scaling techniques are using
a lot of GPU power. The only downtime is from using the classifiers.

A.2 Doc2Vec

Combination recall 0.1 | wss 0.95 | erf 0.1 | atd | runtime GPU(%)
(baseline) Logistic - Doc2Vec 946 .845 .838 | 228 150 0.0
NB - pareto - cdf 946 .845 838 | 181 | 220 0.1
Logistic - z-score - cdf 946 843 838 |194| 221 0.2
NB - 12 norm - cdf 946 .839 838 191 | 220 0.0
NB - pareto - sigmoid 946 .838 838 |197| 225 0.0
NB - z-score - cdf 946 .838 838 | 198 | 220 0.0
Logistic - 12 norm - cdf 946 837 838 197 | 222 0.0
Logistic - z-score - absmin 919 .830 811 1210 218 0.1
NB - 12 norm - absmin 919 .830 811 | 221 223 0.1
Logistic - pareto - sigmoid 919 .830 811 | 202 226 0.0
NB - z-score - sigmoid 919 825 811 | 203| 223 0.0
Logistic - pareto - minmax 919 825 811 (224 211 0.2
Logistic - pareto - cdf 919 823 811 |219| 225 0.1
Logistic - 12 norm - absmin .892 823 784 | 245 365 0.0
Logistic - pareto - absmin 919 821 811 210 221 0.1
NB - z-score - absmin .892 821 784 1240| 223 0.0
NB - pareto - absmin .892 818 784 1247 | 225 0.1
NB - pareto - minmax .892 818 784 1239 221 0.0
Logistic - z-score - sigmoid 919 817 811 | 215| 224 0.0
NB - z-score - minmax 919 .807 811 1245| 330 0.0
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Metrics

Combination recall 0.1 | wss 0.95 | erf 0.1 | atd | runtime | GPU Util. (%)
NB - 12 norm - sigmoid .892 .805 784 |240| 222 0.0
Logistic - z-score - minmax .892 799 784 1234 182 0.2
Logistic - 12 norm - sigmoid .649 .786 541 | 178 | 985 0.0

Note. The average GPU utilization is calculated per combination. If the utilization is below
0.01% it will show up as zero. All methods do use GPU enabled functions, but by far the most
time is spent by the classifiers.

GPU Utilization and Runtime Over Time with Combination Annotations

o o S S o o o o S S S o o N o N N N
§ S N § S N S § N N R S S N S S S
K ¢ * < < < 7 + " E % + + & & & & o 4
Time (seconc \ds)

Figure A.3: GPU utilization of Doc2Vec

The small spikes indicate a very short burst of (low) GPU utilization. This indicates it is
not optimized for using a GPU. This hinders performance and might not speed up the process
much. The outcome metrics should be the same.
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A.3 TF-IDF

i ID:istic - doc2vev::l2:normaIize:sqgrt - double - max
— logistic - doc2vec_pareto_absmin - double - max
— logistic - doc2vec_pareto_cdf - double - max
logistic - doc2vec _pareto minmax - double - max
1.0 1 — logistic - doc2vec:pareto:sigmoid - double - max
logistic - doc2vec_pareto_sqrt - double - max
— logistic - doc2vec_zscore_absmin - double - max
—— logistic - doc2vec_zscore_cdf - double - max
0.8 4 logistic - docvec_zscore_minmax =double - max
— logistic - doc2vec_zscore_sigmoid - double - max
— logistic - doc2vec_zscore_sqrt - double - max
— nb - doc2vec_|2_normalize_absmin - double - max
0.6 1 — nb - doc2vec_|Z2_normalize_cdf - double - max
ﬁ nb - doc2vec |12 normalize_sigmoid - double - max
= — nb - doc2vec_ |12 _normalize_sqrt - double - max
g nb - doc2vec_pareto_absmin - double - max
0.4 1 — nb-doc2vec_pareto_cdf - double - max
= nb - doc2vec_pareto_minmax - double - max
nb - doc2vec_pareto_sigmoid - double - max
' — nb - doc2vec_parsto_sqrt - double - max
0.2 1 —— nb - docZvec_zscore_absmin - double - max
— nb - doc2vec_zscore_cdf - double - max
— nb - doc2vec_zscore_minmax - double - max
nb - doc2vec_zscore_sigmoid - double - max
0.0 = nb - doc2vec_zscore_sqrt - double - max
0.2 0.4 0.6 0.8 1.0
Proportion of labeled records
Figure A.4: All Doc2Vec combinations Recall Plot
A.3 TF-IDF
Combination recall 0.1 | wss 0.95 | erf 0.1 | atd | runtime GPU(%)
(baseline) logstic - TF-IDF 0.973 0.894 | 0.865 | 117 65.8 0.00
(baseline) naive bayes - TF-IDF 0.973 0.897 | 0.865 | 91 53.8 0.00
naive bayes - 12 normalize - absmin | 0.973 0.904 | 0.865 | 90 | 163.8 0.15
logstic - 12 normalize - absmin 0.973 0901 | 0.865 | 105 | 234.8 0.17
NB - 12 normalize - sigmoid 0.973 0.899 | 0.865 | 108 | 241.5 0.32
logstic - sigmoid 0.973 0.899 | 0.865 | 109 | 732.0 0.04
naive bayes - sigmoid 0.973 0.899 | 0.865 | 101 86.2 0.35
NB - 12 normalize - minmax 0.973 0.897 | 0.865 | 91 148.2 0.22
naive bayes - absmin 0.973 0.897 | 0.865 | 91 147.0 0.19
naive bayes - pareto - minmax 0.973 0.897 | 0.865 | 91 148.5 0.61
naive bayes - z-score - minmax 0.973 0.897 | 0.865 | 91 148.5 0.61
logstic - 12 normalize - minmax 0.973 0.894 | 0.865 | 117 | 251.0 0.35
logstic - pareto - minmax 0.973 0.894 | 0.865 | 117 | 265.1 0.02
logstic - z-score - minmax 0.973 0.894 | 0.865 | 117 | 260.7 0.40
logstic - absmin 0.973 0.894 | 0.865 | 117 | 277.8 0.12
naive bayes - pareto - sigmoid 0.973 0.890 | 0.865 | 85 79.9 1.37
logstic - 12 normalize - sigmoid 0.973 0.876 | 0.865 | 132 | 518.5 0.16
naive bayes - cdf 0.973 0.867 | 0.865 | 115 | 89.1 0.82
naive bayes - 12 normalize - cdf 0.973 0.867 | 0.865 | 115 79.4 1.26
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Metrics

Combination recall 0.1 | wss 0.95 | erf 0.1 | atd | runtime | GPU Util. (%)
naive bayes - pareto - cdf 0.973 0.867 | 0.865 | 115 80.0 1.34
naive bayes - z-score - cdf 0.973 0.867 | 0.865 | 115 | 80.5 1.54
logstic - cdf 0.946 0.844 | 0.838 | 133 | 1500.1 0.08
logstic - pareto - cdf 0.946 0.844 | 0.838 | 134 | 1271.1 0.13
logstic - z-score - cdf 0.946 0.844 | 0.838 | 135 | 1316.2 0.08
logstic - 12 normalize - cdf 0.946 0.844 | 0.838 | 138 | 1508.8 0.07
logstic - pareto - absmin 0.946 0.835 | 0.838 | 266 | 837.3 0.13
logstic - z-score - absmin 0.811 0.721 | 0.703 | 416 | 1090.3 0.12
naive bayes - z-score - absmin 0.270 0.012 | 0.162 | 1622 | 1587.7 0.04

Note. The lowest score is an outlier, that’s why two different values are selected as lowest

value per column.
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Figure A.5: All TF-IDF runtime and GPU utilization. There are big outliers, these combinations do
not seem to go well together. Generally this also means lower WSS and even recall as seen in the

table.
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B. Visualization

This chapter shows all graphs that help to visualize the transformations of the feature embed-
dings.

B.1 SBERT
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Figure B.1: Default SBERT.
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Figure B.2: SBERT with Min-Max Normalization.
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Visualization
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Figure B.3: SBERT shows less shape distortion than Doc2Vec.

Doc2Vec
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Figure B.4: Default Doc2Vec, no transformation.
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Figure B.5: Doc2Vec with Min-Max scaling. Note the x-axis. Where it first was between -7.5 and
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10 is now 0 to 1 while the shape remained largely the same. Already a change in the PCA graph is
visible.
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B.3 TF-IDF
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Figure B.6: A much rounder shape and much more equally distributed. The documents are also
way more equally distributed in the PCA graph.
B.3 TF-IDF
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Figure B.7: Default TF-IDF embeddings. The high peak at zero shows the sparsity of TF-IDF em-
beddings.
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Figure B.8: Min-Max should change almost nothing for the already positive embeddings. And that
is shown here.
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Visualization
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Figure B.9: Showing the "S" shape that logistic regression and sigmoid functions are known for.
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The PCA graph shows the embeddings are much more equally spread now.
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