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Abstract

This thesis presents the design and evaluation of a prototype application aimed

at enhancing medical education through the use of ontology-driven feedback.

The application generates medical case studies that simulate real-life scenarios,

focusing on diagnosing ear diseases. The pilot study, conducted with a small

group of medical students, demonstrated the potential value of ontology-driven

feedback in guiding students through the diagnostic process. Detailed log anal-

ysis identified common mistakes and knowledge gaps among students, high-

lighting areas where the prototype can be tailored to address these issues in fu-

ture iterations. The learning process observed, with participants refining their

choices and improving their accuracy, underscores the application’s potential

to enhance medical training. User experience feedback indicated that while

the application was generally useful and informative, improvements in design

and usability are needed to increase engagement and intuitiveness. Although

the study did not show a significant improvement between pre- and post-test

scores, the overall feedback from participants and their progression through ex-

ercises suggest that this approach effectively supports the learning process. The

study faced limitations, including the specific focus on otology, time constraints

in developing a user-friendly interface, and challenges in recruiting a sufficient

number of medical students for evaluation. These factors highlight the need for

future studies with larger participant pools to validate the findings and refine

the application. Additionally, expanding the application’s capabilities to cover

other ENT diseases will broaden its utility. Writing scientific publications and

presenting at international conferences are planned.

Keywords: ontology, medical education, interactive learning tools, ontology-

driven feedback, learning exercise generation
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1. Introduction

1.1 MLX Amsterdam Company

This thesis was written in cooperation with MLX Amsterdam Company (MLX).

Founded in 2012, it focuses on creating interactive educational materials for med-

ical students.

1.2 Motivation

The field of medical education stands at a crossroads where traditional learn-

ing methods often fail to meet contemporary demands. The motivation behind

this thesis is rooted in the growing necessity for interactive and immersive ed-

ucational tools in medical training [1]. As medical science evolves, so does the

complexity of clinical scenarios that future healthcare professionals must be pre-

pared to handle. Traditional educational approaches, such as lectures, textbook

study, and seminars, while foundational, often fall short in replicating the dy-

namic and unpredictable nature of real-world medical situations [2]. This gap

in medical education underscores the importance of developing training tools

that not only convey theoretical knowledge but also simulate practical, hands-on

experience. The development of a user-friendly interface prototype that can gen-

erate real-world medical exercises with detailed feedback presents a promising

path to address these educational challenges and identify the knowledge gaps of

medical students for the future enhancement of the learning process.

1.3 Problem Description

The core problem this thesis addresses is the lack of interactive and engaging

training tools that accurately mimic real-world clinical scenarios. While digi-

tal medical education offers a plethora of theoretical exercises and tests, creat-

ing practical exercises for medical students remains a significant challenge [3].
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Traditional methods like lectures and textbooks study in medical education pri-

marily focus on theoretical knowledge, often overlooking the practical nuances

and critical decision-making skills required in real-life medical practice. Current

solutions in the field lack the ability to generate engaging medical exercises that

mimic real-world clinical scenarios and provide effective feedback, addressing

practical nuances and decision-making skills.

1.4 Scientific Novelty and Practical Value

The scientific novelty of this thesis lies in its approach of using ontology-driven

content generation and providing ontology-driven feedback in medical practice

training tools. While there have been individual efforts to utilize ontologies in

educational applications, this research specifically focuses on hands-on medical

exercises based on ontology-driven content. The practical value is evident in the

development of an application that enhances the learning experience through

interactive features and ensures the accuracy and relevance of medical content

through structured ontology.

1.5 Thesis Goals

This thesis aims to design an application and an ontology that facilitate the gen-

eration of medical exercises and provide detailed feedback to medical students,

enhancing their skills in diagnosing ear diseases and highlighting the students’

knowledge gaps. The goal includes conducting a pilot study to evaluate the ef-

fectiveness of the system and developing a prototype that demonstrates the po-

tential of this approach. Additionally, this thesis seeks to propose an interface

version that increases medical student engagement and identifies areas for future

interface development.

To address this, the thesis will explore the development, implementation, and

evaluation of this application.

6



2. Literature Review

2.1 Automated Tests and Exercises Generation for Ed-

ucational Purposes

Automated test, question, and exercise generation systems are designed to im-

prove the learning process, enabling learners to evaluate their knowledge, quickly

acquire new information, and effectively assess their understanding.

The primary objectives of automated question generation systems are linked

to enhancing educational processes, with a distinct focus on assessing learners’

knowledge, facilitating knowledge acquisition, and validating information. Ac-

cording to Kurdi et al. [4], a significant number of automated question genera-

tion efforts is directed towards creating assessment tools that evaluate learners’

understanding and grasp of various subjects. This aligns with the broader educa-

tional goal of not only testing but also reinforcing learning through practice and

feedback mechanisms. Also, these systems play a significant role in knowledge

acquisition, where the generation of questions and exercises encourages deeper

engagement with learning materials, thereby promoting better retention and un-

derstanding. Lastly, validation, although not as widely cited as assessment and

knowledge acquisition, emerges as an aspect, particularly in confirming the ac-

curacy and relevance of educational content.

Furthermore, these systems aim to address the challenges associated with

manual test and exercise creation, such as the time-intensive and costly processes

developers often face. Sahar A. El-Rahman and A. Zolait [5] demonstrate in their

study that the advantages of automated test generation systems over traditional

manual test creation methods are significant, offering considerable time savings

and a reduction in potential biases or errors associated with manual question se-

lection. By automating the generation of test papers, educators can devote more

time to teaching and less to the logistical challenges of test preparation, ensuring

that assessments are both rigorous and aligned with educational standards.
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In a similar vein, Westphal [6] presents a framework for automatically gener-

ating a range of different exercise tasks in Haskell-I/O programming. The frame-

work aims to alleviate the burdens of manual task creation, saving educators

valuable time and reducing issues such as plagiarism in e-learning environments.

Another important aspect of automated exercise generation, as reviewed by

Sahar A. El-Rahman and A. Zolait [5], is the necessity for exercises, questions, or

tests to be shuffled randomly to avoid repetition and promote a broad assessment

range. This randomization is critical for maintaining the integrity and fairness of

the examination process, ensuring that each test is unique and reflective of the

entire curriculum. The authors of this paper further highlight the importance of

this feature in their Automated Test Paper Generation system, utilizing a shuf-

fling algorithm that ensures the randomization of questions, thereby preventing

repetition and promoting a comprehensive assessment approach.

2.1.1 Methods of Generating Questions

Every automated exercise generation system leverages diverse approaches in gen-

erating questions, tailoring techniques to the specificity and complexity of the

content being tested. In their work, Yao, X., Bouma, G., Zhang, Y. [7] explore

several foundational methods for question generation, including semantic, syn-

tax, template, rule, and scheme-based approaches. The semantic method focuses

on understanding and manipulating the underlying meanings of sentences, uti-

lizing Minimal Recursion Semantics to generate questions that are semantically

grounded. The syntax-based method manipulates the syntactic structure of sen-

tences to create new questions, maintaining grammatical correctness. Template-

based approaches rely on predefined patterns to produce questions, often requir-

ing significant manual input but ensuring high relevance and accuracy. Rule-

based methods apply specific linguistic or logical rules to transform statements

into questions, offering a balance between automation and control. Lastly, scheme-

based approaches use a combination of these methods, often integrating seman-

tic and syntactic analyses to generate more complex and varied questions. This

multi-faceted approach allows for the generation of questions that are not only

grammatically correct but also meaningful and contextually appropriate, enhanc-

ing the learning experience through targeted assessment.

Building upon the insights provided by Yao and colleagues, Das, Majumder,
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Phadikar, and Sekh [8] further expand the discourse on automated tests gen-

eration techniques. They provide a comprehensive examination of automated

question generation techniques, outlining them into rule-based, template-based,

and artificial intelligence (AI)-based categories. Each method is explored for its

unique advantages and inherent constraints within the educational technology

landscape. Rule-based approaches, grounded in predefined rules and structures,

are praised for their reliability in specific contexts but criticized for their lack of

flexibility. Template-based methods offer a balance between structure and adapt-

ability, utilizing templates to generate questions but may suffer from predictabil-

ity and limited variability. AI-based techniques, particularly those leveraging re-

cent advancements in machine learning and natural language processing, are rec-

ognized for their potential to generate more diverse and contextually rich ques-

tions.

2.2 Ontology for Knowledge Representation and for

Learning Support

2.2.1 Using Ontologies for Knowledge Representation in the Med-

ical Domain

Ontologies are used widely as a learning support in different domains, enhancing

the precision and effectiveness of knowledge acquisition, management, and dis-

semination. Ontologies significantly enrich the representation and organization

of knowledge, offering a structured framework that facilitates the understanding

and processing of complex information across various domains, specifically in

the medical domain [9].

The significance of ontologies extends into the realms of biological and biomed-

ical research, where they are instrumental in providing standardized identifiers,

vocabularies, metadata, and machine-readable axioms. Such tools are essential

for the integrated analysis and interpretation of data, as highlighted by Hoehn-

dorf, Schofield, and Gkoutos [10].

In medicine, ontologies enable the precise representation of clinical knowl-

edge. For instance, Harispe et al. [11] propose a framework for ontology-based

semantic similarity measures, emphasizing their application in various domains,
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including medicine, to enhance the accuracy and relevance of data analysis.

Interoperability emerges as a significant advantage of ontologies, allowing di-

verse systems to communicate and exchange information seamlessly. In the realm

of biomedical research, Bodenreider and Stevens [12] reflect on the evolution of

ontology in biomedicine, underscoring the move towards greater standardization

and interoperability as a means to facilitate research and healthcare delivery.

Ontologies must be scalable to accommodate the ever-growing volume of

medical data. Recent advancements, such as the work by Bo Liu et al. [13] on

an incremental and distributed inference method for large-scale ontologies using

MapReduce, address the scalability challenges by facilitating efficient and scal-

able reasoning in large ontology bases.

Disease-specific ontologies, like the Alzheimer’s Disease Ontology discussed

by Malhotra et al. [14], exemplify the application of ontologies in capturing

domain-specific knowledge, enabling targeted research and personalized medicine.

Smith et al [15] provide a survey of biomedical imaging ontologies, outlin-

ing the challenges faced in fields like histopathological imaging and suggesting

strategies for these challenges. This work highlights the importance of interoper-

ability in integrating imaging data with other biomedical information.

The essence of ontologies lies in their ability to conceptualize domains through

the definition of entities and the relationships between them. This is exemplified

in the work of Zhang and Bodenreider [16], who elucidate the alignment of com-

prehensive anatomical ontologies, highlighting the semantic techniques critical

for navigating the complexity inherent in such endeavors. This process is foun-

dational for ensuring a coherent representation of domain-specific knowledge.

Ontologies contribute to the standardization of terminologies within domains,

promoting consistency in the use of terms and definitions. Bard and Rhee [17]

highlight the expansive applications of ontologies in biology, from gene annota-

tion to the elucidation of disease mechanisms and the amalgamation of varied

biological data. Ontologies are lauded for their capacity to connect disparate re-

search areas, fostering novel insights and linkages that are essential for scientific

advancement. This utility in synthesizing complex biological information under-

scores the pivotal role of ontologies in promoting interdisciplinary discoveries.

Despite these benefits, Bard and Rhee also address the challenges confronting the
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development and application of ontologies, such as the intricacies of biological

data, the ongoing need for updates and maintenance, and ensuring interoper-

ability among different ontology systems.

2.2.2 Using Ontologies for Learning Support

Ontologies, as mentioned earlier, offer a structured content framework, enabling

e-learning systems to deliver personalized experiences and manage content effi-

ciently, as discussed by Sampson, Lytras, Wagner, and Diaz [18]. This editorial

underscores the role of these technologies in facilitating content reuse and stan-

dardization, alongside generating adaptive learning paths tailored to individual

learner needs.

One of the most vast domains of applying ontology for learning support is

language studies. For example, Jingyun Wang et al. [19] illustrate the devel-

opment and application of a course-centered ontology to enhance Japanese lan-

guage learning. Their research focuses on constructing a comprehensive ontology-

based system, specifically designed to map and visualize the complex interrela-

tionships between various grammar points within a Japanese language course.

This innovative approach not only facilitates a deeper understanding of language

concepts by highlighting their interconnections but also demonstrates a signifi-

cant improvement in learning outcomes. Through the use of this system, learners

are encouraged to actively compare and contrast related language points, foster-

ing a more integrated and holistic grasp of the language.

In the paper by Chen et al. [20], ontology serves as a technology for achiev-

ing the learning goals of users within an e-learning system designed for mobile

phone salespersons. The ontology-based approach organizes domain-specific

knowledge into a structured knowledge base. This structured organization en-

ables the identification of personalized learning needs through an ontology-based

quizzing module, directly addressing the individual knowledge gaps of the sales-

persons. As a result, the system can provide tailored learning content that specifi-

cally targets areas where each user lacks understanding, thereby effectively meet-

ing their learning goals.
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2.3 Role of Feedback in Automated Tests and Exer-

cises Generation Systems

Feedback is conceptualized as information provided by an agent (e.g., teacher,

peer, book, parent, self, experience) regarding aspects of one’s performance or

understanding. Hattie and Timperley [21] identify several forms of feedback,

such as corrective feedback from teachers or parents focusing on correcting mis-

takes, alternative strategy feedback from peers, clarification feedback from re-

sources, encouragement feedback from parents or peers, and self-evaluation feed-

back where learners assess their own performance. Feedback aims to fill the

gap between current understanding and desired goals, utilizing various pro-

cesses like increasing effort, motivation, engagement, restructuring understand-

ings, and confirming correctness. According to the study’s findings, feedback is

most effective when it addresses the task level (specific task information), pro-

cess level (strategies and processes), and self-regulation level (self-monitoring

and regulation). The authors also show that the most effective feedback pro-

vides cues or reinforcement, involves computer-assisted instructional feedback,

and relates to specific goals.

Shute et al. [22] provide a comprehensive review highlighting several key

aspects of formative feedback, emphasizing its delivery, types, timing, and the

various variables that influence its effectiveness. The authors stress that the man-

ner of feedback delivery plays a critical role in its ability to enhance learning,

aligning with other studies that emphasize the importance of feedback quality in

educational interventions [21].

Shute et al. categorize feedback into various types, such as verification of

response accuracy, explanations of correct answers, and hints. Each type has a

different impact on learning. For instance, verification provides immediate af-

firmation of correctness, while explanatory feedback aids deeper understanding.

The timing of feedback is also pivotal; immediate feedback can prevent the rein-

forcement of errors, whereas delayed feedback can encourage deeper cognitive

processing. The efficacy of immediate versus delayed feedback varies depending

on the task complexity and the learner’s proficiency [23].

The Shute et al. study identifies learner characteristics (e.g., prior knowledge
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and motivation), task nature, and specific feedback features as critical factors.

These variables can lead to varying and sometimes inconsistent outcomes in feed-

back research. The evaluation of this study shows that feedback should focus on

the task rather than the learner, be specific and clear, and be presented in manage-

able units. It should align with the learner’s current understanding and ability

level to be most beneficial. Furthermore, feedback should aim to reduce uncer-

tainty between performance and goals and promote a learning goal orientation.

Mark Gierl and H. Lai [24] explore automatic item generation for computer-

ized formative testing in medical education. Their study focuses on generating

both test items and rationales, addressing the need for large numbers of diverse,

high-quality test items in computerized testing. In addition, Mark Gierl and H.

Lai in their study underscores the crucial role of feedback. The authors emphasize

that feedback, particularly when integrated with automated tests and questions

generation, becomes a tool for enhancing learning. Feedback in the context of au-

tomated exercise item generation is designed to provide learners with immediate,

specific insights into both their correct and incorrect responses. Through detailed

rationales that accompany each question, learners receive guidance on why an

answer is correct or incorrect, which in turn fosters a deeper understanding of

the material and encourages self-directed learning and critical thinking.

Mark Gierl and H. Lai in their research further demonstrates that effective

feedback within computerized formative testing can significantly impact medical

students’ learning strategies. By aligning feedback with specific learning objec-

tives, the automated generation system ensures that students not only assess their

knowledge but also gain insights into their learning process, thereby enhancing

the overall educational experience.

Another study that focuses both on the exercise generation and the role of

feedback for learners is by Gütl et al. [25]. The development of the Enhanced Au-

tomatic Question Creator by Gütl and colleagues through its integration of nat-

ural language processing and AI, facilitates the automatic creation of test items

from textual content. This system not only exemplifies the enhancement of learn-

ing experiences through diverse and personalized content but also highlights the

capability for immediate feedback. The evaluation shows that immediate feed-

back mechanism is crucial for adapting teaching strategies and improving learn-

ers’ knowledge acquisition and skills development.
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There is an ontology-based feedback system, called OntoPeFeGe (Ontology-

Based Personalized Feedback Generator), developed by Demaidi, M. N., et al.

[26] to evaluate the role of feedback in educational settings. Ontology-based feed-

back in their work provides personalized, immediate, and formative responses to

students. This approach adapts feedback to the learner’s background knowledge

and understanding level, ensuring relevance and efficiency. OntoPeFeGe exem-

plifies auto-generated feedback systems that dynamically create feedback using

ontologies. This system integrates various feedback generation strategies and

templates to provide comprehensive feedback based on Bloom’s taxonomy levels.

It employs a rule-based algorithm to tailor feedback according to student charac-

teristics and assessment question difficulty, determining the appropriate type of

feedback. Evaluations of OntoPeFeGe show that personalized feedback signifi-

cantly improves the performance of students with lower background knowledge.

2.4 Learning Systems and Applications in Medical Ed-

ucation

The landscape of technological support for learning within medical education

is vast and diverse. A multitude of solutions exists, ranging from augmented

reality and virtual reality (Antoniou et al. [27]) to simulations and the genera-

tion of training exercises. In this research, the primary focus will be on simula-

tions—particularly patient simulations—along with the generation of automated

exercises and ontology-based learning support systems.

2.4.1 Ontology-Based Learning Support Systems in Medical Ed-

ucation

Leo et al. [28] present an ontology-based approach for generating complex mul-

tiple choice questions in medical education. These multiple choice questions are

designed to simulate real-life medical scenarios. The authors exploit medical on-

tologies to generate case-based questions, demonstrating the practicality and ef-

fectiveness of their method in a user study with medical experts. Their system,

EMMeT Multiple Choice Question Generator, uses a template-based approach,

leveraging the Elsevier Merged Medical Taxonomy (EMMeT) ontology for con-
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tent.

Radović, Petrovic, and Tosic [29] proposed an approach to medical education

through SCTonto, an automated Script Concordance Test (SCT) generation plat-

form. This ontology-driven learning assessment tool utilizes the SCT to evaluate

clinical reasoning skills by generating questions directly from electronic health

records. SCTonto is specifically designed for knowledge representation in SCT

question generation, leveraging the depth and complexity of real-world medical

data to create a more dynamic and relevant educational experience. This pro-

cess enhances the SCT’s applicability in medical education by providing students

with practical, scenario-based questions that reflect the uncertainties inherent in

clinical decision-making. The platform employs direct and indirect strategies for

generating tests based on ontology-driven dataset.

In a similar vein Bratsas et al. [30] developed an ontology-based framework

for generating medical computational problems within electronic learning envi-

ronments, using ontologies to semantically enrich and interlink educational con-

tent and healthcare standards. This approach aims to streamline the creation and

dissemination of medical educational materials, enhancing their interoperability

and semantic coherence. This paper highlights the effectiveness of ontologies

in organizing and presenting medical educational content in a manner that im-

proves accessibility and learning outcomes, thereby advancing the pedagogical

methods employed in medical education through enhanced semantic integration.

2.4.2 Simulation-Based Learning Systems and Applications in

Medical Education

The evolution toward simulation-based education in medicine is widespread in

the realm of medical educational applications. So, H. Y., et al. [31] investigated

various simulators and came to the conclusion that simulations provide a struc-

tured environment where learners can refine clinical skills, navigate mistakes,

and assimilate knowledge without the potential for harming patients. The use of

simulation addresses several educational needs: controlling the sequence of tasks

for learners, providing opportunities for guidance, preventing unsafe situations,

and allowing the practice of rare or complex scenarios. Such environments can

bridge the gap between theory and practice, ensuring that learners are equipped
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with the necessary skills in a controlled setting.

The adoption of virtual patients and immersive learning environments repre-

sents a significant part of medical simulators. These tools are effective for their

ability to closely replicate clinical scenarios, offering interactive experiences that

promote clinical reasoning and decision-making in a no-risk framework (Dan-

forth et al. [32]).

The diversity of simulation tools, ranging from low to high-fidelity simulators

and part-task trainers to comprehensive computer-based systems, is extensively

discussed in the academic literature. High-fidelity simulations and virtual real-

ity platforms are particularly lauded for their effectiveness in simulating real-life

medical scenarios, thereby enhancing the learning experience by offering prac-

tical, hands-on engagement that traditional learning modalities cannot (Al-Elq

[33]; Gayef [34]). These tools are indispensable for facilitating a seamless transi-

tion of theoretical knowledge to clinical application, providing dynamic and au-

thentic learning settings. Despite its advantages, challenges such as technological

limitations and cost are acknowledged.

Pai et al. [35] draws the same conclusions and also underscores the criti-

cal need for the integration of simulation-based medical education into the core

medical curriculum as a strategy to enhance its effectiveness and ensure its sus-

tainability. The authors argue for the indispensable role of faculty training and

commitment, elucidating that the success of simulated-based programs extends

beyond the mere provision of technical and equipment support to include the

active involvement of educators proficient in simulation pedagogy.

2.4.3 Optimizing Medical Education with HCI

The domain of HCI is instrumental in refining the user experience (UX) and in-

terface design, with its principles benefiting educational technologies.

Rundo et al. [36] evaluate HCI’s impact on clinical decision-making pro-

cesses, emphasizing its capacity to support physicians’ cognitive tasks in pre-

cision medicine. This review underscores HCI’s potential in medical education,

where it can streamline complex data management and decision-making work-

flows, thereby improving training outcomes for healthcare professionals. The

paper highlights the importance of HCI in creating intuitive user interfaces for

16



2.5 Existing Educational Applications for Medical Students that Simulate the
Diagnosing Process

medical software and systems, which are crucial for enhancing the usability and

effectiveness of clinical tools. Furthermore, although this paper does not specif-

ically address automated exercise generation, it contains many valuable insights

applicable to such developments. The application of this thesis project imitates

the real medical activities reviewed in this paper, drawing on the principles of

HCI to simulate authentic clinical decision-making scenarios. This approach en-

sures that even in the realm of automated exercise generation, the system can pro-

vide a realistic and beneficial educational experience for healthcare professionals,

closely mirroring the challenges and complexities of actual medical practice.

2.5 Existing Educational Applications for Medical Stu-

dents that Simulate the Diagnosing Process

In the landscape of medical education, numerous educational applications have

emerged to assist medical students and professionals in enhancing their diagnos-

tic skills. These tools not only facilitate the learning process but also integrate

technological features that mimic real-world clinical scenarios, thus providing an

immersive learning experience.

"Isabel Healthcare" [37] stands out as a diagnostic aid tool designed to enhance

clinical reasoning. It utilizes a comprehensive database of symptoms and condi-

tions to generate differential diagnoses, effectively acting as a second opinion.

This system supports medical students by expanding their diagnostic capabili-

ties and improving decision-making through exposure to a wide array of poten-

tial conditions. The main feature of "Isabel" is its ability to integrate seamlessly

with electronic health records (EHRs).

"VisualDx" [38] is another significant player in the field, known for its exten-

sive library of medical images. This application aids in the diagnosis of derma-

tological conditions but also covers a broad spectrum of internal medicine. "Vi-

sualDx" is particularly valuable in medical education for its ability to visually

demonstrate the variation in presentations of diseases, thus helping students and

clinicians improve their diagnostic accuracy and speed. Its unique feature, the

"VisualDx" differential diagnosis builder, enhances clinical education by allow-

ing users to compare visually similar conditions side-by-side.
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"DXplain" [39], developed by Massachusetts General Hospital, is a decision

support system that provides a list of potential diagnoses based on the clinical

attributes entered by the user. This tool serves a dual educational role, offering

both a learning resource for medical students and a practical tool for experienced

clinicians needing to refresh their differential diagnosis skills.

"InSimu Patient" [40] offers a unique approach by allowing users to interact

with virtual patients. This application provides an environment where medical

students can practice their clinical skills without risk to real patients. Each case

scenario is designed to mimic the complexity of real-life diagnostics, complete

with feedback and a scoring system to track progress and learning outcomes. "In-

Simu"’s standout feature is its algorithm that simulates real-life diagnostic paths,

allowing students to experience the consequences of their clinical decisions.

"Prognosis: Your Diagnosis" [41] engages users with clinical case scenarios

across various specialties, challenging them to apply their knowledge in diag-

nosing and managing diseases. Each case is crafted to reflect real-world medical

situations, making it a useful tool for active learning and assessment. The applica-

tion enhances learning through immediate feedback on decisions and a detailed

explanation of the best diagnostic and treatment pathways for each case.

"Case" [42] provides medical students and professionals with daily clinical

cases through a subscription model. This app is used for exam preparation and

continuous medical education, as it offers detailed explanations and discussions

on each case. It offers a personalized learning experience, adjusting the difficulty

of cases based on the user’s performance and learning pace.

2.6 Existing Research Gaps

Studies on ontology often focus on generating tests but rarely on content cre-

ation in simulations. While ontologies are extensively used for creating struc-

tured knowledge bases and generating test items (Leo et al. [28], Radović et al.

[29]), there is a gap in research concerning the application of ontologies for devel-

oping content in simulation-based learning systems. Current literature primar-

ily addresses the theoretical frameworks and methodologies for test generation,

leaving the potential of ontologies in enhancing the realism and educational value

of simulation scenarios underexplored.
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Studying the role of feedback in learning applications in the medical domain

is rare. The review of existing automated feedback systems (Gütl et al. [25],

Demaidi et al. [26]) reveals an issue: the feedback provided is frequently generic

and lacks specificity. This is particularly problematic in medical education, where

detailed, context-specific feedback is crucial for effective learning. Not many sys-

tems align feedback with the actual clinical activities and decision-making pro-

cesses students engage in, thereby diminishing the practical utility of the feed-

back provided.

There is a lack of research that studies ontology-driven content generation in

simulation-based learning systems with ontology-driven feedback specifically in

medicine. The integration of ontologies to create dynamic, contextually rich sim-

ulation scenarios and provide tailored feedback remains insufficiently explored.

Existing studies focus either on the theoretical aspects of ontology application or

on separate elements of simulation and feedback. Comprehensive research that

combines ontology-driven content generation with personalized, ontology-based

feedback in simulation-based learning environments is scarce. Addressing this

gap is essential for developing more effective educational tools that can mimic

real-life clinical situations and provide meaningful, actionable feedback to learn-

ers.
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3. Design Process

3.1 Gathering Requirements

The first phase involves gathering materials and consulting with stakeholders,

including MLX. The main goal of this stage is to understand the requirements

and expectations, ensuring that the prototype developed aligns with the needs

of medical students. A number of unstructured interviews were conducted with

the CEO of MLX to gather necessary information about the Ear, Nose and Throat

(ENT) domain and requirements for the application. Here are the main insights:

3.1.1 The Diagnosing Process of Ear-Related Diseases

MLX provided a detailed overview of the real-life diagnosing process for ear-

related diseases (Figure 1). This information is needed for developing a realistic

and comprehensive simulation.

Symptoms

The diagnostic process begins when a patient presents with symptoms. Pa-

tients usually report one to three symptoms, not revealing all the possible symp-

toms of their diagnosis. This step involves initial patient interaction, where the

symptoms are documented.

Figure 1. The scheme of the real-life diagnosing process for ENT disease.
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Identifying Differential Diagnoses

Based on the presented symptoms, potential diagnoses are identified. The list

of differential diagnoses helps doctors to narrow down the number of possible

final diagnoses. For example, a symptom like tinnitus could suggest conditions

such as otosclerosis or cholesteatoma.

Examinations

The next step involves conducting various examinations to gather more in-

formation. Common examinations for ear-related issues include otoscopy, pal-

pation, and Rinne and Weber tests. These examinations can be conducted in the

doctor’s office during the first visit. They help refine the list of potential diag-

noses by providing more specific data about the patient’s condition.

Narrowing Down Differential Diagnoses

Based on the results of the examinations, the list of potential diagnoses is nar-

rowed down. For instance, if otosclerosis is ruled out based on examination re-

sults, the focus can shift to other possible conditions. This step is necessary to

ensure only essential investigations are conducted in the next phase.

Investigations

Further investigations, such as CT scans, MRIs, blood tests, and balance tests,

are conducted to gather additional data. These procedures are typically con-

ducted in specialized laboratories. These tests provide more detailed insights

and are used as examination results to confirm or rule out specific conditions.

Final Diagnosis

After examinations and investigations, a final diagnosis is made. At this stage,

the doctor has all the necessary information, including symptoms, examination

results, and investigation results, to correctly identify the final diagnosis.

Therapy

At the final stage, the goal is to determine the appropriate therapy based on

the diagnosis. In this thesis, we do not focus on this stage, so it can be reflected in

the application superficially.

The objective of this interview is to incorporate these steps into the application

so that the process of diagnosing is as realistic as possible.
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3.1.2 Requirements for the Application

The application should be part of the MLX learning process, allowing students to

train and check their knowledge while studying ENT diseases. The content for

the exercise generation in this application should consist of the content of these

materials. The materials were provided as 23 PDF and Excel files with semi-

structured information, including: diagnoses, their background, symptoms, dif-

ferential diagnoses, necessary examinations that should be conducted and their

results, investigations and their results, and therapy to treat the diagnoses. The

application should mirror the real process of diagnosing as discussed above.

Therefore, every stage of the process should be reflected in the application. The

generated exercise should be presented as a patient’s story about their condition,

including three symptoms of the selected diagnosis. Feedback should be pro-

vided for each user’s correct, partially correct, and incorrect answers.

3.1.3 Insights for Ontology Creation and Expansion

Many insights were gathered for more effective creation of ontology, such as re-

lationships between all the entities of the diagnosing process.

• Symptoms have three types of severity: mild, moderate, and severe.

• Symptoms can be sorted into 12 main groups based on the nature of the

symptom: dizziness, ear discharge, hearing loss, ear pain, ear fullness, fa-

cial and cranial symptoms, general symptoms, inflammation, nausea and

vomiting, tinnitus, sensory perception, and skin-related symptoms.

• Many diagnoses can share the same symptoms.

• Every diagnosis has at least five differential diagnoses. Only five differential

diagnoses for each diagnosis were provided in the given materials. Some

differential diagnoses are unique to particular diagnoses, while some are

common among others.

• Some differential diagnoses are among the 23 given diagnoses, so one of the

23 targeted diagnoses can be a differential for another.

• Diagnoses can be split into two groups: 1) diagnoses of the inner ear and 2)

diagnoses of the outer and middle ear. Based on this separation, particular

examinations and investigations can be conducted.
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• There are four examination techniques for ear disease: otoscopy, palpation,

Rinne test, and Weber test.

• Otoscopy provides a visual examination of ears and ear-related locations,

revealing hearing loss, ear fullness, ear discharge, inflammation, and skin-

related symptoms.

• Palpation examines if there is pain in the ear area. In many cases, otoscopy

and palpation should be conducted to see normal results. Abnormal results

of otoscopy and palpation can be perceived as additional symptoms.

• Some examination results are unique to particular diagnoses, while some

are common for many diagnoses.

• Some diagnoses don’t require all four examination techniques. In some

cases, palpation or Rinne and Weber tests are redundant.

• For every diagnosis, a doctor needs to conduct all necessary examinations.

• There are many investigation techniques that can be conducted, sorted into

five categories: Radiology, Function tests, Laboratory tests, Microbiology,

and Pathology, with 18 actual investigation techniques in total.

• Not every investigation is needed to identify the final diagnosis. Moreover,

in real life, it is necessary to be cost-effective and conduct only the necessary

investigations to identify the final diagnosis. This parameter is out of the

scope of this prototype.

• The majority of investigation results are unique to each diagnosis; some can

be shared by several diagnoses. Some diagnoses don’t need investigations

at all.

• There are four types of treatment: medical treatment, surgical treatment,

wait and see, and wait and scan. Each diagnosis can have one to all four

possible therapies.

• Therapy depends on the severity of symptoms and is unique for the ma-

jority of diagnoses. Medical treatment and surgical treatment have many

types of treatments, while wait and see and wait and scan are as they are.

• Therapy is the final stage in the diagnosing process but not the most im-

portant in this project and less detailed. The main focus is on identifying
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the final diagnosis based on the given information: symptoms, examina-

tion and investigation results, and differential diagnoses.

3.1.4 Nuances of Real-Life Doctor-Patient Interaction

In the provided materials, symptoms were described in medical language, which

is very specific and not typically used by patients. For a more realistic interaction

in the application, every symptom should be transformed from specific medical

language to common terms used by real patients. For example, tinnitus should

be described as persistent ringing in the head, and otalgia should be described as

ear pain.
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4.1 Ontology Design

In this phase, the ontology is developed and populated using the materials pro-

vided during the requirement gathering stage.

The ontology was designed using the Web Ontology Language for knowl-

edge representation. The content of the ontology was implemented based on the

insights from the interviews with the MLX CEO. Classes, object properties, data

properties, and individuals were created in the ontology.

Protégé [43] software was used to design and populate the ontology. Protégé

is a widely used ontology editor that allows for the creation and management

of ontological structures. Using Protégé, the relationships between different en-

tities were defined, enabling the ontology to support dynamic and contextually

relevant content generation within the application. The ontology was populated

with the data from the MLX materials that contain information about 23 otology

diagnoses.

4.1.1 Classes

All given 23 diagnoses are individuals of the class Diagnosis. Class Diagnosis has

SensorineuralDiagnosis and ConductiveDiagnosis subclasses for diagnoses with

sensorineural hearing loss and conductive hearing loss, respectively. Having

these subclasses makes it possible to provide feedback about mistakes in refining

differential diagnoses based on Rinne and Weber tests results. Additionally, there

is a DifferentialDiagnosis subclass for diagnoses that are possible alternatives to

the actual diagnosis, partially sharing mutual symptoms.

The Symptom class allows the arrangement of patient symptoms. This class

has the subclasses, which are useful to split all symptoms into 12 groups. These

subclass names reflect the names of symptoms: Dizziness, EarDischarge, Hear-

ingLoss, EarPain, EarFullness, FacialAndCranialSymptom, GeneralSymptom, In-
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Figure 2. The class structure of the ontology, presented in the Protégé software.

flammation, NauseaAndVomiting, Tinnitus, SensoryPerception, and SkinRelat-

edSymptom.

The Examination class was created to manage clinical examinations such as

otoscopy, palpation, Rinne, and Weber tests. Similarly, the Investigation class

is used to manage investigations. Investigations are split into five main groups

with the same names for subclasses: Radiology, FunctionTest, LaboratoryTest,

Microbiology, and Pathology.

The Therapy class models treatment for the patient after the final diagnosis

was revealed.

The structure of the classes can be found in Figure 2.
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4.1.2 Object Properties

There are four object properties in this ontology that describe the relations be-

tween entities.

hasDifferentialDiagnosis relation is of the Diagnosis class and links diagnoses

with all their differential diagnoses, which also belong to the Diagnosis class.

hasSymptom object property links diagnoses of the Diagnosis class with all

relevant symptoms of the Symptom class.

leadsToDiagnosis relation is between examination results of the Examination

class and relevant subclasses and diagnoses of the Diagnosis class.

needsTherapy property connects diagnoses of the Diagnosis class with appro-

priate treatment options of the Therapy class.

4.1.3 Labels and Data Properties

Labels in annotations reflect the names of diagnoses, symptoms, examination and

investigation techniques, and therapy. Additionally, there is a group of data prop-

erties called hasExaminationResults and hasInvestigationResults which serve to

contain the text of examination and investigation results for diagnoses. All data

properties are texts and have strings as a range for datatype.

4.1.4 Individuals

All 23 diagnoses were added as individuals with the class Diagnosis, one of the

subclasses SensorineuralDiagnosis or ConductiveDiagnosis, the label diagnosis-

Name, and the object properties hasSymptoms, hasDifferentialDiagnosis, and

needsTherapy (Figure 3).

Individuals of examinations have distinctive names for each diagnosis. These

names consist of the name of the diagnosis and the examination technique, for ex-

ample, Otosclerosis-otoscopy, Otosclerosis-palpation. These individuals have the

data property hasExaminationResults with the text of otoscopy, palpation, Rinne,

and Weber tests results. Also, these individuals have the object property leadsTo-

Diagnosis to connect examination results with a particular diagnosis. Totally 84

individuals of examination results were added to the ontology.
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In a similar way, individuals for investigations were implemented with the In-

vestigation class and one of the five subclasses of investigation techniques. Their

names contain the diagnosis name, the investigation group, and the investigation

technique itself, for example, Otosclerosis-Radiology-CT, Otosclerosis-Function-

tests-Audiometry. These individuals also have the label for the name of the in-

vestigation technique. As with examinations, investigation individuals have the

leadsToDiagnosis object property to maintain the relation between the diagnosis

and the investigation results. 98 individuals of investigation results were incor-

porated into the ontology

Symptoms individuals belong to the Symptom class and one of twelve sub-

classes, which reflect the group of symptoms they are in. Symptoms have the

label with the name of the symptom written in simple language that patients

usually use. 134 different symptoms were added to the ontology.

Individuals for therapy belong to the Therapy class and have the label with

the name of the therapy in it. There are only four kinds of therapy names: medical

treatment, surgical treatment, wait and see, wait and scan.

There are also 50 diagnoses that belong only to the DifferentialDiagnosis sub-

class of the Diagnosis class, with the label of their names and the hasSymptom

object property. These diagnoses are unique differential diagnoses for several

main diagnoses, so there is no information about them in the given MLX materi-

als, except common symptoms with the main diagnosis and their names.

The schematic representation of the final ontology entities and relations can

be found in Figure 4.

4.2 Application Design

Based on the interviews with the CEO of MLX, the application should be a web

application so that it can be integrated with digital theoretical learning materi-

als. The backend, built with Python, handles ontology interactions, while the

frontend is built with HTML for structure, CSS for styling, and JavaScript for

dynamic behavior and interactivity.
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Figure 3. The ontology individuals, presented in the Protégé software.

Figure 4. A schematic representation of ontology elements and their
relationships with each other.
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Figure 5. The start page of the first prototype features a two-column interface.
The generated exercise highlighted in blue font.

4.2.1 First Prototype

The interface of the first prototype was designed with two columns (Figure 5).

• First Column

This column generates the exercise with the patient’s symptoms, selecting

three random symptoms of a randomly selected diagnosis from the 23 main di-

agnoses (Figure 5).

Input fields are provided where the user can input their answers to the main

questions:

What are the differential diagnoses for the given symptoms? The next fields

appear only if the user correctly identifies at least three out of six possible diag-

noses. The maximum number of differential diagnoses is six, including the final

diagnosis and its five differential diagnoses. The "Submit Diagnoses" button ap-

pears only if the user has selected four diagnoses. Clicking this button submits

the answer (Figure 6). If the user did not guess at least three differential diag-

noses correctly, the session breaks and the "Start Over" button appears, clicking

on which the new session with the new generated exercise started.

What examinations should be conducted for the given symptoms? This in-

put field appears after successfully submitting the differential diagnoses. To add

an examination technique and obtain the examination results, the user needs to

type the name of the technique and click the "Submit Examination" button. To
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Figure 6. Four differential diagnoses are added via the input field. The "Submit
Diagnoses" button appears after three diagnoses have been added.

finish this stage, the "Finish Examinations" button should be clicked (Figure 7).

What investigations should be conducted for the given symptoms? This

field appears after the examination stage is finished. The input here consists of

five buttons, each representing a group of investigation techniques. By clicking

on these buttons, smaller buttons with the actual investigation techniques appear.

Clicking on these smaller buttons, the user enters the necessary investigations to

obtain the investigation results. To finish this stage, the user needs to click on the

"Finish Investigation" button (Figure 8).

What is the final diagnosis? The input field for the final diagnosis appears

after clicking the "Finish Investigations" button. The user needs to type the name

of the final diagnosis and click the "Submit Final Diagnosis" button (Figure 9).

What is the appropriate therapy for the final diagnosis? The therapy input

field appears if the final diagnosis is identified correctly. This input field is im-

plemented as a drop-down menu with four types of possible treatment methods

(Figure 10). To submit the answer, the user needs to click the "Submit Therapy"

button (Figure 11).

• Second Column

This column displays the results of the user’s answers and feedback so the

user has all the necessary information for identifying the final diagnosis. The

main fields here are:
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Figure 7. The examination input field, "Submit Examination", and "Finish
Examinations" buttons. The list of differential diagnoses selected by the user

and the positive feedback on the user’s answer.

Figure 8. The investigation techniques groups, actual investigation techniques,
and "Finish Investigations" buttons. The examination results field.
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Figure 9. The final diagnosis input field and the "Submit Final Diagnosis"
button. The investigation results field.

Figure 10. The therapy options drop-down menu.
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Figure 11. The therapy input and final diagnosis feedback fields.

Differential Diagnoses. The user can see and adjust possible diagnoses based

on the given symptoms. They can delete (using a "x" button under the selected

differential diagnosis name) and add a new diagnosis before submitting their

answer. Feedback appears at the bottom of this field after clicking the "Submit

Diagnoses" button in the input differential diagnoses area. The feedback can be

positive or negative (Figure 7).

Examination Results. The results of the selected examination techniques are

displayed here after clicking on the "Finish Examinations" button (Figure 8).

Investigation Results. Similar to the examination results, but for investiga-

tion techniques (Figure 7).

Final Diagnosis and Therapy Feedback. The field with feedback on the cor-

rectness of the final diagnosis submission appears instead of the differential di-

agnoses list field (Figure 11). The same applies to the therapy stage.

In this prototype version, the user must type the full names of differential

diagnoses, examination techniques, final diagnoses, and therapies in the input

fields. The input for investigations is made through five buttons representing

the five groups of investigation techniques. When a user clicks on these buttons,

smaller buttons appear with the names of specific investigation techniques.

If the user does not select the differential diagnoses correctly, the round stops,

and a "Start Over" button appears that refreshes the page and generates a new

exercise. To get a new exercise, the page must be refreshed.
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4.3 First Prototype Testing

The testing of the first prototype was conducted with six medical students who

were learning otolaryngology at MLX. They were instructed about the purpose

of the study, and brief instructions about the application’s functionality were pro-

vided. The session lasted 30 minutes. The students were in one room with the

experiment supervisor and used the application on iPad Pro devices provided by

MLX.

4.3.1 First Prototype Testing Insights

The feedback on the first prototype was gathered through unstructured inter-

views with the participants. The main insight was about the difficulty in cor-

rectly typing the names of three differential diagnoses. The system required an

exact match of diagnosis names, and none of the students managed to progress

past the first stage. Consequently, feedback for the other parts of the application’s

functionality was not gathered.

Two new requirements were suggested to adjust the application based on the

testing results:

• Implement autocomplete for search suggestions in the text input fields, so

the user can select the appropriate answer based on the first letters they

type. This will relax the requirement for exact matching of diagnosis names

in the ontology.

• Remove the session termination rule after incorrect completion of the iden-

tifying differential diagnoses stage. Instead, apply the termination rule only

for the final diagnosis stage.

Additional requirements were suggested during an interview with the CEO

of MLX after the first prototype testing:

• Introduce an additional stage for refining the differential diagnoses list after

gathering the examination results. At this stage, the user can delete differen-

tial diagnoses entered during the first stage and add new ones. The refined

list should consist of three diagnoses in the end.

• Modify the current two-column interface to display comprehensive data of
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the patient’s symptoms, the list of differential diagnoses, and the examina-

tion and investigation results without scrolling. This change is necessary to

allow users to see all the information at once, facilitating a more accurate

identification of the final diagnosis.

• The generated exercise should be more realistic, so instead of just giving

the user three symptoms, the exercise should appear as a patient’s story

describing their conditions.

4.4 Second Prototype

The second prototype was developed based on the feedback gathered from the

first prototype testing. The interface design of the second prototype includes a

static input field located at the bottom of the screen, similar to those in messen-

gers, chats, and search engines, making it familiar and intuitive for users. The

area where feedback on the user’s actions is displayed is now fixed in one place

next to the input field, ensuring it is always visible. The main part of the screen

now serves as the area where the generated exercise, the list of differential diag-

noses, and the results of examinations and investigations are displayed. This lay-

out allows users to see all necessary information without the need for scrolling.

Additionally, new user interface elements were implemented, such as info but-

tons for each stage to elaborate on the task, navigation to highlight the current

stage, and a brief tutorial on how to navigate the interface, which can be accessed

at any time by clicking the "Tutorial" button. The purpose of these elements is to

make the application more user-friendly and easy to use. Since the second pro-

totype was designed to test the full application functionality, an ontology-driven

feedback system was developed to provide users with comprehensive informa-

tion on their actions.

4.4.1 Second Prototype Interface

The second prototype user interface is divided into four main parts (Figure 12):

Input Area: Located at the bottom of the interface, this area is designated for

user responses. Users can click the Info button (Figure 13) at any stage for details

about the current task. An autocomplete feature helps in suggesting possible

answers based on user input, with exceptions during the investigation (Figure
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Figure 12. The start page of the second prototype. The navigation area, the input
and feedback fields, and the working area with the generated exercise.

14) and therapy stages, where selections are made through buttons similar to the

first prototype.

Feedback Area: To the right of the input area, this segment offers immediate

feedback on user inputs using a color-coded system — green for correct, orange

for partially correct (as depicted with an orange icon and orange font for the feed-

back text in Figure 15), and red for incorrect responses. After the submission of

the results by clicking "Submit Diagnoses" button, the buttons with hints appear

in the feedback field. At different stages, different hints could be provided (Fig-

ure 15). Progression to the next stage is made possible with the "Next" button that

appears instead of the current input field.

Working Area: This is the central display area where the generated exercise is

shown. Starting with a randomly generated symptoms, it guides the user through

identifying potential diagnoses, conducting examinations to obtain results, refin-

ing the list of differential diagnoses, conducting further investigations to gather

more information about the final diagnosis, and finally selecting the appropriate

therapy. This process is depicted across various stages, with elements appear-

ing sequentially at every stage (Figure 16), ending with the typing of the final

diagnosis with all necessary information at hand.

After successfully identifying the final diagnosis and therapy, a "Start Over"

button appears (Figure 11). By clicking on this button, users can initiate a new

exercise, beginning the process anew with a different generated exercise.
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Figure 13. Text bubble showing detailed information about the current stage’s
task via the "Info" button.

Figure 14. Investigations stage input area.

Figure 15. The hint buttons at the examination stage and the semi-correct
answer hint text.
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Figure 16. All working area elements displayed.

Figure 17. Final feedback and Start Over button.

Navigation Area: Shows the user’s progress through a progress bar and in-

cludes a "Tutorial" button (Figure 12).

After completing the exercise and successfully identifying the final diagnosis

and therapy, a "Start Over" button appears (Figure 17). By clicking on this button,

users can initiate a new exercise, beginning the process anew with a different

case.

4.4.2 Second Prototype Ontology-driven Feedback

The feedback system in the second prototype was enhanced with ontology ca-

pabilities to provide comprehensive feedback on possible incorrect or partially

correct answers from users. This feedback system was designed based on the

work of Hattie and Timperley[21]. In this study, the feedback parameters suit-

able for computer-based educational systems were utilized. According to their

findings, effective feedback should:

• Point out specific mistakes related to the task.

• Provide actionable steps for improvement in subsequent steps.

• Be immediate for tasks that are part of the whole exercise.

• Acknowledge correct answers.
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The feedback in the second prototype operates on three levels:

• First Level - Simple Feedback.

This level provides basic feedback about the correctness of the task. A short

message indicates whether the answer is correct, partially correct or incorrect.

Visual cues include green font for correct answers, orange for partially correct

answers, and red for incorrect answers. Distinctive symbols accompany the feed-

back: green square with the "V" symbol for correct answers, orange square with

the "±" symbol for partially correct answers, and red square with the "X" symbol

for incorrect answers. Correct answers are acknowledged with an encouraging

message and a prompt to proceed to the next step with no additional hints.

• Second Level - Detailed Feedback (First Hint).

For partially correct and incorrect answers, the first hint elaborates on the ini-

tial feedback message. This hint can be accessed by clicking the "Show Details"

button and appears in a bubble that points out the mistake and explains why it is

a mistake.

• Third Level - Reveal Answer Feedback (Second Hint).

For partially correct answers, a second hint is also provided. This hint, accessi-

ble via a button in the feedback field, reveals one incorrect answer and describes

why it is incorrect. For incorrect answers, the second hint works similarly but

reveals one correct answer instead. Due to the limited information provided by

MLX materials, it was challenging to implement detailed messages explaining

why the revealed correct answers are accurate. Therefore, the second hint for

incorrect answers is not as detailed as desired.

Identifying Differential Diagnoses Stage.

During the process of identifying the correct differential diagnoses, the user

should select at least three and up to five diagnoses. If all the diagnoses selected

by the user are correct, including the final diagnosis, the correct answer feedback

appears in the feedback field with the short message: "Excellent! All differen-

tial diagnoses you have selected are correct. Further examination will help you

gather more information about the patient."

If the user selects at least one correct differential diagnosis or the final diagno-

sis itself, partially correct feedback appears in the feedback field, indicating that
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some of the selected differential diagnoses are incorrect. By clicking on the first

hint "Show Details" button, the system checks in the ontology which symptom

groups of the three generated patient’s symptoms in the exercise do not align

with the incorrect differential diagnoses’ symptom groups. This shows that the

incorrect differential diagnoses’ symptoms do not match the given symptoms. In

the feedback bubble, there will be a list of messages indicating that one or more

selected differential diagnoses do not align with the particular given symptoms.

If more than one incorrect differential diagnosis does not align with the same

given symptoms, the message transforms into "Some of the differential diagnoses

do not align with ..." to avoid counting similar messages in the feedback bubble.

In rare cases when the incorrect differential diagnosis aligns with the given

patient’s symptoms but is still incorrect due to a distinctive symptom that defines

this diagnosis as not suitable, the message in the bubble will be "One or more of

these diagnoses align with the given symptoms, but have a distinctive symptom

that makes this differential diagnosis incorrect." Due to limited information in

the provided materials, it is impossible to manage this feedback in detail. The

second hint, presented as the "Reveal One Incorrect Diagnosis" button, indicates

the incorrect refined differential diagnosis by marking it in red in the differential

diagnoses list. Additionally, a feedback bubble appears, displaying the details

that do not match for this specific diagnosis.

The same first hint feedback logic also applies to incorrect answers. In most

cases, the first hint bubble message for incorrect answers will indicate that the se-

lected differential diagnoses do not align with all the given patient’s symptoms.

The second hint, provided by the "Reveal One Correct Diagnosis" button, will

disclose one correct differential diagnosis by highlighting it in green in the dif-

ferential diagnoses area, but it won’t include a detailed explanation because the

provided materials lack sufficient information.

Examinations Stage.

The examinations stage is when the user gathers additional information about

the patient’s condition. The examination results can be perceived as additional

patient symptoms that help the user narrow down possible diagnoses. Conse-

quently, there are no incorrect answers at this stage, and therefore, no incorrect

answer feedback.
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If the user selects all necessary examination techniques, the correct answer

simple feedback appears in the feedback field with the message: "Excellent! You

have completed the necessary examinations. Continue by refining the list of pos-

sible diagnoses."

Partially correct answers can vary. If the user does not select all necessary

examination techniques, the partially correct simple feedback message will be:

"You have not conducted all necessary examinations." By clicking on the "Show

Details" button, the message in the first hint bubble will inform the user about

which examination techniques could also be conducted. Additionally, if the user

misses otoscopy or palpation, the ontology can identify if the given patient’s

symptoms require otoscopy for visual examination (e.g., ear discharge, ear full-

ness, inflammation, skin-related symptoms) or palpation for examining ear pain.

The message in the feedback bubble can inform the user that otoscopy or palpa-

tion is necessary due to the presence of specific symptoms. The second hint, that

can be provided by clicking on the "Reveal Missed Investigation Results" button,

reveals random missed examination results in the examination results field and

marks them in red.

Another potential mistake is selecting redundant examinations. If the user

selects an examination technique that is not necessary for the given symptoms,

the simple feedback message will be: "You have conducted a redundant exami-

nation." In the first hint bubble, the message will indicate that the redundant ex-

amination techniques yielded no useful results. The second hint will not appear

if the other necessary examinations were selected correctly.

Finally, a combination of mistakes can be addressed in feedback messages. If

the user selects a redundant examination technique and does not select all neces-

sary ones, the feedback will reflect both errors.

Refining Differential Diagnoses Stage.

The refining differential diagnoses stage is similar to the identifying differen-

tial diagnoses stage but includes additional information to consider—examination

results. At this stage, the user needs to narrow down the list of possible diagnoses

to three.

If all three refined differential diagnoses are correct, the simple feedback mes-

sage will be: "Excellent! All refined differential diagnoses you have selected are
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correct. Further investigations will help you gather more information about the

patient."

If at least one refined differential diagnosis is correct while others are not, the

first feedback message will be: "Some of the refined differential diagnoses you

selected are incorrect," and two hint buttons will appear. By clicking the "Show

Details" button, the first hint bubble will pop up with three possible combinations

of messages:

• Mismatch with Symptoms:

Similar to the message from the identifying differential diagnoses stage, it

shows that some differential diagnoses do not align with the particular patient’s

symptoms.

• Mismatch with Rinne and Weber Test Results:

The ontology can identify if any of the incorrectly refined differential diag-

noses align with the Rinne test or Weber test results. If these tests show that the

final diagnosis has conductive or sensorineural hearing loss while the selected

differential diagnosis has the opposite type (e.g., Rinne and Weber tests show

conductive hearing loss and the user selected a differential diagnosis with sen-

sorineural hearing loss), the message will be: "Some of the selected differential

diagnoses seem to involve conductive hearing loss and don’t align with the Rinne

and Weber test results, which show sensorineural hearing loss."

• Mismatch with Otoscopy or Palpation Results:

This message shows the mismatch between otoscopy or palpation results, per-

ceived as additional symptoms, and the symptom groups of the incorrect differ-

ential diagnoses. For example: "Some of the selected differential diagnoses do

not align with the otoscopy results, which show ..." followed by the particular

symptom group, such as ear discharge or inflammation. The second hint reveals

the incorrect refined differential diagnosis by highlighting the diagnosis in red

along with the feedback bubble showing the mismatched details for the particu-

lar diagnosis.

The simple feedback for an incorrect answer is: "Unfortunately, all of the se-

lected refined differential diagnoses are incorrect." The first hint message will be

similar to the partially correct answer, but in most cases, it will indicate that the
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selected diagnoses do not align with the patient’s symptoms and examination re-

sults. The second hint will reveal one correct differential diagnosis in the same

way as it was done in the identifying differential diagnoses stage.

Investigations Stage.

During the investigations stage, the user needs to select the necessary investi-

gation techniques to gather more information about the patient and identify the

final diagnosis. Due to the lack of information about specific investigation results

from the provided materials, it is impossible to design additional relations in the

ontology between investigation results and other entities. Therefore, the feed-

back at this stage is not ontology-driven. The ontology here is used as a source of

correct and incorrect investigation techniques specific to the selected diagnosis.

Similar to the examinations stage, there are no incorrect answers at this stage.

If the user selects all possible investigations, the simple feedback message will be:

"Excellent! You have completed all possible investigations. Continue by identify-

ing the final diagnosis."

The partially correct feedback is also similar to the examinations stage. If the

user misses possible investigation techniques, the short feedback message will

be: "You have not conducted all possible investigations." The first hint button,

"Show Details," reveals a bubble with a message indicating which missed investi-

gations could be conducted to gather more useful information about the patient.

The second hint button, "Reveal Missed Investigation Results," reveals random

missed investigation results in the investigation results field and marks them in

red. If the user selects unnecessary investigation techniques, the simple feedback

message will be: "You have not completed all possible investigations, yet some

of the investigations you conducted were redundant." The first hint message will

inform the user that particular investigation techniques yielded no useful results.

The second hint will not appear if the other necessary investigations were se-

lected.

If the user misses some investigations and simultaneously selects unneces-

sary ones, a mixed message of the previous options will appear for all kinds of

feedback.

Identifying Final Diagnosis and Therapy Stage.

At the last two stages, identifying the final diagnosis and therapy, the feed-
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back is simple and not ontology-driven. If the user selects the final diagnosis

incorrectly, the feedback message will reveal the correct final diagnosis: "Unfor-

tunately, that is not the right diagnosis. Try again. The final diagnosis is ...". If the

user identifies the final diagnosis correctly, the feedback message will be: "Excel-

lent! This is the right diagnosis. The final diagnosis is ...".

For identifying the appropriate therapy, if the user selects the correct therapy,

the feedback message will be: "Excellent! You finished the test. Well done!" If the

user selects the incorrect therapy, the feedback message will be: "Incorrect, try

again."
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5. Evaluation

The evaluation stage is designed to assess the effectiveness of the ontology-driven

simulation-based learning system. This process involves a structured approach

to gather quantitative and qualitative data from medical students using the ap-

plication. The evaluation is carried out in several steps as detailed below.

5.1 Participants

The evaluation involves six medical students provided by MLX who are currently

learning otology. They were recruited with the help of the CEO of the company.

The only requirement was that participants be over 18 years old.

5.2 Evaluation Design

The evaluation design involves pre- and post-test knowledge evaluations of the

students, with the application being used between the tests to measure the knowl-

edge gained. The pre-test contains six questions aimed at assessing the initial

knowledge of the students. The post-test’s goal is to measure the knowledge

gained after using the application. The post-test contains six isomorphic ques-

tions about the same subjects as in the pre-test. Both tests focused on three di-

agnoses selected by the CEO: acute otitis media, cholesteatoma, and vestibular

schwannoma. These three diagnoses reflect the variety of procedures that stu-

dents can perform and receive detailed feedback on before determining the fi-

nal diagnosis. The decision to focus on only three diagnoses was due to the

35-minute time limit for the application evaluation stage. These tests were im-

plemented using the Qualtrics survey design platform provided by Utrecht Uni-

versity.

Additionally, logs of user actions in the application will be gathered to analyze

session durations, inputs, buttons clicked, and the correctness of answers.

Finally, a user experience evaluation questionnaire is designed to measure
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how engaging and helpful the application is, how supportive the interface is,

how effective the feedback is, and the overall user experience.

The application for the evaluation session was modified so that the first three

generated diagnoses are acute otitis media, cholesteatoma, and vestibular schwan-

noma, as the questions in the pre- and post-tests include only these diagnoses.

After these three diagnoses, the generated exercises proceed randomly.

Ideally, to better evaluate the effectiveness of the ontology-driven feedback

component of the application, the experiment should also include a testing group

using the application with a simple, non-ontology-driven feedback system. How-

ever, due to the limited availability of medical students studying otology at MLX

and their intensive educational schedules, it was decided to omit this part of the

evaluation.

5.3 Procedure

The participants were placed in a room under supervision of the CEO of MLX.

Each student was assigned a unique number (1-6) to be used as their login ID and

password for the application. All participants used iPad Pro devices while filling

in the surveys and testing the application.

The CEO of MLX sent the participants a link to a Qualtrics survey (can be

found in Appendix A), which includes both the pre-test and post-test, as well as

the link to the application and logins and passwords to access the application.

The session duration is 60 minutes and is structured as follows:

5-8 minutes: The evaluation session begins with instructions on the purpose

of the study, the timing, and an overview of the application interface elements.

5-7 minutes: Participants complete the pre-test via the provided survey link.

3 minutes: After completing the pre-test, participants select their assigned

number from a menu on the next page. Based on their choice, the next page

displays their unique login and password. The link to the application is also

provided on this page, along with short instructions and a timer counting down

from 35 minutes.

35 minutes: Participants click the link, log into the application, and begin

testing it.
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5-7 minutes: After testing the application, participants return to the survey

page to complete the post-test.

While the participants use the application, their actions are logged. The logged

actions include: user login, start of the session (generated exercise), the generated

final diagnosis, the clicked buttons, typed words (letter by letter), submitted an-

swers, and timestamps. This allows for the analysis of the correctness of users’

answers at every stage, their behavior within the session, which user interface

elements were used and which were not, the duration of sessions, and the time

spent on each stage.

A week after the controlled session, the user experience questionnaire (can be

found in Appendix B) was sent to the participants. During this week, the students

had access to the application and were encouraged to use it. The application was

modified so that exercises were randomized from the beginning, unlike the con-

trolled session where it began with the three initial diagnoses reflected in the

pre- and post-tests. The questionnaire contains questions about the user experi-

ence, interface, the application’s effectiveness in enhancing knowledge, and the

usefulness of feedback. It includes 12 Likert scale questions, one Net Promoter

Score (NPS) question on overall experience, and two open-ended questions about

what the participants liked most while using the application and what should be

changed or improved.
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The results were exported from Qualtrics as an Excel file. Data were gathered

from all six participants, except one who did not finish the post-test, resulting in

pre- and post-test evaluations from only five participants. Additionally, one par-

ticipant did not complete the user experience questionnaire, so those results also

come from five participants. However, all six participants logged into the appli-

cation, providing comprehensive data on their actions within the application.

6.1 Pre- and Post-Test Results

The pre- and post-test results, along with the correct identification of the final

diagnosis using the application, are shown in Table 1. While two users showed

an increase in correct answers in the post-test, two users showed no progression,

and one user showed a relatively significant decrease in correct answers com-

pared to the pre-test. This result suggests that there is no significant difference

between the pre-test and post-test scores. To establish more robust results, ad-

ditional participants must be involved in the experiment. The detailed pre- and

post-test results can be found in Appendix C.

6.2 Logs Analysis Results

The analysis of the application logs provided several key insights into the partic-

ipants’ interactions and learning progress during the evaluation session (Figure

Table 1. Table of pre- and post-tests results.
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Figure 18. The section of the user logs from the application that displays the
user’s login, action name, action description, and the date and time of each

action.

18).

General Insights.

All participants completed at least two diagnosis tasks of exercises. Two par-

ticipants completed three diagnosis tasks. Two participants did not finish the

diagnosis task. One participant finished two diagnosis tasks and then refreshed

the exercise five times, receiving diagnoses outside the scope of the pre- and post-

test questions. The first task completion averaged 17 minutes, while the second

and third task completion averaged 11 minutes, resulting in an overall average

task completion time of 13 minutes. All participants clicked on all hint buttons

for detailed feedback in every diagnosis task. Four participants checked the info

button for additional information.

Identifying and Refining Differential Diagnoses Stages.

Two participants selected five out of five possible differential diagnoses to

submit, two participants selected four, and two selected the necessary minimum

of three differential diagnoses. All participants edited the list of differential diag-

noses several times before submitting. Participants edited the list of differential

diagnoses more frequently with cholesteatoma than with acute otitis media and

vestibular schwannoma. All participants selected at least one differential diag-

nosis involving the opposite type of disease, such as conductive or sensorineural

hearing loss, during one of the tasks. Four participants did this during two diag-

nostic tasks. All the participants who selected the final diagnosis from the possi-

50



6.3 User Experience Questionnaire Results

ble ones during the identifying or refining differential diagnoses stage correctly

defined the final diagnosis. None of the participants decreased the number of

correctly identified differential diagnoses during the refining stage. They either

improved it or left it the same as in the defining differential diagnoses stage. Four

participants identified no correct differential diagnoses at least once.

Examinations Stage.

Five participants confused examination techniques with investigation tech-

niques during the first diagnosis task. One participant confused a diagnosis with

a symptom. One participant had difficulty distinguishing between Dutch and

English examination technique names. None of the participants typed the ex-

amination technique names correctly in the first diagnosis task. After finishing

the first diagnosis task, participants typed all examination technique names cor-

rectly. This was probably due to a code error: if a user typed something in the

examination input field, deleted it, and clicked the backspace key, all options for

examination technique names appeared, allowing users to simply select them.

This error was detected by users according to the user experience questionnaire,

which can be found in the Open-Ended Responses section below.

Investigations Stage.

All participants selected almost all possible investigation techniques in the

first diagnosis task.

6.3 User Experience Questionnaire Results

The results of the user experience questionnaire provided useful insights, which

are depicted in Figure 19 and 20. The detailed user experience questionnaire

results can be found in Appendix D.

"This application was useful overall."

All five participants agreed that the application was useful overall.

"This application helped me with some knowledge gaps."

Four out of five participants agreed with this statement, while one participant

neither agreed nor disagreed.

"This application was engaging."
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Figure 19. A stacked bar chart representing the distribution of Likert-scale
statement agreements for the first six user experience questionnaire questions.

One participant strongly agreed, two participants agreed, and two partici-

pants neither agreed nor disagreed that the application was engaging.

"I like the interface of this application."

Only one participant agreed with this statement, while the others neither

agreed nor disagreed.

"The interface of this application was clear and easy to understand."

Three participants agreed that the interface was clear and easy to understand,

while two participants neither agreed nor disagreed.

"The feedback given by this application was useful." "The feedback given by

this application was informative."

The same participants provided identical answers for these two questions.

Three of them agreed that the feedback was useful and informative, while two

others neither agreed nor disagreed.

"The feedback given by this application helped me progress through the exer-

cises."

Four participants agreed with this statement, while one participant neither

agreed nor disagreed.

"I feel that the exercises helped me learn Ear diagnoses."

One participant strongly agreed, three participants agreed, and one partici-

pant neither agreed nor disagreed.
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Figure 20. A stacked bar chart representing the distribution of Likert-scale
statement agreements for the second six user experience questionnaire

questions.

"I liked how the exercises were presented."

Four participants agreed with this statement, while one participant neither

agreed nor disagreed.

"The feedback helped me understand the relationships between otology enti-

ties."

Four participants agreed with this statement, while one participant neither

agreed nor disagreed.

"How would you rate your overall experience with the application?"

In response to this question, participants were asked to evaluate the overall

user experience on a 10-point scale. Three participants rated the experience with

scores of 8, 7, and 7, respectively, while two participants provided less favorable

ratings of 6 and 6.

Open-Ended Responses

What did you like most about the application?

Participants provided the following responses (unedited for grammar):

“That it gives you feedback”

“Helping tool for making a plan”

“The fact that the cases were generated so that the student can learn continuously

new things.”
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“The variety of cases, the feedback and hints were very helpful”

“Feedback buttons and how the exercise was presented”

What would you change or improve about the application?

Participants suggested the following improvements (unedited for grammar):

“More feedback and there are some loops in the application”

“Some bugs: when you refresh the page you get a new story”

“The options came all if you backspaced a couple of times. This decreased the learning

effect. It would be more effective if the app could read what we all typed and afterwards

asked if we mean by example ‘otoscopy’ in that way we will be forced to think first and

afterwards corrected.”

“More interactivity, pictures, more modern interface”

“Fix a bug, when erase examination name and press backspace once more, the options

for examinations appear”
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7. Discussion

7.1 Results Interpretation

Pre- and Post-Test Results

As there is no significant difference between the pre-test and post-test scores,

no definitive conclusions can be drawn. Given the small sample size, the results

may not be generalizable. More robust conclusions could be drawn with a larger

participant pool to ensure statistical power and reliability.

Logs Analysis Results

The analysis of the application logs provided several key insights into the

participants’ interactions and learning progress during the evaluation session.

The average task completion time decreased from 17 minutes in the first task

to 11 minutes in subsequent tasks, indicating a potential increase in efficiency or

familiarity with the application. High usage of hint buttons for detailed feedback

suggests that participants relied on these features for guidance, highlighting their

importance in the learning process.

Initial confusion in identifying examination techniques and typing errors sug-

gests a learning curve. The observed improvement in correctly typing examina-

tion techniques after the first diagnosis task indicates that participants adapted

and learned over time, albeit with the aid of a detected code bug.

The variation in the number of differential diagnoses selected by participants

(ranging from three to five) and the repeated editing of lists indicate an itera-

tive learning process where users refined their choices as they gathered more

information. Participants edited the list of differential diagnoses more frequently

with cholesteatoma than with acute otitis media and vestibular schwannoma,

suggesting that cholesteatoma presented more diagnostic challenges. All par-

ticipants selected at least one differential diagnosis involving the opposite type

of disease (such as conductive or sensorineural hearing loss) during one of the

tasks, indicating a recurring error in understanding. This underscores the value
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of feedback addressing this mistake to help medical students learn this particu-

lar aspect. Participants who selected the final diagnosis from the possible ones

during the identifying or refining differential diagnoses stage correctly defined

the final diagnosis, demonstrating the integrity of diagnostic findings such as

symptoms, examination, and investigation results reflected in the system. Four

participants identified no correct differential diagnoses at least once, indicating

that there were instances where the participants struggled with the complexity of

the task. Notably, two of these four students correctly identified the final diag-

nosis in the end. This suggests that the hint revealing one correct answer helped

half of this group of participants correctly identify the final diagnosis. None of

the participants decreased the number of correctly identified differential diag-

noses during the refining stage, indicating a positive progression in diagnostic

accuracy.

The broad selection of investigation techniques in the first diagnosis task sug-

gests initial uncertainty or a strategy of thorough testing. The absence of strict

rules to limit the selection of necessary techniques, as in the real-world diagnos-

tic process, may also explain the selection of almost all investigation techniques.

This analysis allowed to identify common mistakes that students make when

diagnosing ear diseases and understand their knowledge gaps, which can be ad-

dressed in future research.

User Experience Questionnaire Results

The user experience questionnaire results provided additional insights into

participants’ perceptions of the application:

All participants agreed that the application was useful overall, indicating its

value in enhancing their learning experience. Four out of five participants agreed

that the application helped with some knowledge gaps, suggesting effectiveness

in addressing educational needs for the majority of users. The feedback on en-

gagement was mixed, with only one participant strongly agreeing and two agree-

ing that the application was engaging, while two neither agreed nor disagreed.

This indicates potential areas for enhancing the application’s ability to capture

and maintain user interest. Additionally, while three participants found the in-

terface clear and easy to understand, only one participant explicitly liked the in-

terface. This points to a need for improvements in design and usability to make
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the interface more appealing and intuitive for all users. Participants generally

found the feedback useful and informative. This underscores the importance of

provided feedback in supporting learning processes. Additionally, the feedback

helped the participants progress through the exercises, highlighting its role in

aiding users’ navigation through tasks. The exercises were seen as helpful in

learning ear diagnostics. This indicates the exercises’ presentation is effective.

Similarly, four participants agreed that the feedback helped them understand re-

lationships between otology entities, emphasizing the value of feedback. When

asked to rate their overall experience, participants gave mixed ratings. This sug-

gests a generally positive experience but highlights the need for improvements

to achieve higher satisfaction ratings. The answers to open-ended questions sup-

port the results gathered from this questionnaire.

7.2 Contribution

This thesis makes several contributions to the design of training tools for medical

students.

Through the pilot study, the research identified common mistakes and knowl-

edge gaps among medical students in diagnosing ear diseases. This analysis is

useful for understanding where students typically struggle and how the appli-

cation can be tailored to address these deficiencies effectively in future system

designs.

The use of ontology-driven feedback was shown to be valuable in guiding

students through the diagnostic process. Participants frequently relied on de-

tailed feedback, which aided their progression through exercises and improved

their diagnostic accuracy over time. This indicates that the strategy for providing

feedback was effectively defined.

The user experience questionnaire results highlighted the strengths and weak-

nesses of the current interface. While the application was generally found to be

useful and informative, areas for improvement were identified, such as enhanc-

ing engagement and usability. These insights are useful for future interface de-

velopment, ensuring that the application becomes more intuitive, engaging, and

up to date.
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The pilot study provided preliminary data on the application’s effectiveness,

indicating areas where further research is needed. The study’s findings, though

not statistically significant due to the small sample size, suggest potential benefits

of ontology-driven feedback in medical education. The research sets the ground-

work for more extensive studies with larger participant pools to validate these

findings and further refine the application.

7.3 Limitations

Firstly, the highly specific nature of otology required extensive time and addi-

tional meetings with the CEO of MLX to fully understand the nuances of otology

entities and their interrelations. This was necessary to accurately implement the

logic into the ontology, exercise generation, and detailed feedback system, which

added complexity and duration to the project.

Secondly, the limitations of time caused challenges in developing a high-quality,

user-friendly, and engaging user interface. Creating an interface that meets the

standards of applications in 2024 proved to be difficult, impacting the overall user

experience and potentially the effectiveness of the application.

Finally, a significant limitation of this study was the difficulty in accessing

medical students to conduct evaluations. The curriculum at MLX allocates only

two weeks for learning ENT diseases, with even less time dedicated to ear dis-

eases. This short timeframe made it challenging to gather students, administer

the application, and have them complete pre- and post-tests as well as the user

experience questionnaire. After this period, students were no longer available for

participation and gathering feedback.

7.4 Future Work

First, due to the limitations of time and the difficulty in accessing medical stu-

dents, no study has been conducted to compare the results of students who used

the application with and without ontology-driven feedback. Such a comparison

is necessary to more accurately determine the effectiveness of ontology-driven

feedback. Therefore, it is planned to conduct future studies in sessions using two

types of applications: one with ontology-driven feedback and one without, in-
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volving two different groups of medical students. This will allow for a controlled

comparison to isolate the impact of the ontology-driven feedback on learning

outcomes. According to agreements with the CEO of MLX, approximately 60

participants will be provided by the end of 2024 to evaluate the application. It is

vital for the study to have a notable number of participants to gather statistically

significant results.

Additionally, the gaps in the relationships of investigation results and the

possible feedback that could be provided at this stage will be addressed. This

includes expanding the significance of the treatment identification stage based

on symptoms, achieved through the addition of more comprehensive theoretical

materials. Additionally, the DifferentialDiagnosis subclass of the Diagnosis class

and the Severity class were created for future work and are not used in the logic

of the current ontology and application. Moreover, adding new classes and sub-

classes is being considered. For example, implementing a NonOtologyDiagnosis

class for differential diagnoses unrelated to ear diseases would create additional

useful for feedback generation relationships between the ontology entities. En-

hancements will also be made to the feedback mechanisms to provide more de-

tailed and context-specific guidance, thereby improving the learning experience.

There are also future plans to expand the application and ontology capabilities

to cover other ENT diseases. This expansion will involve developing new mod-

ules and exercises for diseases related to the nose and throat, thus broadening the

scope and utility of the application for medical students.

Finally, there are plans to write a scientific paper in collaboration with Dr.

Sergey Sosnovsky and the CEO of MLX, Jochen Bretschneider. This paper will

detail the methodology, findings, and implications of the research, and it will be

submitted to a peer-reviewed journal. After that, a presentation of these findings

is planned for the International Educational Conference in 2025.
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8. Conclusion

This thesis aimed to design and evaluate a prototype application that generates

medical case studies and provides detailed ontology-driven feedback to medical

students, with a focus on diagnosing ear diseases. The contributions of this work

are manifold, offering insights into system design, the practical application of on-

tology in medical education, and the user experience of such a system. The pilot

study demonstrated that ontology-driven feedback could be valuable in guid-

ing students through the diagnostic process. Despite the small sample size, the

frequent use of detailed feedback by participants and their progression through

exercises suggest that this approach is effective in improving diagnostic accuracy

and supporting the learning process. However, the lack of significant improve-

ment between pre- and post-test scores highlights the need for a larger partici-

pant pool to validate these preliminary findings. Through detailed log analysis,

the study identified common mistakes and knowledge gaps among medical stu-

dents. These insights are critical for understanding where students struggle and

how the educational tool can be tailored to address these deficiencies. The it-

erative learning process observed, with participants refining their choices and

improving their accuracy, underscores the potential of the application to enhance

medical training. The user experience questionnaire provided valuable feedback

on the strengths and weaknesses of the current interface. While the application

was generally found to be useful and informative, the need for improvements

in design and usability was evident. Enhancing engagement and making the in-

terface more intuitive and appealing are essential steps for future development.

The study faced several limitations, including the highly specific nature of otol-

ogy, time constraints in developing a user-friendly interface, and difficulties in

accessing a sufficient number of medical students for evaluation. These limi-

tations impacted the overall findings and highlight areas for future work. Fu-

ture studies should include comparisons between applications with and without

ontology-driven feedback to more accurately determine its effectiveness. Addi-

tionally, expanding the application’s capabilities to cover other ENT diseases will

broaden its utility for medical students. Collaborations for scientific publications
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and presentations at international conferences are also in the pipeline.

Overall, this thesis has laid the groundwork for the integration of ontology-

driven feedback in medical education applications. While preliminary results

are promising, further research with a larger sample size is necessary to validate

these findings and refine the application. The insights gained from this study pro-

vide a solid foundation for future development and research, with the ultimate

goal of enhancing the training and education of medical students.
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Figure C.1: Responses to the pre-test (upper table) and the post-test (lower table).
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Figure D.1: Responses to the first set of eight questions from the user experience
questionnaire. 82



Figure D.2: Responses to the second set of eight questions from the user experience
questionnaire, including the NPS and open-ended feedback. 83
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Response	Summary:

Section	1.	Research	projects	involving	human	participants
	
P1.	Does	your	project	involve	human	participants?	This	includes	for	example	use	of	observation,	(online)
surveys,	interviews,	tests,	focus	groups,	and	workshops	where	human	participants	provide	information	or
data	to	inform	the	research.	If	you	are	only	using	existing	data	sets	or	publicly	available	data	(e.g.	from
Twitter,	Reddit)	without	directly	recruiting	participants,	please	answer	no.	

Yes

	

Recruitment

	
P2.	Does	your	project	involve	participants	younger	than	18	years	of	age?

No

	
P3.	Does	your	project	involve	participants	with	learning	or	communication	difficulties	of	a	severity	that	may
impact	their	ability	to	provide	informed	consent?

No

	
P4.	Is	your	project	likely	to	involve	participants	engaging	in	illegal	activities?

No

	
P5.	Does	your	project	involve	patients?

No

	
P6.	Does	your	project	involve	participants	belonging	to	a	vulnerable	group,	other	than	those	listed	above?

No

	
P8.	Does	your	project	involve	participants	with	whom	you	have,	or	are	likely	to	have,	a	working	or
professional	relationship:	for	instance,	staff	or	students	of	the	university,	professional	colleagues,	or
clients?

No

	

Informed	consent

	
PC1.	Do	you	have	set	procedures	that	you	will	use	for	obtaining	informed	consent	from	all	participants,
including	(where	appropriate)	parental	consent	for	children	or	consent	from	legally	authorized
representatives?	(See	suggestions	for	information	sheets	and	consent	forms	on	the	website.)

Yes

	
PC2.	Will	you	tell	participants	that	their	participation	is	voluntary?

Yes

	
PC3.	Will	you	obtain	explicit	consent	for	participation?

Yes

	
PC4.	Will	you	obtain	explicit	consent	for	any	sensor	readings,	eye	tracking,	photos,	audio,	and/or	video
recordings?	

Not	applicable

	
PC5.	Will	you	tell	participants	that	they	may	withdraw	from	the	research	at	any	time	and	for	any	reason?

Yes



	
PC6.	Will	you	give	potential	participants	time	to	consider	participation?

Yes

	
PC7.	Will	you	provide	participants	with	an	opportunity	to	ask	questions	about	the	research	before
consenting	to	take	part	(e.g.	by	providing	your	contact	details)?

Yes

	
PC8.	Does	your	project	involve	concealment	or	deliberate	misleading	of	participants?

No

	

Section	2.	Data	protection,	handling,	and	storage
The	General	Data	Protection	Regulation	imposes	several	obligations	for	the	use	of	personal	data	(defined	as	any
information	relating	to	an	identified	or	identifiable	living	person)	or	including	the	use	of	personal	data	in	research.

	
D1.	Are	you	gathering	or	using	personal	data	(defined	as	any	information	relating	to	an	identified	or
identifiable	living	person	)?

No

	
Section	3.	Research	that	may	cause	harm
Research	may	cause	harm	to	participants,	researchers,	the	university,	or	society.	This	includes	when	technology	has
dual-use,	and	you	investigate	an	innocent	use,	but	your	results	could	be	used	by	others	in	a	harmful	way.	If	you	are
unsure	regarding	possible	harm	to	the	university	or	society,	please	discuss	your	concerns	with	the	Research	Support
Office.	

	
H1.	Does	your	project	give	rise	to	a	realistic	risk	to	the	national	security	of	any	country?

No

	
H2.	Does	your	project	give	rise	to	a	realistic	risk	of	aiding	human	rights	abuses	in	any	country?

No

	
H3.	Does	your	project	(and	its	data)	give	rise	to	a	realistic	risk	of	damaging	the	University’s	reputation?	(E.g.,
bad	press	coverage,	public	protest.)

No

	
H4.	Does	your	project	(and	in	particular	its	data)	give	rise	to	an	increased	risk	of	attack	(cyber-	or	otherwise)
against	the	University?	(E.g.,	from	pressure	groups.)

No

	
H5.	Is	the	data	likely	to	contain	material	that	is	indecent,	offensive,	defamatory,	threatening,	discriminatory,
or	extremist?

No

	
H6.	Does	your	project	give	rise	to	a	realistic	risk	of	harm	to	the	researchers?

No

	
H7.	Is	there	a	realistic	risk	of	any	participant	experiencing	physical	or	psychological	harm	or	discomfort?

No

	
H8.	Is	there	a	realistic	risk	of	any	participant	experiencing	a	detriment	to	their	interests	as	a	result	of
participation?

No

	
H9.	Is	there	a	realistic	risk	of	other	types	of	negative	externalities?

No



	

Section	4.	Conflicts	of	interest
	
C1.	Is	there	any	potential	conflict	of	interest	(e.g.	between	research	funder	and	researchers	or	participants
and	researchers)	that	may	potentially	affect	the	research	outcome	or	the	dissemination	of	research
findings?

No

	
C2.	Is	there	a	direct	hierarchical	relationship	between	researchers	and	participants?

No

	
Section	5.	Your	information.
This	last	section	collects	data	about	you	and	your	project	so	that	we	can	register	that	you	completed	the	Ethics	and
Privacy	Quick	Scan,	sent	you	(and	your	supervisor/course	coordinator)	a	summary	of	what	you	filled	out,	and	follow	up
where	a	fuller	ethics	review	and/or	privacy	assessment	is	needed.	For	details	of	our	legal	basis	for	using	personal	data
and	the	rights	you	have	over	your	data	please	see	the	University’s	privacy	information.	Please	see	the	guidance	on	the
ICS	Ethics	and	Privacy	website	on	what	happens	on	submission.	

	
Z0.	Which	is	your	main	department?

Information	and	Computing	Science

	
Z1.	Your	full	name:

Andrei	Marinin

	
Z2.	Your	email	address:

a.a.marinin@students.uu.nl

	
Z3.	In	what	context	will	you	conduct	this	research?

As	a	student	for	my	master	thesis,	supervised	by::
s.a.sosnovsky@uu.nl

	
Z5.	Master	programme	for	which	you	are	doing	the	thesis

Human-Computer	Interaction

	
Z6.	Email	of	the	course	coordinator	or	supervisor	(so	that	we	can	inform	them	that	you	filled	this	out	and
provide	them	with	a	summary):

s.a.sosnovsky@uu.nl

	
Z7.	Email	of	the	moderator	(as	provided	by	the	coordinator	of	your	thesis	project):

m.m.a.degraaf@uu.nl

	
Z8.	Title	of	the	research	project/study	for	which	you	filled	out	this	Quick	Scan:

From	Practice	to	Proficiency:	Evaluating	the	Educational	Value	of	a	Diagnostic	Process	Simulation	App	for	Medical
Students

	
Z9.	Summary	of	what	you	intend	to	investigate	and	how	you	will	investigate	this	(200	words	max):

This	thesis	investigates	ontology-driven	approaches	to	develop	an	innovative	medical	training	application,	addressing
the	demand	for	interactive,	immersive	educational	tools	in	the	medical	field.	The	main	challenge	is	the	scarcity	of
engaging	training	tools	that	mirror	the	complexities	of	real-world	clinical	scenarios.
The	thesis	proposes	combining	Human-Computer	Interaction	(HCI)	capabilities	with	the	structured	content	of	medical
ontologies	to	create	an	application	that	generates	medical	exercises	and	case	studies	in	a	user-friendly	interface	and
provides	useful	feedback	on	user's	actions.	This	aims	to	offer	a	more	immersive	learning	experience.	The	proposed
application	addresses	this	by	dynamically	generating	varied	exercises,	enhancing	learning	efficiency	and	effectiveness.
The	research	methodology	includes	developing	a	prototype	application	and	testing	it	with	medical	students	to	assess
its	effectiveness,	engagement,	and	educational	value.	Assessments	involve	surveys,	interviews,	and	performance
tracking.	The	anticipated	outcome	is	a	notable	improvement	in	medical	education	quality	through	enhanced	interactive
learning	experiences.	This	thesis	is	expected	to	provide	empirical	evidence	supporting	the	integration	of	HCI	and
ontologies	in	educational	tools,	setting	a	new	precedent	in	medical	education	technology.



	
Z10.	In	case	you	encountered	warnings	in	the	survey,	does	supervisor	already	have	ethical	approval	for	a
research	line	that	fully	covers	your	project?

Not	applicable

	

Scoring
Privacy:	0
Ethics:	0
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