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Abstract

Photovoltaic (PV) and Solar Thermal (ST) panels mounted on rooftops form a cor-

nerstone in the transition to fully renewable energy generation. However, due

to the large gap in data on the number and location of these panels, policymak-

ers have trouble determining the effectiveness of policies and energy network

administrators have trouble building efficient networks. In this study, a model

is proposed to automatically classify and segment PV and ST panels from aerial

imagery to alleviate this issue. A novel dataset of aerial images in the Nether-

lands, containing image-level and pixel-level annotations of PV and ST panels

is presented and made publicly available. A two-stage pipeline consisting of a

classification and segmentation stage is proposed, as well as a novel method for

weakly-supervised pseudo-label generation based on greedy Class Activation

Map (CAM) refinement and Segment Anything Model (SAM) generated segmen-

tations. The model is shown to exhibit strong classification performance, after

finetuning models pretrained either on ImageNet or Dutch aerial images. Per-

formance of fully-, semi-, and weakly-supervised segmentation models is evalu-

ated. It is shown that the best performance is achieved by combining a small set

of manually annotated mask labels with a larger set of unlabelled data in a semi-

supervised manner. This semi-supervised approach leads to an IoU of 73.3% for

binary segmentation, and a class-specific IoU of 77.0% and 37.6% is achieved for

the PV and ST classes respectively.
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List of acronyms

• BAG - Basisregistratie Adressen en Gebouwen (Basic Registration of Ad-

dresses and Buildings)

• CAM - Class Activation Map

• CV - Computer Vision

• CNN - Convolutional Neural Network

• FCN - Fully Convolutional Network

• FN - False Negatives

• FP - False Positives

• FPN - Feature Pyramid Network

• IoU - Intersection over Union

• lr - learning rate

• MAE - Masked Auto-Encoder

• mIoU - mean Intersection over Union

• PDOK - Publieke Dienstverlening Op de Kaart (Public Service on the Map)

• PV - Photovoltaic

• SAM - Segment Anything Model

• ST - Solar Thermal

• TN - True Negatives

• TP - True Positives

• ViT - Vision Transformer

• WSSS - Weakly Supervised Semantic Segmentation
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1. Introduction

According to a recent report by the United Nations Framework Convention on Cli-

mate Change (FCCC), the world is not on track to meet the goals set during the

2015 Paris agreement [1]. Much more effort needs to be done to reduce emissions,

by individuals, but especially by governing bodies. Policymakers need to decide

on the most effective policies to introduce in order to combat climate change, but

designing these policies can be a daunting and uncertain task. Models used to pre-

dict the effects of policies can be inaccurate, and data used to monitor the effects of

policies that have been implemented is often incomplete or lacking entirely.

In 2022, about 15% of all energy consumed in the Netherlands originated from

renewable sources [2]. 3.34% of all energy consumed (about 22% of all renewable

energy) was produced from solar energy, a 45% increase from the year before. This

increase can predominantly be attributed to the increasing instalment rate of resi-

dential photovoltaic (PV) panels, as 80% of all solar panels in the Netherlands are

found on rooftops or car parking shades. Policies aim to stimulate the further de-

velopment of rooftop instalments, but insight in the exact number of installations

and date of instalment are not always available. Stedin estimated that 25% of resi-

dential PV systems in 2018 were not registered, despite the fact that registration is

required by law, although not enforced [3].

In addition to PV panels, solar thermal (ST) panels are also gaining popularity

and are increasingly contributing to the renewable energy production. The Euro-

pean Solar Thermal Industry Federation (ESTIF) reported that in 2021, the installed

capacity of ST grew by 10.2% to a total of 624 143 square meters, capable of produc-

ing 436 900 kW per hour [4]. Despite the increasing utility of these systems, hardly

any registries are being kept of the installations, or they are not differentiated from

PV panels in solar panel registries. Because of this, it is also hard for municipalities

to steer the development of ST implementation in their area further.

The impact of this gap in data on installed panels is twofold. For one, it makes

it hard for policymakers in governing bodies to determine to what extent recent

policy changes, such as reducing tax on the sale of PV systems, has contributed to
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the national PV power generating capacity. Secondly, it makes it harder for energy

network administrators to build the most efficient networks to transport and store

the energy which is produced. As an example, if the power output generated by

PV systems of a residential block is higher than the network surrounding it can

transport and store (because it was built based on records underestimating the ex-

pected output), the generated energy has nowhere to go and the PV systems will

generate less or no energy to compensate. This essentially wastes clean energy, and

it is therefore vital to close this gap in PV system registrations as soon as possible.

However, getting this information manually is cumbersome and error-prone.

Surveys targeting homeowners can be time-consuming and rely on residents vol-

untarily providing information, while visual inspections on a large scale are simply

infeasible due to the amount of manual labour that would be required. Another

problem with these approaches is the fact that PV systems are installed in an in-

creasing rate or might be taken down when they are faulty or have reached the

end of their lifetime. Thus existing records require frequent updates to stay up to

date. This problem is noticeable in the few governmental datasets that are avail-

able. Doing manual surveys or visual inspections can yield a complete registration

at a specific point in time, but if registrations are not updated strictly, which up until

this point they have not, then these datasets will go out of date quickly. Therefore,

one would need to do these inspections intermittently, which increases the amount

of effort required even further. Finally, it is also almost impossible to do this kind of

data gathering in retrospect, to gain insight in the evolution of the data over time.

There is therefore need for an efficient, objective, accurate, and repeatable method

which can also be performed to gather data from the past.

Recently, researchers have started to tackle this problem by utilising computer

vision (CV) techniques to analyse satellite and aerial images. As CV algorithms,

models, hardware, and datasets have improved, they have become increasingly ac-

curate and efficient at recognizing a large variety of objects from image inputs. Es-

pecially in the field of Deep Learning for CV, models have been developed trained

to recognize objects in images with high accuracy. While still not perfect, these

models can also be trained to recognize PV systems in aerial images, an example

of the output of such a model can be found in Figure 1.1. Building such an au-

tomated system also comes with the advantage of being able to process historic

data, as well as novel data efficiently. This approach still has some challenges how-

ever, as the models need to be trained on large volumes of data, the labelling of
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Introduction

which requires manual labour. This problem could be alleviated by using semi-,

or weakly-supervised learning techniques, which require less manually annotated

data, at the cost of potentially lower performance.

Figure 1.1: Example output of a PV segmentation algorithm, taken from [5].

To contribute to this field, this thesis aims to develop a model for accurate clas-

sification and segmentation of PV and ST panels. The model should be able to seg-

ment PV and ST panels across the entirety of the Netherlands by utilising Dutch

aerial imagery. To this end, a novel dataset for training purposes will be proposed,

and a method for building and training such a model will be presented. Different

variations to the individual components of the architecture will be proposed, and

experiments are done to verify the performance of these variations. The results of

these experiments will be presented, and the implications of these results will be

discussed. The contributions of this thesis can be summarized as follows:

• A novel manually labelled dataset of aerial images in the Netherlands, con-

taining image-level and pixel-level annotations of PV and ST panels is pre-

sented and made publicly available.

• A two-stage pipeline for PV and ST panel classification and segmentation is

proposed.

• An attempt is made to improve model performance by including building

registration data in the form of BAG (Basisregistraties Adressen en Gebouwen)

polygons as binary masks.

• A novel method for weakly-supervised pseudo-label generation based on

greedy CAM refinement and SAM generated segmentations is proposed, as

well as evaluated by training a model on the generated pseudo-labels.
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• Application of semi-supervised learning is explored, both in the case of man-

ually annotated data, as well as for weakly-supervised pseudo-labels by par-

titioning the set of pseudo-labels based on a proposed confidence metric.

This thesis project was performed in cooperation with We-Boost [6]. We-Boost is

a Dutch consultancy firm located in Utrecht specialising in tenders, sustainability,

and data. To support Dutch municipalities in their transition to 100% renewable

energy usage, they aim to provide insight in current solar energy production in

these municipalities as well as the growth of PV installations in recent years. The

main aim of this research is therefore to produce a model which is as accurate as

possible at detecting the total area of photovoltaic and solar thermal panels in a

given area.

The structure of the remainder of this thesis is as follows: in Chapter 2, the

research questions will be presented. Chapter 3 presents an overview of relevant

literature, as well as the gaps that exists within this literature. Next, the dataset

created and used in this thesis will be presented in Chapter 4. Background infor-

mation on the models and techniques used is given in Chapter 5, followed by the

methodology used in the experiments in Chapter 6. Results are then presented in

Chapter 7, and the thesis is concluded by a discussion of these results in Chapter

8.
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2. Research Questions

This thesis aims to answer the following research question:

To what extent can photovoltaic and solar thermal systems be segmented from

Dutch aerial imagery?

2.1 Sub-questions

In order to answer this research question, four sub-questions are identified, these

sub-questions are formulated as follows:

1. To what extent can building location data be utilised in addition to RGB

channels to improve the performance of a PV and ST detection model?

When training the model for classification of PV and ST panels, two varia-

tions will be experimented with. A model utilising only RGB channels as

input will be compared to a model that utilises a fourth binary channel with

building location information. Performance of the two models will be com-

pared to answer this question.

2. What is the effect of self-supervised pretraining on a large domain-specific

dataset on the performance of a PV and ST detection model?

Encoder weights pretrained on ImageNet are publicly available for the Con-

vNextV2 model. Performance of a model pretrained utilising only images

from the target domain of this study (aerial images) will be compared to the

ImageNet pretrained model. The aim of this research question is to deter-

mine whether the abundance of unlabelled data in the target domain can be

utilised to improve the performance of the model.

3. To what extent can photovoltaic and solar thermal systems be distinguished

by a machine learning model?

A model for classification or segmentation can be trained to perform either bi-

nary or multi-label classification and segmentation. One can expect the per-

formance of the binary variant to be higher than the multi-label variant, as

determining the presence of either type of solar panel is an easier task than

also reporting the distinction. The size of this gap in performance for the cur-
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2.1 Sub-questions

rent problem domain will be investigated by training models to do binary, as

well as multi-label, classification and segmentation of solar panels.

4. What is the performance impact of choosing a semi-supervised or weakly-

supervised segmentation approach over a fully-supervised approach for PV

and ST segmentation?

While fully supervised segmentation almost exclusively produces better re-

sults than semi-supervised or weakly-supervised approaches, data for the

latter two approaches is much less labour-intensive to obtain. A method

of pseudo label generation based solely on image level labels by utilising

class activation map refinement and state-of-the-art methods such as Segment

Anything [7] will be proposed. The performance of this weakly supervised

method will be compared to a fully supervised approach. Additionally, the

performance of a fully supervised segmentation model compared to a semi-

supervised approach utilising the same set of labelled image in addition to a

larger set of unlabelled images will be examined.

In the following chapter, a detailed review of current literature is given, and the

gaps in literature are identified that these questions aim to fill.

11



3. Literature review

In recent literature, there has been a spike of interest in detecting PV systems via re-

mote sensing. The rising popularity in many remote sensing fields can be attributed

to the rapid progress that has been made in the field of computer vision (CV). This

progress has, in part, been enabled by the improvements in hardware and neural

network quality. CV tasks such as image classification - learning the appropriate

class label for an image - and segmentation - learning to segment a relevant section

of an image - can be specialised for the task of PV and ST panel detection. In this

chapter, an in-depth overview of advances in the field of CV is given – notably in

image classification and segmentation – as well as the applications of these novel

techniques in PV classification and segmentation.

Similar literature reviews have been published to highlight advances in the

field, such as the work of Mao et al. [8]. They gave a comprehensive analysis

of frequently used data sources and compared the performance of a large variety

of methods, spanning object-based, pixel based, and deep learning methods. They

concluded that, overall, deep learning methods provide the best performance for

decentralized systems such as rooftop installations, whereas object-based methods

sometimes outperform deep learning method when it comes to detecting central-

ized systems. However, studies do seem to suggest that detecting centralized sys-

tems is a slightly simpler task than detecting decentralized systems, as the central-

ized systems are often much larger in size than e.g. rooftop mounted decentralized

systems, and easier to distinguish from their background setting.

Feng et al. [9] employed a text mining approach to gather a large sum of arti-

cles in the domain of PV systems and machine learning, and discussed the most

relevant articles from the outcome of this process. They found that AI is often em-

ployed for solar forecasting, PV fault detection, and PV array detection, the latter

of which is often based on deep learning. They identified that the scarcity of data

in the field of PV detection compared to solar forecasting was a large reason for the

relatively lower interest in PV detection research compared to other areas, but also

noted that the application value of PV detection is often underestimated, and that

further exploration of its uses might boost research interest.
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3.1 Image classification

Highlighting the motivation behind this research as well as many of those dis-

cussed in this section, De Hoog et al. [10] identified the stakeholders that would

benefit from automatic PV detection from satellite and aerial imagery, and dis-

cussed approaches up to that point while also identifying research gaps. It was

noted that one of the main challenges in the field is training a model not to confuse

non-PV systems with PV systems, such as ST systems, greenhouses, roof windows,

or pools. Moreover, ensuring a model recalls all the PV systems in an image is

challenging. Factors such as shading, panel colour, or panel size can make systems

difficult to recognize even for human annotators. Finally, the consistency of train-

ing data is considered to be a large hurdle, since many aerial images are taken at

varying tilt angles or times of day. They conclude with an overview of research

opportunities for PV detection systems, such as improving model accuracy, but

also integrating PV detection systems with solar forecasting systems and existing

registrations.

The remainder of this literature review is structured as follows: first, an overview

of advancements in image classification is given, mainly by discussing convolu-

tional neural networks and vision transformers. Then the applications of these

and other methods to PV classification are discussed. Next, novel methods for

image segmentation are reviewed, including fully-, weakly-, and semi-supervised

approaches. This will again be followed by an exploration of PV segmentation

studies. Additionally, frequently utilised datasets in this particular research field

are discussed as a point of comparison for the dataset introduced later in this the-

sis. The chapter is concluded with an assessment of the gaps in existing literature,

and an illustration of how these gaps are addressed by the proposed research ques-

tions

3.1 Image classification

The field of CV consists of a large subset of problems, of which image classifica-

tion is likely the most studied area. While originally many classification algorithms

relied on hand-crafted features to train a machine learning algorithm, most recent

breakthroughs in classification and other CV problems have been made based on

the field of deep learning. The shift towards deep learning has also influenced

the field of PV detection greatly, improving the PV detection rates significantly

compared to early shallow methods. This section aims to give a brief historical
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Literature review

overview of deep learning application in image classification, and discuss the ar-

chitectures that were both influential in the general classification task, as well as in

the task of PV classification. Additionally, the recent introduction of vision trans-

formers is discussed, as well as how they inspired the development of ConvNeXt

and ConvNeXtV2, the latter of which is the backbone of the proposed method in

this thesis.

3.1.1 Convolutional neural networks

A broad range of different deep learning network architectures have been pro-

posed. However, for many tasks in CV, convolutional neural networks (CNN) have

proven to be one of the most successful. They gained popularity in the 1990s when

Lecun et al. [11] presented LeNet-5 and coined the term convolutional neural net-

work. The idea behind CNNs is to use convolutional layers to extract features from

an image, and then use fully connected layers to classify the image based on these

features. A convolution can be seen as a (learnable) matrix that is slid over the

image, where the dot product of the matrix and the image is computed at each po-

sition to form a feature map for the next layer. LeNet-5 was built for handwritten

digit recognition and consisted of 2 convolutional layers, 2 pooling layers, and two

fully connected layers. Although their performance was limited due to hardware

constraints, the authors were already able to reach an error rate as low as 0.7% on

the handwritten digit recognition task.

In 2010 the first ImageNet large scale visual recognition challenge (ILSVRC)

was hosted [12]. This challenge often serves as a benchmark for classification per-

formance, and winners of the challenge are commonly considered as the state-of-

the-art solution for the respective year. It only took 2 years for a CNN to win the

competition, when Krizhevsky et al. [13] improved the top-5 error rate of the pre-

vious year from 25.8% to 16.4% with their submission named AlexNet. AlexNet

consists of 8 layers, of which 5 are convolutional and 3 are fully connected. From

that point on, every subsequent edition of the challenge that was held has been

won by a CNN.

Two years later, the challenge was won by Szegedy et al. [14] of Google with

GoogLeNet, an incarnation of their newly proposed Inception architecture. The

Inception architecture did not use any fully connected layers, but was instead com-

prised of many Inception modules in sequence. These Inception modules were

devised based on a neuropsychological theory describing the firing mechanics of
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3.1 Image classification

neurons in the brain. The Inception module was designed to increase depth and

width without significant increases in computation cost. The network had an ap-

proximately 10% lower top-5 error rate than AlexNet. One year later, Szegedy et

al. [15] revisited their architecture. After discussing some general design principles

that aid the performance of CNNs, they proposed a series of modified Inception

modules based on these principles. An InceptionV2 network with multiple vari-

ants was proposed based on these new modules and experimented with. The high-

est performing variation was labelled InceptionV3 and decreased the top-5 error

rate on the ImageNet challenge set by another percentage compared to the original

Inception network. An overview of the InceptionV3 architecture can be found in

Figure 3.1.

Figure 3.1: InceptionV3 architecture [15]. Image taken from [16]

Another noteworthy winner of the ImageNet challenge was developed by He

et al. [17] from Microsoft research group. The network, called ResNet, successfully

mitigated the problem of vanishing and exploding gradient, which often becomes a

problem as network depth increases, by introducing (identity) shortcut connections

that allow the network to retain information over many sequential layers. This

allowed the authors to build a network which was 152 layers deep and yet less

complex than competing algorithms of its time.

In many CNNs, images are transformed into multiple scales to form an image

pyramid. Features are then extracted from each image to create a feature pyramid,

of which each layer produces a prediction. With the introduction of these methods,

it became easier to classify objects over different scales, but extracting the features

from each level in the pyramid can be slow. Alternatively, it is possible - and faster -

to build a feature pyramid from a single image, though this decreases the accuracy

of the method. To strike a balance between these options, Lin et al. [18] proposed a
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method to create a Pyramid Network (FPN) for classification from a single image.

Their FPN extracts features for each layer, and then performs upsampling on the

resulting feature maps. Each feature map in the upsampled reverse pyramid is then

used for prediction (Figure 3.2). With this method, the authors were able to surpass

winners of the - at the time recent - COCO 2016 object classification challenge [19].

Figure 3.2: Feature Pyramid Networks compared to other approaches. Image taken
from [18]

3.1.2 Vision transformers

In 2017, Vaswani et al. [20] revolutionized the field of Natural Language Processing

(NLP) with their paper “Attention is all you need”. In this paper, they introduced

the transformer network architecture, which got rid of the recurrence and convo-

lutions that dominated many state-of-the-art networks in the field. Instead, their

architecture relied almost fully on attention mechanisms, using positional embed-

dings to keep track of the positions of words in a sentence. In short, incorporat-

ing the attention mechanism in an architecture allows the network to learn which

parts of the full input are important given the currently processed part of the in-

put. Thus, by using attention, a large volume of context can be utilised at each step,

while discarding the noisy parts of the input. This created an architecture where

the importance of every word in a sentence is learned based on every other word

in the sentence, and its own position in the sentence. The novel architecture out-

performed other models of its time on translation tasks with only a fraction of the

training time and swiftly rose in popularity.

Inspired by the success of Transformers in the NLP domain, Dosovitskiy et al.

[21] attempted to apply the transformer architecture to the image domain. But as
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3.1 Image classification

the attention mechanism of transformers attempts to assess the importance of each

input vector compared to every other input vector, inputting pixels individually

would not be computationally feasible. To overcome this issue, the authors opted

to divide the input images into patches and embed these patches into input vec-

tors, combined with a positional embedding (Figure 3.3). A key difference between

the proposed Vision Transformers (ViT) and CNNs is that ViTs do not make use

of the image-specific inductive bias that CNNs have, as the convolution step in a

CNN inherently captures locality, two-dimensional neighbourhood structure and

translational equivariance by design. While on a smaller dataset this seemed to be

a large advantage of CNNs, making them more performant than ViTs, ViTs seem to

be able to overcome this disadvantage by processing large enough amounts of data.

On larger image datasets, ViTs outperform state-of-the-art CNN architectures, even

with a lower training cost. Finally, promise was shown for ViTs to be pretrained in

a self-supervised manner utilising masked patch prediction, before finetuning on a

specific domain, while achieving a high performance.

Figure 3.3: ViT model overview [21].

ViTs are able to handle extremely large volumes of data, but manually labelling

these large volumes of data can be a labour intensive task. A solution to this prob-

lem is to use self-supervised learning methods as a pretraining step, for example

by utilising Masked Auto-Encoders (MAE) which are often used to train large lan-

guage models. He et al. [22] presented MAE as a scalable method of training a ViT

in a self-supervised manner. Their method relied on masking a subset of the input

patches and training a decoder to reconstruct the image as closely to the original

image as possible. The authors showed that vision transformers are able to per-

form this task well with masking ratios as high as 90%, although a masking ratio of
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75% was deemed most suitable for general use cases. An overview of the training

strategy and results are visualised in Figure 3.4. After pretraining, the decoder of

the vision transformer used for reconstructing the image is discarded. Experiments

were then done on a variety of image tasks such as classification, object detection,

and segmentation. In all tasks, MAE is shown to be a more effective pretraining

method than the current state of the art supervised pretraining approaches.

Figure 3.4: MAE training overview and results [22].

3.1.3 A return to CNNs

Multiple extensions to the ViT architecture were proposed in the years following its

introduction. One of the most well known of these extensions are Swin transform-

ers [24] by Ze Liu et al., which introduced a hierarchical architecture computed by

shifting windows. With the dominant performance of ViTs over CNNs of the time,

it seemed that CNNs would soon be replaced fully by ViTs. However, Zhuang Liu

et al. [23] showed it was possible to design a CNN architecture based on principles

proposed in the ViT research that actually outperforms ViTs. They started by ad-

justing the training procedure to be close to that of Swin Transformers, and already

noted a 2.7% increase in performance of a Resnet-50 model on ImageNet. They

then examined other design choices from Swin Transformers, and adjusted ResNet

based on these principles. An overview of these choices can be found in Figure 3.5,

they will be discussed in further detail in Chapter 5. By combining these principles,

that were already researched individually, the authors were able to create a CNN

that outperforms ViTs on ImageNet with an accuracy of 82.0% compared to 81.3%

for Swin Transformers. This family of models was dubbed ConvNeXt.

Applying another lesson learned from transformers, Woo et al. [25] later ap-

plied the concept of Masked Auto-Encoders to ConvNeXt. However, to effectively

integrate MAE pretraining into the ConvNeXt architecture, it was necessary to ad-
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Figure 3.5: Design choices made in the creation of ConvNeXt, and the corresponding
performance impact for each choice [23].

just the framework to be fully convolutional. To achieve this, the authors made use

of sparse convolutions, such that the 2D image structure is preserved even when a

large part of it is masked. The resulting framework, dubbed ConvNeXt V2, scored

84.6% accuracy on ImageNet, outperforming the original ConvNeXt architecture

trained only in a supervised manner by 0.8%. The paper highlights the importance

of a network architecture designed in parallel with the training strategy. More de-

tails on this architecture can also be found in Chapter 5.

3.2 PV Classification

In this section, the application of the aforementioned architectures to the task of PV

classification is discussed. A few studies however were published before the era

of CNN dominance in image classification, which will be noted first. Then, studies

utilising CNNs for PV classification are discussed.
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3.2.1 Classical machine learning

One of the earliest works that explored automatic detection of PV systems from

satellite imagery using machine learning was carried out by Malof et al. [26]. The

proposed algorithm consisted of two steps, a prescreener and a feature processor.

The prescreener first converts a candidate image to greyscale and identifies the

maximally stable extremal regions. From these regions, a handcrafted set of fea-

tures was then extracted and used to train a Support Vector Machine (SVM). Finally,

overlapping regions that are classified as positive were merged. This approach al-

ready showed promising results with a recall of 94%, although the testing set was

relatively small, only containing 54 solar panels. Given the low resolution of satel-

lite imagery, however, the research showed potential in automatic detection of PV

systems.

A master thesis comparing different classifier architectures found that while SVMs

could numerically get accuracies almost identical to those of other approaches, vi-

sual inspection showed the classifier was not performing well [27].

In a follow-up to their original paper, Malof et al. [28] continued work on PV

detection, this time however from aerial imagery and with the use of an RF classi-

fier. They used a dataset gathered by Bradbury et al. [29] which was created using

aerial images, which have a higher resolution than satellite images and are thus

expected to yield better results. First, local colour statistic features were extracted

from the images. These were then fed to the RF classifier, which outputted a confi-

dence value per pixel indicating the probability of that pixel representing a part of a

PV system. This confidence map was then post-processed to extract the most prob-

able regions, which were used for object detection. While this system already did

pixel-level classification of PV arrays, the performance was not satisfactory, thus

the authors opted to measure accuracy on an object level. Malof et al. [30] later

applied an RF classifier again for the task of PV detection, and compared it to a

Convolutional Neural Network. This research will be discussed in more detail as

part of the next subsection.

Another example of RFs being used for PV detection is the work of Xia et al.

[31]. The focus of this work was to detect water photovoltaic (WPV) systems, which

are generally large plants either stationary above or floating on the water surface.

Pixel-wise training was done similarly to the work of Malof et al. and again post-

processing was done to remove the noise that is often generated by pixel-wise clas-
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sification methods. Data from multiple years was also used in post-processing to

improve classification confidence on systems found in older images that were also

detected on more recent images before. The resulting model, which showed an

accuracy of 94.2%, was then used to do a historic analysis of WPV system develop-

ment in China. The authors found that they detected an increase in PV area from

2016 to 2019 of 33.4 square km to 165.0 square km.

Zhang et al. [32] explored the impact of textural features on the training and

performance of an RF classifier for PV detection, including a Grey Level Co-occurrence

matrix, reflectance, thermal spectral data, and several environmental indexes. They

showed that including these features as parameters for the RF to train on can im-

prove an already very performant algorithm even further. While this information

might not always be available, the study shows that in many studies based on only

visible light there might still be room for improvement if more data becomes avail-

able. The authors do not test their findings on other, more popular, classifiers such

as CNNs however, leaving it unclear if they would benefit similarly from texture

information.

Plakman et al. [33] also trained an RF classifier using not only spectral but

also backscatter data from Sentinel-1 and Sentinel-2 satellites. They showed that

by first segmenting the data with Simple Non-Iterative Clustering (SNIC) and then

classifying the resulting regions an RF classifier is able to learn to predict areas to

not be PV systems with near perfect precision and recall, and predict regions that

are PV systems with precision and recall of 92.39% and 81.39% respectively. A big

advantage of the method is that it requires relatively little labelled training data,

however since it works on satellite data with spatial resolutions of 10 to 20 meters

it is only really suitable for detection of industrial and commercial PV plants, and

not for rooftop PV systems.

3.2.2 Deep learning

As CNNs started to dominate the field of CV, the PV detection field started adapt-

ing the best performing algorithms as well. A wide array of studies have been pub-

lished utilising different networks, most of which showed dominant performance

compared to other machine learning methods.

Malof et al. [30] published a new study comparing the use of a random forest

classifier to a CNN, as a follow-up to their work on PV detection using a random
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forest classifier [28]. utilising a random forest as prescreener, the CNN was used to

improve the precision of the model. The model was further improved shortly after,

[34] by using only a CNN based mostly on VGG modules [35]. This new CNN

model showed very promising results considering the relatively small size of the

network, most notably in its precision. They were also one of the first to experiment

with transfer learning in the field of PV detection, but due to the simple nature of

the network it proved more effective to train from random weights. Later works

incorporating larger networks would show that transfer learning can however be

quite effective for the given task. Golovko et al. [36] similarly proposed a simple

CNN network for PV classification, but utilised lower resolution satellite imagery.

Yu et al. [37] applied InceptionV3 [15] to the task of PV detection in the Deep-

Solar project. Training was done on a large dataset gathered from over 50 cities

spread over the U.S. which was manually labelled at image level. The trained

model achieved an accuracy and recall of 93.7% and 90.5% respectively on im-

ages in non-residential areas, and only slightly worse performance in residential

areas. The trained network was then used to process the entirety of the U.S. and

the data collected from this procedure was used to do a demographic study on the

deployment of PV systems in various locations in the U.S. The same architecture

was also applied by Ioannou and Myronidis [38] for binary PV classification on a

Greek satellite image dataset, highlighting the effectiveness of the architecture on

different domains.

The original DeepSolar pipeline was later extended by Wang et al. [39] in their

DeepSolar++ project. Similarly to the WPV detection project by Xia et al. [31],

the pipeline was extended to include information from matching images taken at

different periods of time to improve classification performance. The motivation be-

hind this improvement is the increase in image quality that occurred as technology

improved, making it easier to detect PV systems. Two branches of the same ar-

chitecture are trained, one taking high resolution images, and the other taking low

resolution images. By comparing the feature maps of the two branches a higher

accuracy can be achieved. The InceptionV3 network used in the previous study is

also replaced with the newer ResNet architecture [17]. The model was tested by

feeding a test set of image sequences with one location per sequence, for which the

model was able to predict the correct installation year of the solar panels with an

accuracy of 85.9%. The high resolution branch on its own showed a sensitivity of

97.6% and a specificity of 98.5%, while the low resolution branch showed a sensi-
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tivity of 91.2% and a specificity of 95.6% applied on a low resolution image with a

high resolution reference image.

Mayer et al. [40] showed the DeepSolar project also has application outside

the U.S. by developing DeepSolar for Germany. In this work, they improved the

original performance of DeepSolar even further, most prominently by adopting a

novel dataset creation strategy. In this strategy, training images are divided into

categories relevant to the task problem. A training dataset is created which is het-

erogeneous with respect to these categories, although urban and rural settings are

overrepresented, considering that is where the majority of rooftop PV systems are

located. Because of this strategy, the dataset required for a better performance is

able to be much smaller than the original labelled dataset, decreasing the required

manual annotation labour. The authors compare performance of the original Deep-

Solar U.S. model on this dataset compared to a model trained on this dataset and

show that performance is improved by almost 19 percentage points when using

Cohen’s k as a performance metric. This shows that training a model on a dataset

containing images from the target domain improves performance significantly.

As an extension to the DeepSolar for Germany project, Mayer et al. [41] also

published a new project called 3D-PV-Locator. The main addition in this pipeline

was the use of 3D spatial data processing to also report azimuth and tilt angles of

PV systems. This aids the estimation of energy output of the systems which is use-

ful for tasks such as grid planning. Open datasets containing LiDAR-based point

clouds were used to do the estimations and the results were compared with official

registries. The azimuth angles between the model output and official registries fell

within the same or next closest class in 88% of all tested cases. Tilt angle estimation

showed an accuracy of 64%, although the angle estimation is done categorically

(tilt ∈ [0°; 20°), [20°; 40°), [40°; 60°)).

The most recent addition to the DeepSolar family of projects was made by Lin-

dahl et al. [42]. They created a dataset guided by official Swedish registries and

compared the performance of the model trained on this dataset with the results

from earlier studies, although performance decreased compared to other DeepSo-

lar projects. This might have been caused by the very low representation of pos-

itive samples in the dataset (0.09%), but the authors also give an analysis of false

negatives. They show that a substantial portion of the undetected systems were

frameless modules placed on a black rooftop. This indicates that the network most
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likely learned to recognise the frames of the PV systems, as well as their contrast to

the background rooftop. The authors also train the model to recognise ST systems,

but are not able to train the model to distinguish them from PV since there was not

enough training data to learn from.

With the wide variety of architectures that are available in CV, it might become

difficult to select the most effective one for the task of PV classification. The Dutch

CBS [43] therefore conducted a study comparing multiple architectures. In the

study, labelled “Deep Solaris”, they compared InceptionV3, InceptionResNetV2,

DenseNet, and Xception, and found Xception to be the best performing architec-

ture. Furthermore, they found that full transfer learning yielded the best results,

yet do not elaborate exactly what is meant by full transfer learning.

Han van Leeuwen [44] later conducted a follow-up study called “DeepSoLim”,

in which he mainly compared InceptionResNet and VGG16 on images of the Dutch

province of Limburg. Additionally, a variety of scenarios testing the impact of fac-

tors such as noise, sample size, and class imbalance on the performance of the net-

work were examined. It was found that training on a training set with as little as

353 images can yield and accuracy of 90.5%, while training on the full dataset con-

taining 17669 images improved accuracy to 98.1%. It was also found that transfer

learning has a positive impact, while data augmentation did very little to improve

performance, or even degraded it in some cases.

3.3 Image Segmentation

While classifying an image to determine if an object is present or not on its own is a

useful tool, more precise recognition is often required. In many cases the separation

of classes is desired at pixel-level, this pixel-level classification task is referred to as

image segmentation. In this section, some of the most influential methods in this

field, which are also often utilised in PV segmentation studies, are discussed.

The first of these networks often utilised is Mask R-CNN [45]. Although Mask

R-CNN is a model for image segmentation, it is built as an extension of a frame-

work developed for object detection. Object detection is defined as drawing a

bounding box around a target object. A family of CNNs named Region-based Con-

volutional Neural Networks (R-CNN) was developed by Girshick et al. [46]–[48]

to solve this problem. The main idea behind the object detection R-CNN networks

was to do an initial pass over the image to generate regions of interest, and then
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Figure 3.6: Mask R-CNN framework [45].

pass these regions to a CNN classifier to determine whether they actually contain a

target object. Improving upon this object detection architecture by adding segmen-

tation output, Mask R-CNN was developed [45]. Mask R-CNN simply extends

the last R-CNN iteration for object detection, Faster R-CNN [48], by adding a new

branch parallel to the bounding box prediction branch. This new branch was re-

sponsible for mask prediction, see Figure 3.6. This means that classification is still

independent of mask extraction, which was in contrast to other image segmenta-

tion approaches at the time. Performance was not impacted much by this new

branch, as the algorithm is able to segment images at 5 frames per second.

Two other influential methods in this field, which are also applied for PV de-

tection are U-Net by Ronneberger et al. [49], and EMANet by Li et al. [50]. While

originally developed as a network for segmentation of biomedical images, U-Nets

have since been used for many generic segmentation tasks. U-Net is a CNN that

can be divided into two distinct paths, a contracting path that reduces the feature

dimensions, and an expanding path that increases the dimensions of the features.

Intermediate features from the contracting path are also fed forward directly to the

corresponding layer in the expanding path, similar to how feature pyramid net-

works operate. The final layer of the expanding path has the same dimensions

as the original image and is used to predict a segmentation mask. EMANet on the

other hand was built by extending the well-known Expectation-Maximization (EM)

algorithm with an attention component, which was shown to be useful in image

segmentation. Li et al. used a variation of the EM algorithm to generate attention

maps for an input image, which were used to predict segmentation masks. The

algorithm is embedded in a reusable Expectation-Maximization Attention (EMA)

unit, so it can be used inside various neural networks. This unit is then used on top
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of a ResNet encoder, to create EMANet.

Chen et al. [51]–[53] utilised atrous (also known as dilated) convolutions, Con-

ditional Random Fields, and later an encoder-decoder design to build DeepLab.

Atrous convolutions work similar to regular convolutions, but allow a kernel to

work over positions that are not strictly neighbouring. The latest iteration of the ar-

chitecture, DeepLabV3+, set the new state-of-the-art performance on the PASCAL

VOC 2012 and Cityscapes datasets, with a mIoU of 90.0% and 82.1% respectively.

This was achieved by extending the DeepLabV3 architecture with a decoder mod-

ule. More details on the DeepLab family of architectures will be given in Chapter

5.

In recent years, approaches for prompted segmentation tasks have also been

created. That is, using for example a click location, textual or image input as a

prompt, a network is trained to find the corresponding object segmentation. One

of such approaches is Segment anything by Kirillov et al. [7] of Meta AI Research.

The Segment Anything Model (SAM) consists of a ViT image encoder pretrained

by a MAE as described in [22], a prompt encoder that encodes points, boxes, text

and masks, and a transformer mask decoder block. The decoder outputs three

different potential image masks to deal with ambiguity that can arise when using

prompts. By using a grid of input prompts per image, the authors then use their

model to create SA-1B, a dataset containing 11 million images and over a billion

masks (Illustrated in Figure 3.7). The dataset quality was verified by randomly

selecting images and asking human annotator to improve the segmentations. Of

the improved images, 94% still had an IoU with the original image greater than

90%.

3.3.1 Weakly supervised semantic segmentation

While CNNs and ViTs have been shown to very capable to the task of image seg-

mentation, they often require a large amount of pixel-level labelled data to perform

well. This data is labour-intensive to obtain, forming a bottleneck in progress for

many domains. Similarly, data collection can be a large hurdle in the domain of

solar panel detection. A possible remedy to this problem is to make use of Weakly

Supervised Semantic Segmentation (WSSS) techniques. In WSSS, the aim is to train

a model to perform image segmentation using only image-level labels. Class Acti-

vation Maps (CAM) of a CNN trained on image level classification are often utilised

to localize objects, and a refinement method is introduced to improve the quality of
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Figure 3.7: SAM generated segmentations [7].

the segmentation. These refined masks can then be used as pseudo labels to train a

segmentation model in a (fully-) supervised manner.

One of such methods of refining CAMs was introduced by Xie et al. [54] who

showed the importance of utilising the correct activation function for class-specific

feature activation. Their method, called ReCAM relied on first training a regular

multi-label classifier, and utilising the CAMs from this trained network to create

class-specific feature maps. By then training a new network head to classify these

feature maps in a multi-class classifier (predicting only one class at a time), the

authors show that the resulting CAMs from this network are more precise in sep-

arating classes. Figure 3.8 depicts the pipeline utilised in this method, the authors

further note that the resulting pseudo masks can be further refined by methods

such as IRN [55] or AdvCAM [56].

In a similar work, Li et al. [57] showed it is also possible to perform CAM re-

finement without training a network twice. By utilising the CNN-Transformer hy-

brid Conformer network, they successfully combined CAMs from the CNN branch

with attention maps from different layers of the transformer branch. The approach

is motivated by the ability of CAMs to precisely locate an object through activation,

and the global receptive field inherent to the attention mechanism of transformers.

Attention maps at different levels of the transformer branch are shown to capture

different similarities, such as textural similarities at a low level, and semantic simi-

larities at a higher level. Pseudo labels are generated by first training a network on

a classification task, and then refining the resulting CAMs by doing a matrix mul-

tiplication with the average of all attention maps. An overview of the full pipeline,
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Figure 3.8: ReCAM pipeline [54].

named TransCAM, can be found in Figure 3.9.

Figure 3.9: TransCAM pipeline [54].

Recently, interest has grown in the use of SAM [7] in this refinement process.

By utilising CAMs to localize target objects, SAM can be used to generate class-

agnostic segmentation masks to be used as pseudo labels. A study by Jiang et al.

[58] showed that SAM can be prompted utilising different forms of weak image

labels including image level labels, point labels, scribble labels, and bounding box

labels. For image level labels, a trained classification network was used to extract

CAMs, from which high confidence points were sampled. These points were then
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used as an input prompt to SAM to generate pixel level pseudo labels.

Alternatively, Chen et al. [59] used SAM to generate all possible masks for

an image first by utilising the point grid prompting method. They then used the

CAMs from a trained classification network to assign masks to different classes

based on the overlap between each mask and the CAMs per class. The assigned

masks where then filtered based on the total overlap between the CAM and the

mask, where only masks with a high enough overlap, and thus high confidence,

were kept as pseudo labels to train a segmentation network, the full pipeline can

be found in Figure 3.10.

Figure 3.10: SAM mask selection pipeline by [59].

3.3.2 Semi-supervised semantic segmentation

Instead of either requiring the full dataset to be annotated for segmentation, or only

requiring image-level annotations, it might also be effective to utilise a large set of

unlabelled data paired with a small set of labelled data. This idea is known as semi-

supervised semantic segmentation and heavily relies on designing a method of

training that can effectively utilise the unlabelled data to improve the segmentation

model trained on the labelled data.

The two most common approaches in this field are entropy minimization and

consistency regularization. In entropy minimization, a teacher network is trained

on the labelled data to generate pseudo labels for the unlabelled data. The student

network is then trained on the labelled data and the pseudo labels generated by

the teacher network, after which it is again used as a teacher for a new student

network. By iterating this process the quality of the pseudo labels increases and

the student network becomes more accurate over time.
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Consistency regularization is based on the idea that the predicted label for a given

input should be invariant to any input perturbation. In these approaches, a loss

function is usually designed to contain the loss on the unperturbed labelled data,

as well as the loss on the perturbed unlabelled data.

FixMatch by Sohn et al. [60], one of the most well known consistency regular-

ization approaches, showed how a very simple implementation of this approach

can already yield promising results. The proposed approach revolved around a

simple loss function combining standard cross-entropy loss on the labelled data,

and novel loss function on unsupervised samples. The loss function for unlabelled

data is as follows:

lu =
1

µB

µB

∑
b=1

1(max(qb) ≤ τ)H(q̂, pm(y|A(ub))) (3.1)

Here, µB is a batch of unlabelled images, qb is the prediction on a weakly perturbed

image, H is cross entropy, q̂ is the prediction on a strongly perturbed image, and τ

is a threshold used to determine which pseudo labels to use. Only pseudo labels

are used where the confidence of the prediction of the weakly perturbed image

is above a set threshold. The total loss is computed by summing the supervised

loss and the unsupervised loss weighted with a scaling factor. A benefit of this

approach is that the network first trains almost fully on the labelled images, as

the confidence on unlabelled image predictions is low, and starts utilising the un-

labelled images only when this becomes useful. Simple flip and shift operations

were used for weak augmentation, and two specialised augmentation algorithms

(RandAugment and CTAugment) were used for strong augmentation. The full ap-

proach is visualised in Figure 3.11. While FixMatch was designed and tested on the

task of image classification, the approach could easily be transformed to be applied

on image segmentation.

Yang et al. [61] revisited FixMatch, and showed that its relatively simple ap-

proach of supervising the strongly perturbed image prediction by a weakly per-

turbed image prediction can already yield state-of-the-art results on the task of im-

age segmentation. High confidence predictions are now computed at a pixel level,

allowing for loss to be computed only over the high confidence regions of the pre-
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Figure 3.11: FixMatch architecture [60].

dicted segmentation mask. However, they note that domain-specific knowledge

might be essential in many cases to reach the best performance on the segmenta-

tion task. To mitigate this, the authors propose two modifications to the FixMatch

algorithm. The first of these is an additional perturbation stream on the weakly

perturbed image. After weak perturbation of the image, the encoded features are

passed to the decoder in one branch, and perturbed again in a second branch be-

fore also passing through to the decoder. Additionally, the authors note that recent

works have shown the benefit of multiple strong perturbation streams, and pro-

pose to utilise two streams of strong perturbations. The prediction on the weakly

perturbed image without feature perturbation is then used as a pseudo label to

compute an unsupervised loss on the remaining three labels predicted on the other

perturbed images. A comparison this approach and FixMatch can be found in Fig-

ure 3.12. A combination of the two adjustments to FixMatch, named Unimatch,

significantly outperformed existing state-of-the-art methods on the PASCAL VOC

2012, COCO, and Cityscapes datasets.

Recently, Sun et al. [62] proposed a novel consistency regularization framework

heavily relying on correlation maps to relate pairs of locations across weakly and

strongly augmented images. Their approach also builds upon FixMatch [60] by

enhancing pseudo labels with correlation maps, and introduces a novel correlation

loss. Details of the implementation are discussed in chapter 5. The authors report a

new semi-supervised state-of-the-art performance on the Pascal VOC 2012 dataset

on every common partition of labelled and unlabelled images.

3.3.3 Segmentation refinement

Segmentation networks are often trained on relatively low-resolution datasets, and

might not be able to translate this to precise segmentation of high resolution im-
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Figure 3.12: FixMatch compared to Unimatch [61]. Here, FP denotes feature pertur-
bation, and the red arrows denote computation of cross entropy loss between predic-
tions.

ages. To combat this issue, Cheng et al. [63] proposed CascadePSP: a refinement

model taking an image and low resolution segmentation as input, and producing

a high resolution segmentation as output. The model is based on a trained refine-

ment module, consisting of PSPNet with ResNet as the backbone. These refinement

modules are then used both on a global level, to repair structure of the whole im-

age, as well as a local step which refines multiple image crops at a more detailed

level. The authors show that the model is able to improve the IoU performance of

DeepLab V3+ by 2.5% on the PASCAL VOC test set.

3.4 PV Segmentation

PV segmentation studies almost exclusively show a great reliance on CNNs. Many

of the studies use network architectures proven to be successful on the general im-

age segmentation task such as Mask R-CNN [45] or U-Net [49]. Additionally, the

majority of works on PV segmentation make use of a strongly labelled dataset and

fully supervised training, which will be discussed in this section. Initial exploration

of weakly supervised segmentation approaches to PV segmentation has been car-

ried out in a handful of studies, which will also be discussed. Finally, some works

highlighting the usefulness of transfer learning in this domain are explored, as well

as a some studies that are unique in their approach to PV segmentation.
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3.4.1 Fully supervised PV segmentation

One of the earliest attempts to do segmentation of PV systems was made by Yuan et

al. [64]. They used a basic CNN with an integration stage to do pixel-wise predic-

tion of PV systems, after training on a manually labelled dataset covering 5 cities in

the U.S. and containing around 5,000 PV systems. Though the algorithm produces

segmentation maps, the authors do not compute IoU scores. By taking the centre

of the produced segmentation maps, however, they are able to report precision and

recall scores of 85.5% and 87.3% respectively.

Improving upon [34], Camilo et al. [65] replaced the VGG-based network used

for segmentation with a SegNet-based implementation. By utilising a network

specifically designed for segmentation, they showed it was possible to attain a sig-

nificant performance improvement. After training on a subset of the Duke Cali-

fornia dataset [29], both pixel-based and object-based detection performance was

measured. For both of these performance measurements, the SegNet-based ap-

proach showed a substantial improvement in the precision-recall curve compared

to the VGG-based approach, although the maximum accuracy is not reported.

Malof et al. [66] have also done further work on semantic segmentation and

presented their improvements in a project titled SolarMapper. While not specifying

the exact architecture of the network, they present IoU scores of 66%-69% and apply

the model to a new location as a case study. Before applying the model directly,

the model is finetuned on a small, hand-labelled training set taken from the new

area in Connecticut. With this finetuned model, the entire state of Connecticut is

processed, and the results are used to make an energy capacity estimation. The

authors find that, comparing their estimation with a manually collected energy

capacity dataset for Connecticut, they achieve a Pearson correlation coefficient of

0.91.

Mask R-CNN

Fully Convolutional Networks (FCN) such as U-Net and Mask R-CNN were

shown in multiple studies to be a viable method for PV segmentation, for example

by Sizkouhi et al. [67]. They trained a Mask R-CNN network with a VGG16 net-

work as backbone, pretrained on ImageNet. The model was trained on the “Amir”

dataset, a large and heterogeneous dataset comprised of images from 12 countries

across the globe. The authors report an accuracy of 96.93%, although it is unclear

and unlikely that this accuracy is computed at pixel-level. This might be due to the
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fact that the aim of the study was to do boundary extraction of large-scale PV instal-

lations, such that route planning of autonomous aerial monitoring robots could be

optimized. For this task, pixel level precision is not required, and rough estimates

of the boundaries should provide enough data to plan routes with.

Creating a larger and more precise dataset is in almost all cases beneficial to the

eventual performance of the model, but time and resource constraints often make

it difficult to create such large datasets. To combat this issue, Li et al. [68] used a

combination of data augmentation and data generation to increase the amount of

varied training they could do on the model. They first used public map APIs to

segment only the rooftops of houses from satellite data, then used a variation of

data augmentation methods such as flipping, rotating, adding noise, and increas-

ing brightness to extend the dataset. Besides that, they leveraged a Deep Convolu-

tional Generative Adversarial Network to learn from the segmented samples they

created and generate more rooftops to train on. See Figure 3.13 for examples of the

generated sampled. These samples were then used to train a Mask R-CNN model

to segment PV system arrays. Results show that while only making a small differ-

ence (0.003 improvement of Matthews Correlation Coefficient), data augmentation

and generation can improve the accuracy of a model.

Figure 3.13: Samples of training images generated by the Deep Convolutional Gener-
ative Adversarial Network trained by Li et al. [68]

While segmentation performance can be improved by utilising more sophisti-

cated segmentation networks or improving the quality of the dataset it is trained

on, one could also add a domain-specific post-processing step. This is what Liang

et al. [69] did, as they employed a right-angle polygon fitting algorithm after seg-

menting using a Mask R-CNN segmentation network. The segmentation network

was trained using the test set from DeepSolar, extended with more manually la-

belled mask annotations. The combination of a more specialized segmentation al-

gorithm and a post-processing step that ensures the output matches the shapes of

PV systems allowed the authors to improve the precision and recall of the segmen-
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tation algorithm to 96% and 95% respectively.

Thus far, all the techniques that have been discussed have been aimed at binary

segmentation of PV systems. Schulz et al. [70] however, worked on a more general

tool that could segment 6 different types of renewable energy systems from aerial

imagery. The model they presented, called DetEEktor, was based on Mask R-CNN

and was able to detect 63 to 75% of the systems, dependent on the type of plant.

They showed it was possible to distinguish PV and ST systems, even if they have

a similar appearance. Despite the dataset only consisting for 0.55% and 4.8% out

of biomass plants and wind power plants respectively, the system was still able to

detect these types of power plants with an F1 score of 0.71 and 0.8 respectively.

The model was applied to analyse the city of Chemnitz, and the results were com-

pared to official German registries for renewable power plants. For each of the 6

power plant types, the model was able to detect more instances than were known

in the official registry, highlighting the usefulness of automatic detection systems

for renewable power plant registration.

U-Net

Another example of FCNs is the work by Zech and Ranalli [71] who trained

a U-Net on a manually labelled dataset of German aerial images. They noticed

a variety of similarly looking objects that were probable to hinder performance

of the networks, including ST systems and greenhouse-like rooms connected to a

house. The authors experimented with different variations of ResNet as a backbone

and found ResNet-50 to slightly outperform the other variants. Despite the similar

looking objects in many training and test images, the model was still able to reach

an IoU score of 69% on the test set.

Parhar et al. [72] worked on HyperionSolarNet and showed that it is possible to

train FCNs with relatively little training data. They manually annotated 836 images

for training and validation of a U-Net, which was used on all positively classified

images outputted by a trained EfficientNet-B7 classification network. The classifi-

cation network was trained by finetuning a pretrained network, and the segmenta-

tion network was trained from scratch. The segmentation network achieves an IoU

score of 0.82 on the test set, suggesting that a dedicated segmentation network for

PV segmentation can be trained with relatively little training data.

Kausika et al. [5] applied a variation of U-Net to Dutch aerial images to segment

PV systems. They applied TernausNet, a network built by replacing the encoding
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part of the U-Net with a VGG16 encoder, to True Ortho (TO) images of the Nether-

lands. The images are created by adjusting for the angle at which aerial images

were taken, such that the image appears to be taken from straight down at every

point, which is not normally the case with aerial images. This aligns images per-

fectly with coordinates, but the downside of this approach is that the method is

never able to determine the correct pixel for every point on the map, leaving blank

spots. See Figure 3.14 for an example. Despite this, the algorithm was still able to

achieve a precision and recall of 94% and 91% respectively. This is partly due to

the post-processing step, which removed false positives such as shadows or green-

houses by cross-referencing the detection locations with topographic datasets.

Figure 3.14: An illustration of the True Ortho transformation from the original image
(a) to the adjusted image (b). Black spots are points where no pixel colour could be
determined. Illustration taken from [5].

Another rather large-scale study was conducted by Kruitwagen et al. [73] who

used a U-Net in combination with a Recurrent Neural Network (RNN) to create

a global inventory of large-scale PV plants. The U-Net was trained to maximize

recall as an initial stage of the pipeline, false positives were then removed by the

trained RNN. The model was trained primarily using data from OSM, but the au-

thors made some manual annotations as well. They then used the pipeline to pro-

cess satellite images on areas with a human population covering the entire globe

and located 68,661 facilities, including their estimated power generation capacity.

It was noted that most PV facilities are located on croplands, aridlands, and grass-

lands, while only a small portion of PV systems were detected in built-up areas,

most likely due to the low spatial resolutions that were used which do not allow

the model to detect small scale PV systems well that are often found in urban areas.

Zhuang et al. [74] used an ensemble learning method where a community of

U-Nets is trained at once, and periodically exchanges information to improve per-
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formance of the other networks. The U-Nets are trained in a set of epochs, in some

of which the best U-Net is selected and used to transfer weights to all other U-Nets

if the performance improves after this transfer. While this is computationally much

more expensive compared to training a single network, it helps to prevent U-Nets

reaching a local maximum performance during training. To train the networks,

they used images with 30 cm spatial resolution and achieved an IoU of nearly 75%,

which is not as high as many other methods have shown when training on data

with a higher resolution. This seems to suggest that while ensemble methods can

help to find the best parameters in a specific setup, it is not as important as training

on the best possible dataset.

3.4.2 Weakly supervised PV segmentation

The DeepSolar project by Yu et al. [37] took a weakly supervised approach to seg-

menting the PV systems detected by the classification algorithm. Instead of train-

ing a segmentation model on labelled data, a segmentation branch was added after

one of the initial layers of the classification model. This branch contained only two

convolutional layers, which are again trained on image-level classification of PV

systems. However, only one layer is trained at a time, and all other weights in the

network remain fixed during training of the segmentation branch. This greedy ap-

proach allows the network to focus on low level features without creating a lot of

noise. An illustration of this training approach can be found in Figure 3.15. During

segmentation, the CAM of the final convolution layer of the segmentation branch

is inspected for a given input image, and used to determine which pixels are most

likely to constitute a PV system, thresholded by a constant probability value. IoU

scores of the segmentation approach are not presented, but the authors report an

area-based mean relative error of 3.0% and 2.1% for residential and non-residential

areas respectively. That is, the area of the segmented PV systems is on average 3.0%

and 2.1% off from the actual area of the PV systems.

This approach to segmentation is used in all DeepSolar follow-up projects up

until the 3D-PV-Locator project by Mayer et al. [41]. In this work, they instead re-

place the weakly supervised segmentation branch with a dedicated segmentation

network relying on the DeepLab-v3 architecture with ResNet-101 as a backbone.

They showed that with the use of transfer learning the segmentation branch can

be finetuned for the task of PV segmentation with only about 4,000 labelled im-

ages. Performance does not suffer much from this small finetuning dataset, as the
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Figure 3.15: An illustration taken from [37] depicting the semi-supervised training
strategy for the segmentation branch. A branch is created after one of the initial lay-
ers of the trained classification network, which is retrained greedily on a classification
task by keeping all weights except for the target layer fixed. After training the two
layers of the segmentation branch, the classification head of the new branch is dis-
carded, and the CAM of the last convolutional layer is used to create segmentation
masks.

segmentation branch segmented PV systems with a mean IoU of 74.1%

One of the most recent methods for PV segmentation was published by Yang

et al. [75], utilising a combination of weakly supervised semantic segmentation

methods and semi supervised segmentation methods. They utilise EigenCAMs

extracted from a trained classification network to filter SAM [7] generated segmen-

tations. However, as the filtered masks are not always informative, masks with a

low total surface area are discarded, and their samples are treated as unlabelled.

This set of labelled and unlabelled samples are then used to train UniMatch. With

this architecture they are able to achieve an IoU of 73.5%, approaching the fully

supervised model IoU performance of 84.1%.

3.4.3 Transfer learning and other approaches

Transfer learning performance for CNNs as PV segmentation networks was inves-

tigated by Wang et al. [76] by comparing performance of networks trained on two

cities in the Duke California dataset [29]. They found that networks trained using

test data from the same city as it was trained on often exhibit optimistic perfor-

mance. In a more realistic scenario where the model is tested on data from a differ-

ent city, the performance drops significantly [76]. As noted by other studies in this
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Figure 3.16: Weakly supervised segmentation approach overview from [75].

review, this problem can be alleviated greatly by finetuning the model on the target

city using much fewer data than would be required for full training, although it

still requires notable manual labelling work.

Segmentation methods have also been developed to segment large scale central-

ized PV plants, one example of such methods is the work by Hou et al. [77]. They

used ResNet-101 as a backbone to extract features and used an EMAU module for

self-attention. Training was done on only 819 manually labelled images, although

the resolution of these images ranged from 512×512 to 10000×10000, meaning it is

probable these images were cut into multiple smaller images. Data augmentations

in the form of cropping, rotation, scaling, and flipping were also utilised. Interest-

ingly, they show that their method not only performs well on Chinese imagery, but

also on the DeepSolar dataset, and the networks embedded with EMAU modules

show improved performance compared to a standard ResNet and U-Net combi-

nation. The high performance on the DeepSolar dataset is surprising considering

the fact that the authors do not mention training on that dataset, and other studies

seem to suggest that direct application of a model trained on one domain to images

from another domain usually does not yield performance over approximately 50%

mean IoU [34], [76].
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Besides satellite and aerial top-down images, there also exist datasets contain-

ing videos taken by unmanned aerial vehicles of large solar plants. These videos are

collected with infrared or thermal cameras, which can also be used to segment PV

systems. Greco et al. [78] applied YOLOv2 and YOLOv3 to these thermal videos to

segment PV systems, with the aim of later using these segmentations for anomaly

detection. They showed that while performance with training performed only on

the training set was already enough to achieve high performance, finetuning on a

small part of a testing video could improve performance significantly. Since the

system is built upon YOLOv3, an architecture known for its speed, the algorithm is

able to produce detections in real time. This would enable the recording aircraft to

report in real-time where anomalies lie, assuming these anomalies are also detected

in real time.

As an alternative to most deep learning methods discussed above, Karoui et al.

[79] proposed a method based solely on non-negative matrix factorization. They

used known solar panel surface spectra as a ground truth and used hyperspec-

tral satellite imagery to separate these spectra from. To achieve this, they consid-

ered each pixel to be a linear mixture of reflectance spectra. Then, by developing a

method to unmix these spectra one can decide which pixel spectrum mixtures are

most likely to originate from solar panels, and therefore do pixel-based segmenta-

tion on these pixels.

3.5 Datasets

Training deep learning networks requires large volumes of data to train on, and

both the quantity and the quality of this data are essential to building a well per-

forming model. Across the globe, efforts have been made to create publicly avail-

able datasets tailored to training PV classification and segmentation algorithms,

some of which will be discussed in this section.

Perhaps the most often-utilised dataset in early PV classification approaches

was created in 2016 by Bradbury et al. [29] at Duke university in California. Four

cities in the state of California were selected, from which 601 images of 5000×5000

pixels representing an area of 2.25 square kilometres each were gathered. Every

image was annotated manually by two annotators who drew polygons around each

PV array. After comparing the results of the two annotators, it was found that only

70% of PV systems were found by both annotators, which shows that even for
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human annotators it can be challenging to accurately find all PV systems. This

dataset was used by studies such as those by Zhuang et al. [74], Golovko et al. [36],

Wang et al. [76], Camilo et al. [65], and Malof et al. [28], [30], [34], [66].

Stowell et al. [80] created a similar dataset based on the United Kingdom. How-

ever, instead of doing the annotations themselves, they made liberal use of crowd-

sourcing. Members of the OpenStreetMap (OSM) community volunteered to locate

and label PV installations, which led to a dataset containing 264,641 installations.

A big advantage of crowdsourcing is the large volume of data that can be gath-

ered, but a big disadvantage is the difficulty of validating the data. To combat this,

the authors created a pipeline for processing the data, which included automated

correction of spelling errors in manually written labels, data merging and dedupli-

cation, as well as some manual validation.

Often models are trained on datasets of a single spatial resolution, but handling

a variety of spatial resolutions can also be beneficial in some scenarios. For ex-

ample, when doing historical analysis, there might only be data available of lower

spatial resolution than that of imagery of the present day. Jiang et al. [81] there-

fore collected imagery from the Chinese province of Jiangsu at three spatial reso-

lutions: 0.8 m, 0.3 m, and 0.1 m. Images were annotated with polygons by two

individual annotators and verified and combined by a third annotator. They used

this dataset to compare performance of U-Net, RefineNet and DeepLabV3 on all

datasets. Results showed that overall DeepLabV3 had the best performance, and

that all networks were able to achieve accuracies of over 95% on every dataset. Ac-

curacy slightly improved as spatial resolution increased, but not by much. Pixel

level precision was measured by computing IoU scores and interestingly showed

that the highest IoU was achieved on the dataset with spatial resolution of 0.3 m.

Experiments with cross learning were also carried out, which showed that while

direct application of a network trained on a different spatial resolution than the

target dataset resulted in extremely poor performance, finetuning on a small set

of data (20% of the training set) with the target resolution resulted in performance

that was close to, if not better, than performance resulting from direct training on

the target resolution.
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3.6 Gaps in research

As illustrated in this review, PV detection based on satellite or aerial imagery has

been addressed abundantly. However, with the exception of a handful of studies

such as [79], multi-modal data extending the standard RGB channels of an image

have not been explored. This gap in research is addressed with the first research

question: “To what extent can building location data be utilised in addition to RGB chan-

nels to improve the performance of a PV and ST detection model?”.

Self-supervised training methods have been shown to be effective in many do-

mains, but have known little attention in solar panel detection research. With the

large volume of aerial images openly available, it seems sensible to explore the

possible benefits of self-supervised learning on this data. Therefore, the second

research question “What is the effect of self-supervised pretraining on a large domain-

specific dataset on the performance of a PV and ST detection model?” targets this gap in

research.

Additionally, while much work has been done on segmenting PV systems, only

a small subset of articles (such as the DetEEktor project [70]) explore the detection

and segmentation of ST systems. This might be due to the fact that PV systems are

more popular than ST systems, because they might be hard to differentiate from PV

systems, or because of a lack of data regarding the locations of these systems. This

is the gap in research aimed to be filled by answering the third research question:

“To what extent can photovoltaic and solar thermal systems be distinguished by a machine

learning model?”.

Finally, apart from the DeepSolar projects [37], [39] and the recent work by

Yang et al. [75], all studies on solar panel segmentation have focussed on fully

supervised training. To decrease the need for manual labelling and explore the

most recent advancements in weakly supervised and semi-supervised learning, the

fourth research question “What is the performance impact of choosing a semi-supervised

or weakly-supervised segmentation approach over a fully-supervised approach for PV and

ST segmentation?” aims to investigate the potential of further work on weakly- and

semi-supervised learning in PV and ST segmentation.
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An annotated dataset for PV and ST detection on Dutch aerial imagery was not

publicly available at the time of this research. Therefore, a new dataset was man-

ually annotated. This section will cover the source of the created dataset, the sam-

pling strategy used, how building information was incorporated, the labelling pro-

cess, and conclude with a comparison with datasets used in similar research.

4.1 PDOK Aerial Imagery

The Dutch government provides a large variety of geographical datasets which can

be used freely. Among these are aerial images by PDOK (Publieke Dienstverlening

Op de Kaart). PDOK is a Dutch public platform that can be used to access datasets

provided by the Dutch government, specifically in the field of geographical data

[82]. PDOK has published nation-covering annual aerial imagery since 2016 at a

spatial resolution of 0.25 m [83], see Figure 4.1 for a visualisation of the imagery.

From 2021 onwards the aerial images are also taken at a spatial resolution of 0.08

m. In this research, the 2023 high resolution version of the aerial images was used.

Images were sampled at a resolution of 224x224 pixels, spanning an area of 16x16

meters per sample, therefore the sampled spatial resolution of the images is ap-

proximately 0.0714 m.

Figure 4.1: PDOK aerial images

If the dataset were to be randomly sampled, it can be expected to be extremely

imbalanced, as only a small portion of the Dutch surface is covered by PV or ST

panels. To mitigate this, a dataset containing locations of PV and ST panels was
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used in a sampling strategy aimed to create a more balanced distribution of positive

and negative samples. The dataset contained addresses throughout the Nether-

lands with an indication of either PV or ST presence, or both. Unfortunately, at

some time between utilising the dataset for this study and the time of writing for

this thesis the dataset has been made private. However, while the dataset was used

to find locations with PV and ST panels and provide initial labels, all images were

manually reviewed to ensure the correctness of the labels.

4.1.1 Sampling strategy

To sample images containing PV and ST panels, the dataset was used as follows: A

random subset of all addresses containing either PV or ST panels was selected. For

each address, 4 tiles were downloaded, each with the centre of the address set to a

different corner of the tile. To make sure the dataset also contained enough negative

samples, two random locations between a range of 150 and 650 meters from the

address were selected, and a tile with this location as the upper left corner was also

exported. For the tiles selected from the known addresses, the corresponding PV

or ST presence was marked as an initial label for the image. The tiles selected from

a random unmarked location remained unlabelled. Thus, for each address, 6 tiles

were exported, 4 with a label, and 2 without. After these initial labels were set, all

instances were reviewed manually and adjusted accordingly. The manual review

of the labels caused more samples initially labelled as positive to be corrected to

negative than the other way around, since panels often do not cover the entire roof

of an adress, resulting in a balanced distribution of labels.

4.2 BAG

PV and ST panels are often installed on rooftops. To potentially allow the model

to learn this pattern, publicly available building information was used in the form

of BAG (Basisregistraties Adressen en Gebouwen) polygons. BAG is a registration

provided by the Dutch government containing the addresses and shapes of build-

ings in the Netherlands [84]. In this study, only the top-down building shapes were

used, other information such as addresses was discarded.

For every sample in the image dataset, the corresponding BAG polygons were

retrieved as binary masks with a resolution and location corresponding to the im-

ages. Since polygons in this set were actually made available as greyscale images,
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with addresses in the same building usually separated with a thin black line, a pre-

processing step was applied to compensate. BAG polygon masks were first thresh-

olded at 128 to create binary masks and remove the anti-aliasing effect from the

WMS server. A 3 by 3 convolution of ones was then applied to remove lines sepa-

rating addresses housed under the same building, after which another threshold of

75 was applied. Figure 4.2 shows the results of preprocessing.

Figure 4.2: BAG processing steps

4.3 BAG Refinement

Since the aerial images in the dataset are not truly orthogonal to the surface, the

images might not properly align with the BAG polygons. BAG polygons assume

true orthogonal projection on the surface, but the aerial imagery is often taken at a

slight angle as flying precisely above every part of the landscape would be infeasi-

ble. Parts of the rooftop on the aerial images then fall outside the BAG polygon as

a result, and at other locations BAG polygons contain a part of the image that does

not depict a roof. Figure 4.3 shows an example of such misalignment.

To mitigate this issue, BAG polygons were refined using CascadePSP [63], util-

ising the segmentation-refinement Python package [85]. The BAG binary masks

were used as low resolution masks in CascadePSP with the corresponding aerial
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Figure 4.3: Misalignment between BAG polygons and aerial image. BAG polygon in
grey.

image as input, to generate new refined masks fitted to the buildings on the image.

This was done for all 50,000 images in the labelled dataset. This set of refined masks

will from here on be referred to as refined BAG. Figure 4.4 highlights a comparison

between the original fitting of BAG masks and the fitting after refinement.

Figure 4.4: Examples of BAG refinement results with CascadePSP. Mask highlighted
in white.

4.4 Image level labels

50,000 images were imported from the PDOK dataset using the described sam-

pling method. As the initial labels might contain errors, all images were manually

reviewed to correctly label whether each image contains PV or ST panels. Manual

correction was done utilising Computer Vision Annotation Tool (CVAT) [86]. The
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resulting dataset was randomly split into a training set of 45,000 images and a test

set of 5,000 images. The resulting training set contained 16,466 images with PV

panels, 1,692 images with ST panels, and 27,402 images without any panels. The

test set contained 1,830 images with PV panels, 173 images with ST panels, and

3,104 images without any panels. Both sets have a slight imbalance towards nega-

tive samples, although the distribution is much less skewed than can be expected

from a randomly selected area of Dutch areal imagery. It is therefore expected that

the model will be able to properly learn from this dataset. The distribution of PV

and ST panels in the positive samples is however rather skewed, due to the fact

that PV panels are much more common than ST panels in the Netherlands.

4.5 Pixel level labels

For the purpose of testing the segmentation models, positive samples from the test

set were also manually annotated at a pixel level. This labelling was also performed

in CVAT.

Finally, to train fully-supervised and semi-supervised models, pixel-level an-

notated training samples are required. Therefore, a subset of 3,000 images was

randomly selected from the positive samples in the training set and manually an-

notated as well. For the semi-supervised model, the remaining positive samples

from the training set were used as unlabelled samples.

4.6 Unlabelled samples

For the masked auto-encoder pretraining stage of the classification network, a large

set of 500,000 new images were also sampled from the PDOK dataset. The images

were sampled in an identical manner as was done for the labelled dataset, although

the initial labels were discarded. Corresponding BAG polygons were also retrieved

for these images, and preprocessing of the polygons was again performed.

4.7 Dataset overview and comparison

An overview of this dataset in comparison to datasets used in similar research can

be found in Table 4.1

While studies have shown that good classification or segmentation results can

be achieved with datasets much smaller than the proposed dataset, there have also
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Table 4.1: Statistics of datasets used in similar research

Study Samples Image size Spatial resolution

This Study 50,000 224x224 0.07 m
Bradbury et al. [29] 601 5000x5000 0.45 m
Jiang et al. [81] 763 (0.8 m); 2,335 (0.3 m); 645 (0.1 m) 1024x1024 (0.8 m & 0.3 m) 256x256 (0.1 m) 0.8 m; 0.3 m; 0.1 m
Yu et al. [37] 472,953 320x320 0.3 m
Mayer et al. [40] 38,304 (Google); 70,673 (OpenNRW) 320x320 0.05 m (Google); 0.1 m (OpenNRW)
Lindahl et al. [42] 57,839 299x299 0.0615 m
Zech et al. [71] 1,325 630x640 0.2 m
Parhar et al. [72] 2,455 416x416, 600x600 not given
Zhuang et al. [74] 1,414 256x256 0.3 m
Yang et al. [75] 28,484 256x256 0.1-0.2 m

been studies that show the importance of larger volumes of data. Spatial resolution

of this dataset is among the highest in recent literature.

The dataset of labelled images, including BAG and refined BAG masks, is made

publicly available via the Utrecht University Research Data Management system

Yoda, and can be found at https://public.yoda.uu.nl/science/UU01/NRFYSC.

html (or: https://doi.org/10.24416/UU01-NRFYSC). Labels are provided both at

image level, and at pixel level for the applicable samples.
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5. Background

In this chapter, important techniques and architectures that are utilised in the pro-

posed method of this thesis will be discussed in more detail. The aim is to provide

the reader with an understanding of the inner workings of these techniques, such

that the focus of the methodology chapter can be on the implementation of these

techniques in the proposed method. This chapter will discuss the computation of

Class Activation Maps, the ConvNeXt V2 architecture, the DeepLabV3+ architec-

ture, the CorrMatch algorithm, and conclude with an explanation of the metrics

used to evaluate the performance of the proposed method.

5.1 Class Activation Maps

Class Activation Maps (CAM) are a method of computing the importance of each

pixel in an input image of a CNN to the final classification decision. The method

relies on combining the output of the final feature map with the class importances

learned by the final fully connected layer on the last global average pooling layer.

A global average pooling layer is a layer that outputs the average of every fea-

ture map in its input. The layer is used to reduce the spatial dimensions of the

feature maps to a single value which is then often fed into the final fully connected

layer. The fully connected layer then learns a weight for each feature map, deter-

mining the importance of each feature for the classification of the specific class. The

weight of each feature can then be fed back and multiplied with the corresponding

feature map before global average pooling to obtain the localized importance for

a class on each feature map. The weighted feature maps are then stacked into a

single image and upsampled to the original image size to obtain the CAM. Figure

5.1 illustrates the process.

5.2 ConvNeXt V2

In this thesis, for both classification and segmentation, ConvNeXt V2 is used as

the backbone. ConvNeXt V2 is the successor to the original ConvNeXt architecture

proposed by Liu et al. [23]. The aim of this research was to build a modern CNN

49



Background

Figure 5.1: Visualisation of Class Activation Map computation. The learned weights
w1-wn are multiplied with the corresponding feature maps and stacked to obtain the
CAM for a given class.

architecture based on principles learned in the development of vision transformers.

The first of these principles was adjusting the stage computation ratio used in

the network. Often CNN architectures are build by repeating a specially designed

"block" of layers a certain amount of times. In between a set of blocks, downsam-

pling layers are then introduced to reduce the spatial dimensions of the network

gradually. The series of blocks between downsampling layers are often referred to

as stages, the amount of stages and the amount of blocks per stage are then referred

to as the stage computation ratio. Where the original ResNet architecture had the

following ratio of computations per stage: 3:4:6:3, the authors adopted the 1:1:3:1

ratio from Swin Transformers and fitted the network with a block distribution per

stage of 3:3:9:3 for the smaller variants of the network, and a 3:3:27:3 ratio for the

larger variants.

Next, the network stem was adjusted. Traditionally, a CNN stem downsamples

the input image at the root of the network by applying an aggressive overlapping

convolution. In ViTs however, the input is split into non-overlapping patches which

are processed separately. This idea is implemented by utilising a 4x4 convolution

with a stride of 4 in the first layer of the network. Meaning the convolutions on the

input are non-overlapping.

Another notable design choice transferred from transformers is to use an in-

verted bottleneck at the start of each block, meaning that the dimensions of the

hidden layers in the block are wider than the input and output of the block.
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5.2 ConvNeXt V2

Figure 5.2: Comparison of block design between Swin Transformers, ResNet, and
ConvNeXt [23]. Here, BN is Batch Normalization, LN is Layer Normalization, GELU
is Gaussian Error Linear Unit activation, and MSA is Multi-head Self Attention.

The final architecture design adjustment was the increase in kernel size. To mimic

the global attention mechanism pivotal in transformers, the authors increased the

kernel size of depth wise convolutions in each block from 3x3 to 7x7.

A few more adjustments were made at a micro level. These include replacing ReLU

activation with Gaussian Error Linear Unit (GELU) activation, reducing the num-

ber of activation functions in a block, reducing the number of normalization layers,

adding separate downsampling layers, and finally substituting Batch Normaliza-

tion with Layer Normalization. Layer normalization computes a normalization

factor based on all the inputs of a hidden layer, instead of based on all the input in

a batch. A comparison between Swin Transformer, ResNet, and ConvNeXt blocks

is illustrated in Figure 5.2, and the full architecture of ConvNeXt is illustrated in

Figure 5.3.

ConvNeXt V2 [25] improved upon this architecture even further by introducing

Masked Auto-Encoder pretraining. An adjustment to the convolutional nature of

the networks was needed however, as regular convolutions are not able to deal with
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Figure 5.3: ConvNeXt architecture, Figure taken from [87].

masked regions. To solve this issue, submanifold sparse convolutional layers were

utilised instead of the regular convolutional layers during pretraining. Submani-

fold sparse convolutions work similarly to regular convolutions, but only return an

output for positions where the centre of the kernel covers an unmasked pixel, all

other points in a feature map are simply forwarded as masked values for the next

sparse convolutional layer. Thus, when computing the dot product of the kernel

and the sparse patch, only unmasked positions are included in the computation.

However, it was found that even after these adjustments, applying MAE pre-

training on the original ConvNeXt architecture produced unsatisfying results. This

was because the network suffered too much from feature collapse, meaning a height-

ened amount of irrelevant features were learned. To mitigate this issue, the authors

introduced a novel Global Response Normalization (GRN) layer. This layer takes

a feature map, computes an aggregate vector of the feature map, then calculates a

normalization factor based on this aggregate vector, and finally calibrates the input

feature map based on this normalization factor. This normalization is incorporated

into a learnable linear function with a residual connection. The final learnable func-

tion is added to the ConvNeXt block after the GELU activation. Finally, LayerScale

was considered, which was introduced to the network in the original ConvNeXt ar-

chitecture to perform normalization after the residual blocks which improves train-

ing dynamics. The layer was however found to be redundant after the addition of

the GRN layer, and therefore removed. A comparison of the ConvNeXt V1 and V2

blocks can be found in Figure 5.4.
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5.3 DeepLabV3+

Figure 5.4: ConvNeXt V1 and V2 block comparison [25].

5.3 DeepLabV3+

The first iteration of DeepLab [51] introduced the use of atrous convolutions in se-

mantic segmentation with the aim of capturing a large field of view when convolv-

ing without increasing computational costs. For a one-dimensional convolution,

the formula to compute the output of a position i is then given by:

y[i] =
K

∑
k=1

x[i + r · k]w[k] (5.1)

Here, x is the input signal, K is the filter length, w is the kernel, and r is the stride

with which the input signal is sampled. A larger r means larger gaps in the convo-

lution. DeepLabV2 then introduces atrous spatial pyramid pooling (ASPP), mean-

ing that for classification of a pixel, multiple atrous convolutions with different

rates are applied. In DeepLabV3 [52], the ASPP layer is further investigated, and

extended by also incorporating image features in the ASPP layer. This is achieved

by applying global average pooling to the last image feature map and feeding the

result into a 1x1 convolution which is then upsampled to the proper spatial dimen-

sion to match the other convolutions.

As is illustrated in Figure 5.5, the DeepLabV3 architecture mostly relied on the

use of atrous spatial pyramid pooling near the end of the convolving part to cap-

ture features with different context frame sizes. These features were then used in
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Figure 5.5: DeepLabV3 architecture with spatial pyramid pooling (left), Encoder-
Decoder architecture (middle), and DeepLabV3+ architecture (right). [53].

a single upsampling operation to make a final prediction. However, many studies

have shown having an asymmetrical encoder-decoder architecture with interme-

diate connections from the encoder can boost performance for semantic segmen-

tation. In DeepLabV3Plus [53], a simple but effective decoder module is therefore

presented to work in conjunction with the encoder. The full pipeline including the

proposed decoder can be found in Figure 5.6. The decoder module works by Ap-

plying a 1x1 convolution on low level features to reduce dimensions, and combin-

ing the results with an upsampled result from the final ASPP layer. The combined

features are then once more passed through a 3x3 convolution and upsampled to

obtain the final result.

Figure 5.6: The full DeepLabV3+ architecture. [53].
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5.4 CorrMatch

CorrMatch [62] is an approach for semi-supervised semantic segmentation which

builds on FixMatch [60], but utilises correlation maps to compute an additional

correlation loss, as well as refine pseudo labels. The correlation map C is computed

between two learnable linear layers after the encoder of the network by performing

a matrix multiplication between the features extracted by these layers:

C = So f tmax(w⊤
1 · w2)/

√
D (5.2)

Where w1 and w2 are the feature maps extracted by the linear layers, and D is chan-

nel dimension. The correlation map is then applied to the model logits outputs on

the unperturbed unlabelled image to produce a new representation of the predic-

tion:

zu
i = f1(F̂(xu

i )) · C (5.3)

f1 here is bilinear interpolation for shape matching, and F̂ is the model output

logits. To obtain the correlation loss Lc
u, this representation is compared to the high

confidence pseudo labels computed on the weakly perturbed images:

Lc
u =

1
|N|

N

∑
i=1

(lc(zu
i , F(xw

i )))⊙ Mi (5.4)

here, lc is the cross entropy loss, and Mi is a binary map of high confidence pixels.

Besides building a correlation loss, the correlation maps can also be utilised to

enhance the pseudo labels. To achieve this, a sampled row c from the correlation

map is thresholded and turned into a binary map ĉ. With this binary map, the

overlap of a class l with this map and the high confidence binary map is computed
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with function G:

G(l) = ∑
HW

1[(F(xw
i )⊙ Mi ⊙ ĉ) = l] (5.5)

The class for which G is maximised is set as k∗, if this k∗ overlaps sufficiently with a

high confidence shape, the class is expanded into the high confidence region. This

is repeated for a number of samples, and only if the correlation row overlaps more

than a given threshold with the high confidence region map. The full pipeline for

unlabelled images is visualised in Figure 5.7.

Using this refinement method to refine pseudo labels computed from the weakly

perturbed images, two more losses are introduced. A hard supervision:

Lh
u =

1
N

N

∑
i

lc(F(xs
i ), F(xw

i ))⊙ Mi (5.6)

where lc is again cross entropy loss (note also that F(xw
i ) here should be refined

with correlation as described above), and a soft supervision:

Ls
u =

1
N

N

∑
i

KL(F̂(xs
i ), F̂(xw

i ))⊙ Mi (5.7)

Where KL is the Kullback-Leibler divergence which operates on the model logits

output.

Figure 5.7: CorrMatch architecture [62].
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5.5 Metrics

Evaluation of classification and segmentation performance is done utilising a va-

riety of metrics. For classification, precision, recall and F1 score are used. These

metrics are computed utilising the following equations1:

Precision =
TP

TP + FP
(5.8)

Recall =
TP

TP + FN
(5.9)

F1 =
2 ∗ Precision ∗ Recall

Precision + Recall
(5.10)

Precision is a measure of the degree to which samples classified as positive truly

belong to the positive class. Recall instead measures the degree to which samples

from the positive class are classified as such. The F1 score is the harmonic mean of

precision and recall, and is a measure of the balance between the two.

Intersection over Union (IoU) is defined as the pixel count in the intersection

of ground truth and predicted mask, divided by the pixel count of the union of

ground truth and predicted mask. The metrics is used as the main metric to evalu-

ate segmentation performance. Figure 5.8 illustrates the IoU metric.

IoU could be seen as a combination of precision and recall. If precision is low,

the positively classified pixels will not intersect with the ground truth, thus the

union increases and the IoU decreases. If the recall is low, the intersection de-

creases, and the IoU decreases as well.

1TP: True Positives, FP: False Positives, TN: True Negatives, FN: False Negatives
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Figure 5.8: Visualisation of Intersection over Union metric. Here, one green square
can be seen as the ground truth, and the other as the predicted mask.
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6. Methodology

In this chapter, the methodology applied in this thesis will be described. The pro-

posed model architecture and networks that were used will be detailed. Then, the

pretraining strategy used to find good baseline encoder weights will be explained.

Next, the classification task and training setting are described. Finally, the fully,

semi-, and weakly-supervised segmentation approaches are elaborated on, includ-

ing a detailed description of the pseudo-label generation and selection strategy.

6.1 Model architecture

To analyse the capacity for renewable energy generated by solar panels in a munici-

pality from aerial imagery, large volumes of images need to be processed. However,

many of the images to be processed will not contain solar panels. As segmentation

networks are generally more computationally expensive to apply to an image, it

appears wasteful to apply them to the large amount of images not containing solar

panels. Motivated by this observation, a two-step architecture was developed con-

sisting of a classification step that processes all images, and a more computationally

expensive segmentation step that only processes images classified to contain solar

panels by the classification network. An added benefit of this approach is that the

classification network can be used to generate CAM-based pseudo-labels for the

segmentation network, and the backbone weights can be reused as well.

ConvNeXt V2 [25] was used as the backbone for both classification and segmen-

tation. Multiple network variants of ConvNeXt V2 exist, varying in dimensions and

stage sizes. In this project, the ’base’ model was used, with a block distribution of

3:3:27:3, and a dimension distribution of 128:256:512:1024, both relative to stages 1-

4. To take full advantage of the ConvNeXt V2 architecture designed around masked

auto-encoder pretraining, the network was pretrained on the unlabelled dataset.

6.2 Self-supervised Pretraining

While manually labelling a dataset is a labour-intensive task, a very large sum of

unlabelled data can easily be obtained, as the entirety of the Netherlands has been
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captured in the aerial imagery. In an attempt to take advantage of this large sum of

data, a masked auto-encoder (MAE) pretraining strategy was utilised. As described

in Chapter 4, 500,000 unlabelled images were collected in a similar manner to the

data that was collected for manual labelling. Pretraining was done on this unla-

belled dataset of 500,000 images for 50 epochs with 5 warm-up epochs. A masking

ratio of 0.6 was utilised, as it was shown by Woo et al. [25] to provide the best

results for ConvNeXt V2. The base learning rate was set to 1.5e-4, and a linear lr

scaling rule was used similar to [25]: lr = base lr ∗ batchsize/256. A batch size of 128

was used, and weight decay was set to 0.05. AdamW was used as the optimizer. A

horizontal flip applied with a probability of 0.5 was used as data augmentation.

For classification, experimentation was done with both 3-channel (RGB) and

4-channel (RGB+BAG) models. As the encoder in the 4-channel case should also

learn to extract features from the 4th channel, the pretraining stage was performed

separately for the 3-channel and 4-channel cases.

Thus, in total 2 encoders were pretrained:

• RGB encoder (3-channel)

• RGB+BAG encoder (4-channel)

The second encoder was built and pretrained by modifying the default Con-

vNeXt V2 encoder stem to accept 4 channels instead of 3, and by modifying the

decoder to predict 4 output channels instead of 3. The BAG data was concatenated

to the RGB data for each pretraining image. Thus, the network is tasked not only

with reconstructing the missing RGB patches, but also with predicting the BAG

polygon shapes in the missing patches.

Only the original BAG polygons were used for pretraining, as refining the large

number of masks in the unlabelled dataset with CascadePSP was computationally

infeasible. See Figure 6.1 for an overview of the pretraining process for the different

variations.

6.3 Classification

After MAE pretraining, multiple variants of the classification network were fine-

tuned on the labelled dataset. Of the 50,000 labelled images, 45,000 were used for

training, the remaining 5,000 were used for testing.

The classification networks were built by adding a classification head to a pre-
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Figure 6.1: An overview of the origin of the 3 sets of pretrained weights used in later
stages, and how these weights were acquired.

trained encoder. The classification head consisted of a normalisation layer, and a

fully connected layer with 2 output nodes. In the binary task of solar panel detec-

tion, the 2 classes indicated the absence and the presence of a solar panel (either

PV or ST). In the multi-label task, the first class indicates the presence of PV panels,

and the second class indicates the presence of ST panels.

Both 3-channel (RGB) and 4-channel (RGB+BAG) variants of the classification

network were finetuned on the labelled dataset. For the 3-channel variant, finetun-

ing was performed based on the weights pretrained using aerial imagery, as well as

on the public weights from [25] pretrained on ImageNet. For the 4-channel variant,

finetuning was performed based on the weights pretrained using aerial imagery

combined with BAG data only. The 4-channel variant, however, was finetuned

with both the original BAG-polygons, as well as the BAG-polygons refined with

CascadePSP.

Finally, finetuning was also performed for binary classification, where PV and
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ST panel labels were combined into a single label. For binary classification, the 3-

channel network was again finetuned both using aerial image pretrained weights,

and ImageNet pretrained weights. The 4-channel network was also again fine-

tuned from the 4-channel pretrained weights, both on the original and refined

BAG-polygons. An overview of all the network variants trained, and the resources

used per network can be found in Figure 6.2. The finetuning process resulted in

a total of 8 trained classification networks, 4 networks for 3 channel data and 4

networks for 4 channel data. The 8 networks can also be divided into 4 binary

classification networks, and 4 multi-label classification networks.

Figure 6.2: The classification network variations that were trained, and the resources
used per finetuning task. The pretrained weights used for finetuning are taken from
the pretraining phase.

For all finetuning tasks, the same hyperparameters were used. Base learning

rate was set to 6.25e-4, with the same linear lr scaling rule as was used in pretrain-

ing. Furthermore, weight decay was set to 0.05, and a grouped layer decay of 0.6

was used, again in accordance with [25]. AdamW was used as the optimizer, and a

batch size of 64 was used. The networks were trained for 15 epochs with 1 warm-up

epoch.
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6.4 Segmentation

The second step in the proposed pipeline is the segmentation of positively classified

images. In order to answer research sub-question 4, this segmentation network was

trained in a fully-, semi-, and weakly-supervised manner. The segmentation net-

work used for all experiments consisted of the encoder taken from a classification

network, with a DeepLabV3 segmentation decoder on top. Encoder weights were

taken from a trained classification network, motivated by the findings of Woo et al.

[25] which showed that a segmentation network exhibits better performance when

the initialized encoder weights are taken from a finetuned classification network,

instead of directly from the MAE pretrained network.

In order to more accurately answer research sub-question 3, the segmentation

network was also trained for both binary and multi-label segmentation. For the

binary task, 2 output classes were predicted per pixel: background and solar panel.

For the multi-label task, 3 output classes were predicted per pixel: background, PV

panel, and ST panel.

As it was not feasible to train all the variants of the segmentation network mul-

tiple times based on the different finetuned classification network, only a set of

2 finetuned classification encoders were utilised for segmentation training. The

4-channel encoders exhibited inferior classification performance to the 3-channel

encoders, thus were not chosen. For the 3-channel encoders, inspection of the re-

sulting CAMs showed the encoders finetuned from the aerial image based pretrain-

ing to have learned better image representations (details about these results will be

given in Chapter 7). For this reason, the segmentation networks for binary and

multi-label segmentation were all trained based on the 3-channel encoders fine-

tuned from the aerial image based pretraining for binary and multi-label classifi-

cation respectively. Thus, in total 2 segmentation networks were trained, one for

binary segmentation and one for multi-label segmentation. Both networks were

trained in a fully-, semi-, and weakly-supervised manner.

While Chen et al. [53] showed the segmentation performance of a network with

a DeepLabV3 head can be improved by replacing standard convolutions in the en-

coder with atrous convolutions, this was not implemented in the trained networks.

This choice was motivated by the relatively short training time that was feasible

in this project, which was not expected to be sufficient to allow the transferred en-

coder weights to adjust well to the new atrous convolutions.
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6.4.1 Fully-supervised segmentation

The baseline to compare semi-supervised and weakly-supervised models with was

set by training the segmentation networks in a fully supervised manner. To this

end, the 3,000 manually labelled images from the training set were used as input.

For a fair comparison to semi- and weakly-supervised training, the models were

trained utilising the training strategy from CorrMatch [62], except without utilising

any unlabelled data, and a loss function based only on supervised samples. There-

fore, the loss function becomes a simple cross entropy loss between the ground

truth mask and predicted mask. The network was trained for 100 epochs, which

is significantly more than the semi-supervised and weakly-supervised training, al-

though the iterations per epoch are lower. The total iterations per training strategy

were therefore kept similar. A batch size of 16 was used, the base learning rate was

set to 1e-3, and the same learning decay as in CorrMatch was used: (1− iter
total_iter )

0.9.

Stochastic Gradient Descent (SGD) was used as the optimizer, again in accordance

to the training of CorrMatch.

6.4.2 Semi-supervised segmentation

While only 3,000 training samples were manually labelled at a pixel level, the full

training dataset contains 16,466 positive samples. To make use of the 13,466 remain-

ing positive samples with no pixel-level annotations, a semi-supervised training

approach was utilised. CorrMatch [62] was used as the semi-supervised training

strategy, with a single partition of 3,000:13,466 or roughly 1 : 4.5. Iterations per

epoch are based on the maximum of labelled and unlabelled sample count. There-

fore, there were 13,466 iterations per epoch in this case. As the supervised case was

trained for 100 epochs, corresponding to 300,000 iterations2, the semi-supervised

case was trained for 22 epochs, corresponding to 296,252 iterations2. A batch size

of 8 was used, and all other hyperparameters were kept the same as in the fully-

supervised case.

6.4.3 Weakly-supervised segmentation

Finally, a weakly-supervised approach was proposed and tested. The weakly-

supervised approach combined CAMs from greedily retrained classification net-

2The actual amount of iterations is different, due to batch size. But since the batch sizes differ
between the fully- and semi-supervised case, a batch size of 1 is assumed here to simplify calcula-
tions.
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works with SAM segmentations to generate pseudo-labels. The pseudo-labels were

then scored based on confidence estimated by finding the IoU between the pseudo-

mask and CAM binary mask. Based on this confidence, different partitions of the

pseudo-labels were created partitioning in labelled high-confidence pseudo-labels

and images used as unlabelled in a semi-supervised training manner. This com-

bination of weak pseudo-label generation and semi-supervised learning with sub-

sets of the pseudo-labels could be referred to, as done by [75], as weakly-semi-

supervised segmentation. The remainder of this subsection will detail the pseudo-

label generation, selection strategy, and semi-supervised training approach. The

full pseudo-label generation strategy is visualised in Figure 6.3.

Figure 6.3: An overview of the pseudo-label generation strategy. An input image (A)
is classified with the greedily retrained network. From this prediction, a CAM is ex-
tracted (D). The CAM is then filtered such that only activation within BAG polygon
(B) remains which is higher than 1.5 times the mean of the CAM values (E). This CAM
is then used to select masks from the SAM generated masks (C) to create the pseudo
label (F). Finally, to compute a confidence score for each pseudo-label, the filtered
CAM is compared to the final pseudo-label, and the IoU is computed (G).

Class Activation Map refinement

As demonstrated by Yu et al. [37] in DeepSolar, CAMs computed near the final lay-

ers of a network are often not precise enough to locate solar panels. Computing the

CAMs at an earlier stage produces finer grained results, but also tends to produce

a lot of noise. By adding one or multiple freshly initialized layers after one of the

earlier layers, and training this layer on a classification task while keeping the other
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layers frozen, the CAMs produced by the network become more precise, while still

being able to take advantage of the low level features to locate every individual so-

lar panel across the image. This approach was applied to the classification network

with some adjustments discussed below.

The ConvNeXt V2 backbone consists of 4 stages, with a downsampling layer

between each stage. It was found experimentally that the best trade-off between

higher-resolution feature maps at the beginning of the network and an increased

learning capacity at the end of the network could be found by inserting a refine-

ment layer after the second stage, before downsampling for the third stage. The

simple convolutional layer used in DeepSolar was tested, but adding a ConvNeXt

block was favoured as it produced better quality CAMs. Another change made to

the DeepSolar approach was the insertion of only a single greedily trained layer,

instead of two. This greedy network was then trained for 25 epochs on the clas-

sification training set with a fixed learning rate of 5e-4, other hyperparameters

were identical to the classification training setting. All weights in the network were

frozen except for the newly added layer, in accordance with the DeepSolar method.

Some experimentation was done to further explore methods of refining the

CAMs. For example: adding an upsampling layer after the second stage before the

greedy layer, using kernel widths of 3 or 5 for the greedy layer, and combinations

of these. Based on qualitative evaluation it was decided that besides the standard

refinement method, adding an upsampling layer also had potential to improve the

quality of the CAMs. Therefore, 3 refined networks were used for generation of

pseudo-masks: multi class with standard refinement, binary with standard refine-

ment, and binary with upsampling refinement. Details on the assessment of these

refinements can be found in Chapter 7.

SAM mask selection

With the refined CAMs from the greedily trained segmentation branches, a mask

selection strategy was designed to select SAM generated masks.

For each image, the SAM automatic mask generator [88] was run. IoU predic-

tion threshold was lowered to 0.8 to generate additional masks and improve recall,

and the refined BAG polygons were used to filter out all generated masks that did

not overlap with a BAG polygon.

Next, a selection strategy was designed to select the masks from the SAM gen-
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erated set that were most likely to cover a solar panel. To select masks, the refined

CAMs were utilised. The strategy was as follows: for each image, a CAM was

computed, and filtered based on the BAG mask corresponding to the image (Equa-

tion 6.1). The resulting CAM was thresholded, such that all values lower than 1.5

times the mean of the remaining values were set to zero (Equation 6.2). This was

done to ensure that only high confidence regions from the CAM were used to se-

lect masks. Next, for each mask in the SAM generated set, an intersection ratio

with the remaining CAM was computed (Equation 6.3). Note that this intersection

is weighted based on the amount of activation. The value of the intersection was

then divided by the area of the mask to compute an intersection ratio. All masks

for which this ratio was higher than 0.05 were selected. All selected masks were

combined into the final pseudo-label for the image.

FCAM = CAM ⊙ BAG (6.1)

TCAMi,j =

FCAMi,j, if FCAMi,j ≥ 1.5 ∗ mean(FCAM)

0, otherwise
(6.2)

IntersectionRatio = Sum(SAMMask ⊙ TCAM)/Area(SAMMask) (6.3)

In the above equations, FCAM is short for Filtered CAM, and TCAM is short

for Thresholded CAM.

Adding a semi-supervised segmentation network

As shown by [75], pseudo-labels generated utilising CAMs to select masks from

SAM generated masks can be of poor quality in many cases. To mitigate this is-

sue, semi-supervised segmentation approaches can be utilised to use only the high

quality pseudo-labels to train, and discard other pseudo-labels. This combination

of semi-supervised learning and weakly generated pseudo labels will be referred

to as weakly-semi-supervised learning. CorrMatch [62] was also utilised here as it

showed better performance than UniMatch, which was utilised in a similar fashion

in [75].
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Pseudo-label selection strategy

Not all pseudo-labels are of equal quality, but since the ground truth is not available

in weakly supervised learning, a metric is required to determine the confidence per

pseudo-label. The metric used is as follows: the CAM of the image was once again

utilised, but this time to compare to the full pseudo-label. The thresholded CAM

(Figure 6.3 E) from the SAM mask selection strategy was binarised such that all

values higher than 0.1 are set to 1, and an IoU of the resulting binary CAM mask

was computed with the full pseudo-label (Figure 6.3 F) to determine a confidence

value (Figure 6.3 G). This process was repeated for all masks, and all images were

sorted in descending order based on this CAM IoU. Depending on the partition

ratio, the top x% of the images were then selected as labelled instances for semi-

supervised training, and the rest were selected as unlabelled samples.

Partitions

With the proposed weakly-supervised approach, the entire set could be utilised to

generate pseudo-labels. With the pseudo-label selection strategy discussed above,

the set is instead partitioned in a high-confidence pseudo-labelled set, and an unla-

belled set. Different partition ratios were tested, to investigate the optimal trade-off

between the quality of the labels and the quantity of the labels. The following par-

tition distributions were tested (defined as labelled:unlabelled) : 2:1, 1:1, 1:2, 1:4.

Training

Semi supervised training on weakly generated pseudo-labels was performed with

the same setup as used in the semi-supervised training described in Section 6.4.2.

Epochs were calculated again such that the overall iteration count was roughly

equal between all experiments. The epoch count per partition was therefore 25, 33,

25, and 21 for the 2:1, 1:1, 1:2, and 1:4 partitions respectively. For the binary cases,

a batch size of 8 was used, and for the multi-label cases a batch size of 4 was used.
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This chapter aims to report the findings of this thesis project, divided into the differ-

ent components of the proposed architecture. Results will be presented in the order

in which components of the architecture were developed and trained. First, results

from the pretraining stage will be presented by qualitative analysis of a sample of

images reconstructed by the trained network from a masked image. Next, results

of finetuning of the pretrained network on the classification task will be discussed.

A qualitative analysis of the different approaches to CAM refinement from these

finetuned networks will be given, highlighting the motivation for choosing only a

subset of the refined methods to be used for weakly supervised pseudo label gen-

eration. Finally, the result of the segmentation task will be presented on all three

training approaches: fully-, semi- and weakly-supervised segmentation.

7.1 Pretraining

Pretraining was done in a self-supervised manner with the use of masked auto-

encoders. The full unlabelled dataset was utilised for pretraining, with the network

learning to reconstruct the masked regions of the images. Pretraining performance

itself is not of interest, as instead the impact of pretraining on classification and

segmentation performance is the metric with which the importance of pretraining

can be measured. However, a set of reconstructed images for both pretraining reg-

iments will be given to provide an impression of the degree to which the network

has learned valuable representations of the data.

Figure 7.1 illustrates the 3-channel network reconstructing the masked regions

of the RGB images. Visual inspection of the reconstructed images shows the net-

work is able to extrapolate large shapes such as rooftops, and local patters such

as a grid of solar panels. It struggles however to create an image that is convinc-

ing as a real aerial image, as regions with no unmasked patches nearby are noisy

in the output. Similar results can be found in Figure 7.2, depicting the 4-channel

network reconstructing both the RGB image and corresponding BAG polygon. In

the 4-channel case however, it is clear that the shape of the BAG polygon can be
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Figure 7.1: Results of the 3-channel MAE pretraining stage.

predicted very convincingly, with the network able to predict the shape of the poly-

gon with high accuracy. Since the BAG channel is a simple binary mask, it can be

expected that the network would be able to solve this task well. The difference

between the RGB and BAG channel predictions therefore indicates the reason for

inferior prediction performance on the RGB channels can most likely be attributed

to the complexity of the target images. Aerial images can contain a large variety

of textures and patterns, making prediction of regions with no close unmasked

patches difficult.

Figure 7.2: Results of the 4-channel MAE pretraining stage. RGB channels have been
separated from the BAG channel for visualisation purposes. The BAG channel is
shown subsequently to each RGB sample, although in the network, all four channels
are inputted and predicted simultaneously.
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7.2 Finetuning

With the MAE pretrained networks, the classification network could now be fine-

tuned on the labelled dataset. This section contains the results gathered from the

finetuned classification networks. To evaluate the networks, an F1 score is com-

puted per target class and used as the main metric. Additionally, precision and

recall are presented per class.

7.2.1 Binary Classification

Table 7.1: Results of the binary classification task training. Highest performance is
underlined.

Channels Pretraining Precision Recall F1

RGB
ImageNet 0.964 0.945 0.954
Aerial images 0.953 0.938 0.946

RGB + BAG Aerial images + BAG 0.916 0.909 0.913
RGB + Refined BAG Aerial images + BAG 0.919 0.915 0.917

Table 7.1 shows results of the binary classification finetuning on the labelled

dataset. The first notable result is the inferior performance of the two networks

utilising BAG and refined BAG data as a 4th channel of the network. While still

able to classify solar panels with a high F1 score, it is clear that dividing the learn-

ing capacity of the network over 4 channels instead of the default 3 RGB channels

deteriorates performance. Secondly, the network utilising the ImageNet pretrained

weights slightly outperforms the aerial image pretrained network. Finally, it can

also be noted that the network trained utilising refined BAG images does not show

a significant improvement over the network trained utilising unmodified BAG im-

ages.

7.2.2 Multi-label Classification

The multi-label classification results presented in Table 7.2 show similar result trends

as were found for the binary classification task. Once again, the ImageNet pre-

trained network outperforms the aerial image pretrained network, and the 4-channel

networks perform worse overall. Furthermore, it is clear that all networks are less

capable of classifying images with the ST label than those with a PV label. In this

multi-label task, it is also clear that refinement of BAG polygons has no signifi-

cant impact on the performance of the network, and in this case even modestly
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Table 7.2: Results of the multi-label classification task training. Highest performance
is underlined.

Channels Pretraining Class Precision Recall F1

RGB
ImageNet

PV 0.963 0.952 0.957
ST 0.846 0.673 0.749

Aerial images
PV 0.952 0.933 0.943
ST 0.730 0.602 0.660

RGB + BAG Aerial images + BAG
PV 0.912 0.894 0.903
ST 0.675 0.450 0.540

RGB + Refined BAG Aerial images + BAG
PV 0.909 0.893 0.900
ST 0.617 0.461 0.528

decreases performance compared to using the unrefined BAG polygons.

7.3 CAM Refinement

The results from the finetuning step on the classification task showed that utilising

BAG as a 4th input channel did not improve performance. Therefore, the greedy

retraining step was performed utilising only the 3-channel networks.

Of the 3-channel networks, greedy retraining was tested both on the network

finetuned from ImageNet weights and the network finetuned from aerial image

weights. Figure 7.3 illustrates a qualitative analysis of the difference in CAMs gen-

erated by the two networks with and without greedy retraining. While the CAMs

generated directly from the finetuned networks clearly show activation appearing

over areas of the image containing solar panels, the greedily retrained networks

show a much more focused activation. The greedily retrained networks are also

able to more evenly divide the activation over the different parts of the image,

meaning more solar panels are covered by at least a portion of activation. This

is a desirable trait for pseudo label generation from SAM, as it should be possible

to recall a large mask if only a part of contains activation, but solar panel masks

without activation will not be able to be located.

Comparing the two greedily retrained networks, it is clear that the network fine-

tuned from ImageNet weights has less focussed CAMs after retraining compared

to the network finetuned from aerial image weights. This is likely due to the fact

that the low level features learned during pretraining on ImageNet are more gen-

eral and therefore less specialised for this target domain. For example, the network

finetuned from ImageNet weights shows larger activation near the borders of solar
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Figure 7.3: Class Activation Maps generated from the non-refined networks and the
greedily retrained networks. For both refined and non-refined networks, results are
shown for the network based on ImageNet pretrained weights and the network based
on aerial image pretrained weights.

panels in an image with many panels than on the actual panels themselves. The

network retrained from aerial image weights however shows activation at the cen-

tre of many solar panels, indicating the network has learned to focus on the actual

target object.

Based on the above results, it was decided to continue with the network fine-

tuned from aerial image weights for further experimentation. Different modifica-

tions to the network were experimented with. Figure 7.4 illustrates results of some

of these modifications. Lowering the kernel size of the first convolutional layer in

the greedy layer added on top of the first two stages of the network showed a slight

improvement in the localization of panels. It can be observed that the network is

able to locate individual panels with a slightly higher accuracy than with the orig-

inal kernel width of 7. Adding an upsampling layer before the greedy layer also

showed a modest improvement, especially in the location of panels in an image

with numerous panels. For this reason, weakly supervised pseudo label genera-

tion was performed based on two greedily retrained networks: a network retrained

with a greedy layer consisting of a single standard ConvNeXt block, and a network
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retrained with a greedy layer consisting of an upsampling layer and a standard

ConvNeXt block.

Figure 7.4: Class activation maps generated from networks with different modifica-
tions to the greedy layer. Small differences in activation can be observed. For exam-
ple, in the fourth column there are panels where the standard greedy approach shows
no activation, but the network with the kernel size of the first convolutional layer re-
duced to 3 shows activation. Another example of differing performance can be found
in the last column, where the network with an upsampling layer before the greedy
layer shows activation on almost all panels, whereas the other approaches still miss a
few panels of the array.

7.4 Segmentation

The final step in the pipeline was the segmentation task. In this section results

for fully-, semi, and weakly-supervised segmentation will be presented. For all

networks, IoU, precision, and recall will be presented per class. Precision and recall

are computed on a pixel basis, meaning precision is the amount of correct positive

pixel predictions compared to the total amount of positive predictions, and recall is

the amount of correct positive predictions compared to the total amount of actual

positive pixels.
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Table 7.3: Results of the binary segmentation task training. Best performance is un-
derlined. "Ratio" refers to the partitioning ratio of labelled:unlabelled samples used
for semi-supervised learning.

Labels Training strategy Precision Recall IoU

Weak SAM + CAM None 3 0.661 0.667 0.497
Weak SAM + Upsampled CAM None 3 0.713 0.613 0.492

Weak SAM + CAM

Semi-supervised - ratio 2:1 0.779 0.722 0.599
Semi-supervised - ratio 1:1 0.794 0.702 0.594
Semi-supervised - ratio 1:2 0.819 0.655 0.572
Semi-supervised - ratio 1:4 0.809 0.620 0.540

Weak SAM + Upsampled CAM

Semi-supervised - ratio 2:1 0.795 0.627 0.543
Semi-supervised - ratio 1:1 0.831 0.637 0.564
Semi-supervised - ratio 1:2 0.856 0.594 0.540
Semi-supervised - ratio 1:4 0.879 0.535 0.498

Manually annotated
Fully-supervised 0.847 0.806 0.703
Semi-supervised - ratio 3000:13865 0.878 0.816 0.733

7.4.1 Binary segmentation

Results of binary segmentation utilising different training strategies are presented

in Table 7.3. It is immediately clear that training on manually annotated labels out-

performs weakly supervised methods by a large margin, which can be expected

given the obvious advantage of learning on near perfect labels compared to noisy

pseudo labels. However, utilising the set of positive samples without pixel level

training annotations in a semi-supervised setting is also shown to improve perfor-

mance significantly with an increase in IoU of 3%. Training on the pseudo labels

also shows a significant improvement compared to directly utilising the pseudo la-

bels as output, indicating that utilising SAM in combination with refined CAMs

alone is not yet a viable strategy for binary segmentation. Visualisation of the

masks generated by the different networks can be found in Figure 7.5.

Precision is higher than recall for all networks, highlighting the fact that solar

panels have a tendency to blend in with the environment, i.e. by having similar

textures to the surrounding rooftops. Surprisingly, the highest precision is achieved

by a weakly-semi-supervised network, trained on pseudo labels generated from

CAMs of the network with an upsampling layer before the greedy layer. While the

other metrics show that the network trained on pseudo-labels originating from the

3Results for this column are the scores obtained when performing the strategy used for pseudo
label generation directly on the test set. It therefore measures the quality of the pseudo labels as if
they were utilised directly as output.
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unmodified greedily trained network still outperforms this network, it shows that

there is potential for the upsampling layer to improve the quality of the pseudo

labels. Precision also improves when increasing the partition ratio of labelled and

unlabelled images utilised during training, which can be attributed to the higher

quality of the pseudo labels in the labelled set. Recall decreases however as the

ratio increases, which likely indicates that the network requires a larger number

of labelled samples to learn to generalise over the different types of solar panels

properly.

Finally, comparing different labelled to unlabelled ratios for partitioning the

pseudo labels based on confidence scores, it can be noted that for the best perfor-

mance, at least half of the pseudo labels should be utilised as labelled samples. For

both pseudo label types, the performance starts to decrease as the partition ratio

increases beyond 1:1. For the unmodified greedy CAM based pseudo labels, the

best performance is found at the 2:1 ratio, with a slight improvement over the 1:1

ratio. In the case of pseudo labels generated from CAMs with upsampling, the

best performance is obtained when splitting the pseudo label set with a ratio of

1:1, with decreasing performance for both increasing and decreasing the ratio. This

observation highlights the importance of scoring pseudo labels and utilising semi-

supervised learning in combination with weakly-supervised pseudo labels, as it is

clear that learning only on pseudo labels undermines the potential performance.

This is due to the fact that the network will spend time learning on the low quality

labels, harming the training process.

7.4.2 Multi-label segmentation

In the case of multi-label segmentation, of which results are shown in Table 7.4,

similar patterns emerge to those found in the binary segmentation task. The net-

works trained on manually annotated labels show a large increase in performance

compared to the weakly supervised networks. Again, semi-supervised learning

utilising the positive samples that were not manually labelled as unlabelled data

besides the manually annotated samples shows a significant improvement in per-

formance. This is especially true for the IoU of the PV class, which is increased by

6.1% compared to the fully-supervised network. It is interesting to note however,

that while the mean IoU for the semi-supervised network is higher than that of the

fully-supervised network, IoU for the ST class is slightly lower. Recall of ST pan-

els increases drastically in the semi-supervised case, but at the cost of a significant
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Figure 7.5: Output masks of the different networks. For the weakly-semi-supervised
networks, the network corresponding to the partition ratio with the best performance
is shown. It is clear that the weakly-semi-supervised networks produce output masks
with a lower quality than the fully-supervised network, mainly due to the fact that
they are unable to precisely segment the border of the panels. Between fully-, and
semi-supervised, the semi-supervised case is slightly more precise.

Table 7.4: Results of the multi-label segmentation task training. Best performance is
underlined.

Labels Training strategy Class Precision Recall IoU

Weak SAM + CAM

Semi-supervised - ratio 2:1
PV 0.783 0.677 0.570
ST 0.576 0.117 0.106

Semi-supervised - ratio 1:1
PV 0.778 0.712 0.591
ST 0.408 0.135 0.113

Semi-supervised - ratio 1:2
PV 0.820 0.636 0.558
ST 0.523 0.111 0.100

Semi-supervised - ratio 1:4
PV 0.841 0.588 0.529
ST 0.617 0.079 0.075

Manually annotated
Fully-supervised

PV 0.843 0.816 0.709
ST 0.756 0.344 0.387

Semi-supervised - ratio 3000:13865
PV 0.890 0.851 0.770
ST 0.658 0.467 0.376

drop in precision.

In the weakly-semi-supervised networks similar patterns to the binary case can

also be observed. Utilising a 1:1 split on the pseudo labels yields the highest perfor-

mance, showing once more that increasing the amount of labelled data can actually
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harm performance if the labels themselves are of a lower quality. For the ST class,

performance in weakly-semi-supervised learning is especially low, with an IoU of

only 11.3% in the best case, and 7.5% on the worst scoring partition. Output visu-

alisations of the different networks can be found in Figure 7.6.

Figure 7.6: Output masks of the different networks for the multi-label task. PV pre-
dictions are marked in yellow, ST predictions are marked in red. On images with both
PV and ST panels (columns 1 and 2), all networks struggle to make confident predic-
tions, although the semi-supervised model clearly performs best. In cases with a sin-
gle class (columns 3 and 5), the weakly-semi-supervised model shows a clear degra-
dation in performance, whereas the fully- and semi-supervised models still perform
well. In some ambiguous cases such as column 4, all models might have varying pre-
dictions that are not in line with each other.
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8. Discussion

In this final chapter, the findings of this thesis project will be discussed and reflected

upon. Based on these finding, the research questions proposed at the beginning of

this thesis will be answered as well as possible. Afterwards, an analysis of the

limitations of the project will be given, along with suggestions for further research

based on these limitations as well as other observations. Finally, the chapter will

be concluded with a summary of the main findings and conclusions of this thesis

project.

8.1 Findings

The findings of this thesis project will now be summarised and discussed in the

order in which they are presented in the results section. When applicable, the find-

ings will be compared to related findings in literature. Additionally, an analysis of

the findings will be given regarding possible explanations for the results, and the

conclusions that can be drawn from them.

8.1.1 Pretraining

The first step in the design of the model was the pretraining stage, utilising masked

auto-encoding modified for ConvNeXt V2 as the self-supervised training method.

Reconstructions of masked images produced by the trained masked auto-encoder

showed the network had learned to extrapolate common patterns in the aerial im-

ages from the unmasked patches into the masked patches. This result indicates

a high likelihood that the pretraining stage has allowed the encoder side of the

model to learn relevant low level features, which could then be extrapolated by the

decoder to predict the masked patches.

The authors of ConvNeXt V2 unfortunately do not provide examples of their

pretrained MAE reconstructing images, nor the decoder weights required to repro-

duce the trained MAE. However, the results of the MAE trained in this project can

be compared to that of the MAE trained in the original paper on Masked Auto-

Encoders as a pretraining strategy for ViTs [22] (referred to from here on as ViT-
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MAE, as in their work). Figure 8.1 illustrates a comparison of reconstructions in the

ViTMAE paper, and the reconstructions of the ConvNeXt V2 MAE in this project.

Figure 8.1: Comparison of reconstructions of images from ImageNet with a vision
transformer masked auto encoder [22] (top) and aerial images with the ConvNeXt V2
masked auto encoder trained in this project (bottom).

A noteworthy difference is the slightly more precise prediction of object shapes

in the ViTMAE reconstructions. A possible explanation for this might be the dif-

ference in the training set of the models, where images from ImageNet used in

ViTMAE contain a large variety of well-separable objects in the images, whereas

the aerial images used in this project contain mostly buildings, roads, and vegeta-

tion. Especially buildings can have extremely varying shapes and textures on their

rooftops, making precise prediction difficult. A second possible explanation is the

difference in training time, as the pretraining stage in this project was limited to 50

epochs due to time constraints, comparing to the 800 epochs for which the ViTMAE

was trained.

Nevertheless, the results of pretraining in this project showed that pretraining

ConvNeXt V2 on images in the target domain can be beneficial for performance of

classification and segmentation, and especially for the generation of pseudo labels

based on CAMs in a weakly supervised setting.

8.1.2 Classification

Classification of PV and ST panels in the binary case proved to be a feasible task,

with an F1 score of 95.4% in the highest case. This is in line with previous solar

panel classification studies utilising deep learning [37], [39], [42], [44]. Precision

was found to be higher than recall in all networks, highlighting the difficulty of

detecting solar panels in specific background, such as was analysed as well by Lin-

dahl et al. [42].

The difference between finetuning on an ImageNet pretrained network and an

aerial image pretrained network was found to be minimal, with a slight advantage
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for the ImageNet pretrained model. This might be due to the low level features

learned by the ImageNet network being more general and therefore more useful for

the classification task. Alternatively, this may also again be due to the difference in

pretraining time, as the ImageNet pretrained model was pretrained for 800 epochs

on more than twice as many images than the aerial image pretrained model, which

was only pretrained for 50 epochs.

Utilisation of BAG polygons as a 4th input channel was found not to improve

classification performance, but instead slightly deteriorate scores instead. While

one would assume building location to be a useful input for the model, the con-

sideration should be made if the computational power of the network assigned to

processing of the channel does not outweigh the benefit of the information con-

tained in the channel. The dimensions of feature maps throughout the network is

equal after the stem in both 3-channel and 4-channel network, implying that the

network must distribute its learning capacity over more features in the 4-channel

network. If the information in the BAG channel is then not sufficiently useful, or

could potentially also be retrieved from the RGB channels, it is not surprising to

observe a decrease in performance when adding the channel.

Finetuning of BAG polygons did not help to remedy the decrease in perfor-

mance of the 4-channel network, which indicates that the cause of the performance

decrease lies not in the slight misalignment of polygons in the BAG masks. Perfor-

mance instead is near identical when using refined BAG polygons compared to the

regular BAG polygons, which also seems to suggest the BAG channel is not utilised

much overall by the networks.

Finally, classification of PV and ST panels in a multi-label fashion was also

found to be a feasible task, although performance on the ST class was significantly

lower than for the PV class. Besides the obvious disadvantage of significantly less

positive samples in the training set for ST panels than for PV panels which seems

to hinder recall, difficulty may also lie in the distinction of ST panels from PV pan-

els and vice versa, as they have similar appearances. Contrarily, F1 scores for the

PV class individually were higher in the best performing model than the F1 score

found on the binary class. These findings are once again in line with those of Lin-

dahl et al. [42], who also found ST panels to be more difficult to classify than PV

panels.
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8.1.3 CAM Refinement

Expanding on the work of Yu et al. [37] on DeepSolar, a CAM refinement strategy

was proposed based on adding and retraining a greedy branch from one of the

lower level stages of the finetuned classification model. During the design process

of the pipeline however, it was found that simply adding 2 simple convolutional

layers identical to the DeepSolar approach led to unsatisfying results. Instead, a full

ConvNeXt V2 block was added as the greedy branch. In order to further explore the

potential of greedy retraining for CAM refinement, a handful of other adjustments

were also experimented with.

In contrast to DeepSolar, where greedy retraining led to an improvement in re-

call of PV pixels when using the CAMs after refinement for segmentation, greedy

retraining with a ConvNeXt V2 block was found to increase the precision of the

CAMs and decrease the overall activation. A detailed explanation of this phe-

nomenon is not immediately clear, although it might be due to the GELU unit be-

fore the final pointwise convolution, which propagates a negative value for slightly

negative logits, leading to a sparser activation map.

If the CAMs produced would have been utilised directly for segmentation, this

decrease in recall would have been detrimental. However, since the motivation

behind refining the CAMs was that they could be used to select masks from a SAM

segmentation of each image, the increase in precision was found to be beneficial.

CAM refinement was tested both on a network finetuned from the ImageNet

pretrained model, as well as on a network finetuned from the aerial image pre-

trained model. An interesting observation here was that CAMs produced by the

greedily retrained network based on aerial image pretraining showed increased ac-

tivation at more precise locations than for the alternative based on ImageNet. The

most likely cause is the fact that the encoder trained on ImageNet has learned to

extract very general features, which are useful for classification of a wide variety of

objects, but not necessarily for the specific task of detecting solar panels. Instead,

the encoder trained on aerial images has learned to extract features often present

in aerial images, of which solar panels are a part. The ImageNet based network

showed activation mostly on the edges of solar panels, where a light frame charac-

terises many panels. The aerial image based network displayed higher activation

in the centre of the panels, which is more suitable for selecting masks from SAM

segmentations. See Figure 8.2 for a comparison of CAMs produced by the two
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networks.

Figure 8.2: Comparison of activation location in CAMs generated from greedily re-
trained networks based on aerial image pretrained weights (top) and ImageNet pre-
trained weights (bottom). 3 Samples are illustrated, with a zoomed portion of the im-
age following every sample.

Experimentation with variations in the greedy block found only minimal differ-

ences in the activation maps produced. Changing the kernel size of the depth wise

convolution from 7 to 3 or 5 made activation slightly more precise, but adding an

upsampling layer before adding the greedy block improved precision even more.

The upsampling layer might help the greedy block to operate on a higher resolu-

tion feature map, although without a skip layer from the earlier stage there may

be difficulties in properly locating the desired features in the upsampled feature

map. Nevertheless, the greedy network with upsampling was utilised in the final

pipeline for CAM refinement along with the network greedily retrained with only

a single ConvNeXt block.

The experimentation with different greedy CAM refinement techniques add to

works such as DeepSolar [37] and the work of Yang et al. [75] in showing that

CAMs are suitable for weakly supervised segmentation, although a refinement step

or specialised CAM generation technique are often key to achieving good results.

8.1.4 Segmentation

The final components of the pipeline were the segmentation models trained in a

fully-, semi-, and weakly-supervised manner. The findings will be discussed in the

aforementioned order.

Fully-supervised segmentation

Fully supervised segmentation for PV systems is a task which has known success in

recent literature. IoU scores on this task have been presented by Malof et al. (66%-
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69%) [66], Zech and Ranalli (69%) [71], Parhar et al. (82%) [72], and Zhuang et al.

(75%) [74], among others. Comparing to the reported scores, the fully supervised

network for the binary task presented in this work performs similarly to that of the

earlier works with an IoU score of 70.3%. The model is still outperformed by some

other recent works, although a direct comparison is not possible since the models

are all trained and evaluated on differing datasets with different image qualities,

label distributions, and source locations.

The multi-label task displays a worse performance when taking the mean IoU

over all classes, although PV IoU is higher than results for the binary task. This

pattern is found for the classification task as well, showing once more that the ST

class is more difficult to detect than the PV class. Once again, precision outweighs

recall in segmentation for both the binary and the multi-label case.

Semi-supervised segmentation

Utilising the remaining unlabelled positive samples in the training set for semi-

supervised segmentation resulted in a significant boost in segmentation perfor-

mance for both the binary and the multi-label task. The IoU score for the binary

task increased by 3% to 73.3%, while the IoU for the PV class in the multi-label

class increase by 6.1% to 77.0%. The ST class saw a slight decrease in IoU when

training with semi-supervised learning, although recall increased drastically.

It can therefore be concluded that CorrMatch is a suitable method for semi-

supervised solar panel segmentation. The effectiveness of the method can most

likely be attributed to the homogeneous texture of the target class. Pixels repre-

senting solar panels can be expected to have high correlation between weakly and

strongly perturbed versions, as the texture of the surface of the panel is mostly

uniform. The refinement of pseudo labels with correlation regions is therefore ex-

pected to be very effective, improving the information that can be learned from

each unlabelled sample.

Weakly-supervised segmentation

Weakly supervised segmentation of solar panels is a task which has only been ex-

plored by a handful of studies in recent literature. The first of these was the work

by Yu et al. on DeepSolar [37], who refined CAMs via greedy retraining of the

network and used these refined CAMs directly as segmentation output. Yang et
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al. [75] recently showed that there is a benefit in using a specialised CAM, namely

EigenCAM, and training a dedicated segmentation network on pseudo labels gen-

erated from a combination of SAM segmentations and these CAMs. Additionally,

they showed including a semi-supervised training regiments that only uses high

quality pseudo labels as supervised samples, and the remaining samples as unsu-

pervised samples can further improve performance.

In this work, the ideas of these studies were combined, by using a similar

greedy refinement method to DeepSolar to refine standard CAM generation, and

using these refined CAMs to select masks from SAM segmentations for training a

segmentation network. A simple yet effective metric was then proposed to deter-

mine the confidence in the generated pseudo-labels, which was used to then create

partitions of labelled and unlabelled samples for semi-supervised training.

Results of the weakly-supervised semantic segmentations showed worse per-

formance than that of the fully-, and semi-supervised models, though this is to

be expected. The IoU scores that were reached still showed the potential of the

method, with the best model reaching an IoU of 59.9% for the binary task. Com-

pared to the work of Yang et al. [75], who reported an IoU of 73.5% on the best

performing model, this result is significantly lower. A fair comparison is however

once again hard to make, as the datasets and training duration differ here too.

Utilisation of the confidence score for partitioning is however shown to be ben-

eficial, as on average the models with a labelled:unlabelled partition of 1:1 outper-

form the 2:1 partition. This shows that it is better to discard low confidence pseudo

labels and use them as unlabelled samples than to include as many pseudo labels

as possible in the labelled set.

Finally, it is found that using an upsampling layer before adding a greedy layer

in greedy retraining for CAM refinement does not necessarily produce better seg-

mentation results when training on these pseudo-labels. However, it can be noted

that precision of both the pseudo labels itself and the segmentation model trained

on them is significantly higher for the model with upsampling layers compared to

that of the model trained on the pseudo-labels generated from the network greedily

retrained without upsampling. When considering the precision-recall trade-off in

the pseudo labels generated using the network with an upsampling layer, it seems

there is still some room for improvement in the total IoU if the balance was more

equal, such as is the case for the pseudo labels generated from the standard greed-
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ily retrained network. This might be due to the fact that the thresholding factors

used in mask generation strategy were optimised manually for the standard greedy

retrained network, and not for the network with the upsampling layer. Thus, shift-

ing values such as the mean thresholding factor or the SAM mask intersection ratio

threshold might lead to an increase in performance.

8.2 Revisiting the research questions

The research questions proposed at the beginning of this thesis project will now be

revisited and answered based on the findings of this project. Before answering the

main research questions, the sub-questions will be addressed in order to then be

able to provide a more complete answer to the main questions.

8.2.1 SQ1: To what extent can building location data be utilised in addi-

tion to RGB channels to improve the performance of a PV and ST

detection model?

As is apparent from the classification training results, adding building location data

in the form of BAG polygons as an added input channel does not immediately ben-

efit the performance of the model. In fact, models trained with the BAG masks as

fourth input channel perform worse overall compared to the 3-channel networks

operating solely on RGB imagery. In initial answer to this questions might therefore

be that there is no evidence that building location data can be utilised to improve

the performance of a PV and ST detection model. However, in the pseudo label

generation pipeline proposed in this thesis, it is shown how BAG polygons can be

utilised to filter out activation in CAMs outside of building, increasing the preci-

sion of the pseudo labels. While no direct comparison is made between pseudo

labels generated with and without this filtering, visual inspection during the de-

sign process of the pipeline showed an improvement in the masks when utilising

the filtering. Thus, it can be concluded that there is merit in utilising building loca-

tion data, although not necessarily directly in the model architecture.
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8.2.2 SQ2: What is the effect of self-supervised pretraining on a large

domain-specific dataset on the performance of a PV and ST detec-

tion model?

While classification results comparing models finetuned from an ImageNet pre-

trained model and an aerial image pretrained model showed a slight performance

advantage for the former, later inspection of the features learned via CAM inspec-

tion showed that the aerial image pretrained model learned more relevant features

for the task at hand. Combining this observation with the fact that the ImageNet

pretrained model was trained for a much larger number of epochs and on a much

larger dataset, there is reason to believe the aerial image pretrained model has po-

tential to outperform the ImageNet pretrained model with further training. Besides

the performance on the classification task, qualitative analysis showed the CAMs

after greedy retraining on the aerial image pretrained model were more suitable

for pseudo label generation than those based on the ImageNet pretrained model.

The effect of aerial pretraining on an PV and ST detection model can therefore be

summarised as follows: while the performance on the classification task might not

immediately benefit from aerial pretraining with the amount of training that was

performed, the features learned by the model are already more relevant for the

task at hand with aerial image pretraining, and are more suitable to be used for the

weakly supervised version of the problem.

8.2.3 SQ3: To what extent can photovoltaic and solar thermal systems be

distinguished by a machine learning model?

On both the classification and the segmentation task, models trained to perform the

task in a binary fashion exhibited dominant performance over the models trained

for the multi-label task. While performance for PV classification and segmentation

showed a similar if not increased performance compared to the binary task, per-

formance of classifying and segmenting the ST class was significantly lower than

the joined case. Because of this, the mean performance over both PV and ST classes

was lower than for the binary tasks. Therefore, while a model is capable of at least

distinguishing between PV and ST systems, it is not able to do so with the same

performance as it would be able to classify and segment the joined class of PV and

ST systems.
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8.2.4 SQ4: What is the performance impact of choosing a semi-supervised

or weakly- supervised segmentation approach over a fully-supervised

approach for PV and ST segmentation?

The segmentation results for both the binary as the multi-label segmentation tasks

show that while a weakly-supervised strategy can be devised to train a model to

segment PV and ST panels, it does come at the cost of a rather significant perfor-

mance penalty. Weakly supervised binary segmentation can reach an IoU of ap-

proximately 60% in the best case, while the fully supervised model improves upon

that IoU by 10%. Similar differences are found for the multi-label case. However,

if unlabelled samples are available besides a manually annotated set of training

masks, then a semi-supervised approach can be leveraged to improve the perfor-

mance by as much as 3% IoU. Besides improving performance of training on man-

ually labelled data, it was also shown that semi-supervised learning techniques can

be utilised to boost performance of weakly supervised learning if the pseudo labels

can be ordered by a measure of quality.

8.2.5 RQ: To what extent can photovoltaic and solar thermal systems be

segmented from Dutch aerial imagery?

From the results, it is clear that a model can be trained to both classify, and seg-

ment PV and ST systems from Dutch aerial imagery. The classification task can be

performed with a very high accuracy, while segmentation is still a more challeng-

ing task, although feasible. With a manually labelled set of 3,000 images and an

unlabelled set of approximately 13,000 images, a classification-pretrained model

can be trained to segment PV and ST systems as a binary class with an IoU of

approximately 73%, and an approximately 77% and 38% IoU for the PV and ST

classes respectively. This task could even be performed in a weakly supervised

manner utilising only image-level labels, although this comes at a performance hit

of approximately 10% IoU, which might decrease confidence in the utility of the

resulting model.
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8.3 Limitations and further research

8.3.1 Training duration

Due to budget and time constraints, network training of multiple components and

their variations was limited to a set amount of epochs that was below what could

be expected to yield optimal results. In the case of pretraining for example, the

MAE trained on aerial images was only trained for 50 epochs, compared to the

800 epoch for which the authors of the ConvNeXt V2 paper pretrained their MAE

[25]. Similarly, training of the segmentation networks with CorrMatch was lim-

ited to 21 up to 33 epochs, which is much lower than the work of Yang et al. [75]

who trained their networks for 1,000 epochs with UniMatch on a similarly sized

dataset. In further research, the first adjustment made to hyperparameters should

therefore clearly be an increase in training duration, as it is expected that almost

all networks presented in this paper could be trained for longer than was done to

improve results.

8.3.2 SAM segmentation quality

During the process of generating pseudo-labels, it was noted that a limiting factor

to the quality of the produced pseudo-labels using SAM was the recall of solar

panels segmented from the background in the set of SAM output masks. In many

cases, SAM was unable to recognise the solar panel arrays as separate objects from

the background, especially in difficult cases such as for dark frameless panels on

dark rooftops. In large arrays, SAM also struggled with recalling every individual

panel, often leaving out gaps in the array of panels. Figure 8.3 illustrates these

issues. This forms a problem for the pseudo-label generation as panels that are

not present on any of the masks produced by SAM can impossibly be selected by

intersection with the corresponding CAM, decreasing recall in the pseudo-labels.

Attempts to solve this issue in further research might focus on investigating

options to improve the image qualities that allow SAM to make proper segmenta-

tions, such as sharpness or contrast. Another potential solution would be to fine-

tune SAM on the target domain by manually segmenting a small portion of aerial

images and retraining SAM on this task, which was out of scope for this project.

Finally, SAM also allows for prompted segmentation, by inputting bounding boxes

or points. Extracting these prompts from the refined CAMs and building pseudo
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masks via prompted segmentation by SAM might also be a feasible approach to

weak pseudo-label generation.

Figure 8.3: Examples of SAM segmentations. For solar panels with a contrasting
colour to the background rooftop (A) segmentation works well. However, SAM pro-
duces unsatisfying results for dark panels on dark rooftops (B), large arrays of panels
(C), and images with environmental disturbances such as shadows (D).

8.3.3 CAM refinement variations

While a handful of variations in the greedy block used for CAM refinement were

tested, only two variations were used in the generation of pseudo-labels for weakly-

supervised segmentation due to time constraints. The full effect of the proposed

variations could be investigated further in future works. Additionally, other vari-

ations might be devised and tested. Examples might include using different block

types inspired by other architectures for the greedy layer, or the introduction of a

skip layer from the earlier stage of the network to the greedy block.

8.3.4 ST recall

While most models were able to classify and segment panels in the PV class to a

high degree, ST panels proved to be much harder to detect. A main cause of this is

likely to be the low representation of ST panels in both the nation covering aerial

imagery, as well as the more balanced dataset created for this study. Future work

might focus on building a dataset in which the distribution of PV and ST panels is

even more balanced, or on the implementation of a loss function that mitigates the

existing class imbalance.

8.4 Conclusion

This thesis project aimed to investigate the extent to which photovoltaic and so-

lar thermal panels could be segmented from Dutch aerial imagery. To this end,
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a pipeline was designed to first classify images, and then segment the positive

samples. To train these networks, self-supervised pretraining with Masked Auto-

Encoders was for the first time employed on Dutch aerial images, after which the

classifier was finetuned on a novel manually annotated Dataset. Finally, a seg-

mentation model was trained in a fully-, semi-, and weakly-supervised manner to

segment the panels. For the weakly-supervised variant, a novel pipeline was pro-

posed that utilised CAMs refined by greedy retraining to select masks from SAM

segmentations. Each of these steps was performed on both a binary task, as well as

a multi-label task.

Pretraining on Dutch aerial images with a Masked Auto-Encoder was found not

to directly improve classification results compared to ImageNet pretraining with

the amount of time for which was trained. However, with a fraction of the train-

ing time of the ImageNet pretrained model, the aerial image pretrained model was

able to be finetuned to almost identical performance on the classification task. Ad-

ditionally, later inspection showed the model had learned more relevant features

in the target domain, which were more useful for the proposed pseudo-label gen-

eration pipeline. Multi-label classification was found to be more challenging than

binary classification, with the ST class being especially difficult to detect. PV panels

on the other hand were able to be classified with high accuracy.

Finally, segmentation in the fully-supervised case showed promising results,

with an IoU of 70.3% for the binary task, but it was found that performance could

be significantly improved by utilising an extra set of unlabelled images in a semi-

supervised manner. The weakly-supervised network was trained on pseudo-labels

generated with the proposed pipeline, and showed promising performance, even

though it was naturally significantly lower than the models trained on manually

annotated masks. The introduction of semi-supervised learning to the weakly-

supervised model highlighted the benefit of scoring pseudo-labels based on con-

fidence and only training on high-confidence labels. Results of this thesis can be

used as a stepping stone for further research into both segmentation of PV and ST

panels from aerial imagery, as well as the utilisation of CAM refinement in combi-

nation with SAM for weakly-supervised segmentation.
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