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Abstract

Computational Fluid Dynamics solvers are a widely used tool to simulate the flow of a fluid andthe motion of objects. When working with a time independent solver, computing object motionrequires additional steps. In this thesis, methods are presented to introduce object rotation andtranslation to a solver based on the linear time-independent Stokes equations. It is shown that,using the results obtained by running such a solver, it is possible to update boundary conditionsbetween time steps. Furthermore, a way to move said boundary conditions around in a scene isprovided. Additionally, the solver used in this thesis is extended with a convenient Python sidelibrary. The newly added features and theories in this work provide a solid basis for future use inthe field by researchers.

Cover figure: An example of a velocity field visualized by the solver. A disk, with some initial angularvelocity, is placed in the exact center of a Couette flow configuration. Over time the disk reachesan equilibrium angular velocity as imposed by the fluid flowing around it.
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Section 1

Preface

In this thesis, accessibility improvements and new features are added to an existing computationalfluid dynamics solver. In previous iterations of the code, the difficulty of running it with specific,custom configurations was challenging. Furthermore, due to the nature of the solver, moving ob-jects and conditions were yet to be explored. To solve these issues, nearly all of the remaining hardcoded features were made configurable by users through an easy to use Python extension. Addi-tionally, the solver was extended to handle an arbitrary amount of moving objects of a complexitydetermined completely by the user of the software. Added computational overhead by the intro-duction of both of these features was compensated for by further small optimizations, ensuringthat the loss in performance remains marginal.
Due to the project requiring knowledge of theoretical physics in conjunction with computer scienceit is supervised by two peoplewith qualifications in both fields: Dr. Deb Panja andDr. Joost deGraaf.
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Section 2

Introduction

Numerical solvers are widely used to carry out research within the field of fluid dynamics. In thiscontext, a solver is a tool that computes a fluid flow given a set configuration of boundary con-ditions, which can represent the presence of particles or other solids in the system. These helpprovide an understanding of experimental research and verifying analytical calculations. For ex-ample, the flow of blood running through an artery [1]. In blood flow, a finely resolved model ofblood, requires the modeling of the red blood cells as moving objects. Thus, not only does a solverneed to deal with flow, but also how this flow affects the motion of objects suspended within it.
In this project, a solver originally put together by Bart Stam [2] and subsequently extended upon byFlorian Gaeremynck [3] and Valentijn van Zwieten [4] will be used as a base for the intended devel-opment. Together they developed a solver capable of numerically approximating solutions to theincompressible Stokes equations on a regular lattice. To obtain such a flow, the forces acting ona system’s fluid as well as the boundary conditions at coupling points, that lie between the latticecells, need to be specified. The goal of this thesis is to broaden the solver’s capabilities by improvingits accessibility and introducing object motion. This should provide a good basis to further experi-ment with runtime and memory optimizations and performance comparisons with other availablesolvers.

2.1 Document Structure

A brief overview of the physics background and current software implementation of this solver isprovided in Subsection 2.2. Following that, the research questions this thesis aims to answer arediscussed in Subsection 2.5. To aid in reading, a list of notations used throughout this thesis maybe consulted in Table 2.1. The methodology, found in Section 3, discusses the information neededto answer the research questions. Next, in Section 4, the solver’s implementation is discussed. Theresults of the work done is found in Section 5, followed by a conclusion in Section 6. Any futurework that should be considered for this project is briefly discussed in Section 7.
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Symbol Definition
N ,M , L The width, height and depth of a configuration, respectively
Ga,b

∂U
∂F (on the axis combination a, b)

Fo The set of virtual forces (belonging to object o)
Bo The set of boundary points (belonging to object o)
U⃗a The velocity field in real space (on axis a)
Ũa The velocity field in Fourier space (on axis a)
F⃗a The force field in real space (on axis a)
F̃a The force field in Fourier space (on axis a)
Ci The cost at iteration i
γi The learning rate at iteration i

Io(p⃗) A function that checks if p⃗ is inside object o
F(p⃗, t) A time-varying boundary function

Table 2.1: Notations used throughout this thesis. More exact definitions will be given in the relevantsections.
2.2 Physics Background

The Navier-Stokes equations are central to this solver and are a crucial part for solving many prob-lems in the field of computational fluid dynamics. Of particular interest are the incompressibilitycondition and the momentum equation for an incompressible flow. These are defined as follows,respectively:
∇ · u⃗ = 0 (2.1)

−∇p⃗+ f⃗ + µ∇2u⃗ = ρ

(
∂

∂t
+ u⃗ · ∇

)
u⃗ (2.2)

where:
• u⃗ is the velocity of the fluid (in m

s ),
• p⃗ is the pressure in the fluid (in kg

ms2 ),
• f⃗ is the external force acting on the fluid in (in kg

m2s2 ),
• µ is the viscosity of the fluid (in kg

ms ),
• ρ is the fluid density (in kg

m3 ) and
• t is time in seconds (s).

Equation 2.1 states that the divergence in the fluid velocity is 0 at all points, implying that the fluidis incompressible. The physical interpretation is that there is always exactly as much fluid flowingin as there is out of any controlled volume. Equation 2.2 is a form of Newton’s second law (F⃗ =
ma⃗) adapted to the domain of fluid dynamics. From this perspective, we can make the followingidentifications: F⃗ ∝ −∇p⃗+ f⃗ + µ∇2u⃗,m ∝ ρ and a⃗ ∝

(
∂
∂t + u⃗ · ∇

)
u⃗.

Due to the non-linear partial differential present in the acceleration term the Navier-Stokes equa-tions are particularly challenging to solve numerically and can only be solved analytically for verysimple systems in certain flow regimes. However, it can be done, and there is good reason to doso. Among the possible ways to approach CFD problems, the Stokes based approach is particularlyfavored when it comes to fluids with particles, such as polymers or bacteria, in them [5], which willbe a major topic in this thesis. Another approach is that of Dissipative Particle Dynamics, or DPD,
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which seems to mostly focus on physicochemical interactions within geometries. Furthermore, theStokes based approach tends to be harder to implement than for instance the lattice Boltzmannmethod, which naturally lends itself well to parallel computation methods that are the norm whenworking with GPUs.
The solver developed by Stam, Gaeremynck and van Zwieten, solves the flow equations in a regimewhere the viscous dissipation is dominant. That is, internal friction is significant larger than inertia.In such a regime we refer to the flow as Stokes flow. Amoremathematical definition of when a flowis considered a Stokes flow is given by the fluid’s Reynolds (Re) and Strouhal (St) numbers, whichare defined as

Re =
ρUL

µ
(2.3)

St =
L

UT
(2.4)

WhereU is the flow velocity,L is a characteristic length and T is a characteristic time. Both numbersare dimensionless. Re describes the relation between inertial and viscous forces. When Re ≪ 1the viscous forces dominate the inertial ones, making the flow “laminar”. The Strouhal numberdescribes the relation between inertial forces due to localized and global acceleration. A flow isconsidered a Stokes flow when ReSt ≪ 1.
In the regime the solver works with, the acceleration term can be neglected and the linear time-independent Stokes equations (referred to as LTIS) are considered.

∇ · u⃗ = 0 (2.5)
−∇p⃗+ f⃗ + µ∇2u⃗ = 0⃗ (2.6)

Note that time dependence can be introduced to these equations. Doing so can be done simply via
f⃗ by running the solver multiple times. Additionally, it can be done using the boundary conditions,either by changing the boundary conditions or by moving the points where the conditions areevaluated. In theory, this process can also be optimized by priming the solver using a previouslyfound solution, which should already approximate the solution better than a 0⃗ force field if thesteps are small enough.
With the LTIS it is much easier to obtain a velocity field given a force field. What remains to bedone is solving a set of linear partial differential equations. That is, the derivative of a very intricatefunction needs to be found. There are several ways in which this can be done. In this thesis Fouriertransforms and projections to obtain numerical solutions will be used.

2.3 Force to Velocity Field

To find the unique solution to the LTIS equations the solver operates on a discrete grid of size
N by M by L. This grid is also periodic, which is a necessary property when working with Fouriertransforms. A Fourier transform is a linear method that transforms a function into a set of sineand cosine functions that describe a frequency domain. The reason for using this Fourier space isthe fact that the derivatives of sine and cosine functions are trivial to calculate. On the grid, both aforce field F⃗ and a velocity field U⃗ are defined. In the default, zero flow state, both of these fieldsare equal to 0⃗. Upon changing F⃗ , to satisfy the no-slip boundary condition, the fluid flow changesaccordingly. This relationship is defined as follows:

Ũ =
1

µk2

(
I3 − k̃ ⊗ k̃

)
F̃ (2.7)
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where F̃ and Ũ are the force and velocity field in Fourier space respectively and I3 is the threedimensional identity matrix. The derivation of the above relation may be found in A GPU-based
versatile and efficient hydrodynamics code for scientific applications [2]. Calculating F̃ from F⃗ is doneusing a Fourier Transformation. This process can also be inverted, allowing the solver to compute U⃗from Ũ . Specifically, since the grid that is operated on is discrete, the solver makes use of (inverse)Discrete Fourier Transforms, or DFTs. These, as more thoroughly discussed in Subsubsection 4.2.5,can be computed very efficiently using Fast Fourier Transforms (FFTs).

2.4 Gradient Descent

The Fourier transform based approach converts forces into fluid velocity but it does not yet takeinto account any solid objects (or “solids”) present in the simulation. A no-slip boundary condition[6] needs to be introduced to achieve these boundaries. This condition states that a fluid’s velocityon the boundary of a solid must be 0⃗ relative to the surface of the solid. In technical terms, aconstraint on the velocity field is introduced within solids in the system.
To satisfy the no-slip boundary condition a set of virtual forces is introduced inside of the solids thatneed to be tuned to meet the boundary constraints. Since the LTIS has a unique solution, the sizeand direction of the virtual forces can be established using an iterative approach. In this thesis,gradient descent is used. As with any gradient descent algorithm, the goal is to minimize a costfunction C. In the case of this solver, C is the Euclidean distance between the desired velocity ofthe boundary points and the actual velocities that U⃗ imposes on said boundary points. This givesthe following function:

C =

√∑
b∈B

∥u⃗b − d⃗ub∥2 (2.8)
Where u⃗b and d⃗ub are the current and desired velocity of boundary point b respectively.
When performing gradient descent, the system moves along the gradient that defines the changein cost with respect to changes in the set of virtual forces F as follows:

∇V =

[
∂C

∂f

]
(2.9)

Where f is a virtual force in F. At some iteration i, a step is taken of size γi, in the direction −V̂ .Choosing a good initial learning rate γ0 and a good method of updating the learning rate eachiteration is a highly researched subject. Currently, the solver comes with several built-in learningrate schemes. These are discussed in more detail in Subsubsection 4.2.8. Fortunately, the costfunction C is convex. As a result, scenarios such as getting stuck in local minima do not need to beaccounted for.
To minimize the cost function, a way to determine the effect of nudging a virtual force on thevelocity of all boundary points is needed. This is done using a gradient Ga,b which is defined as

Ga,b[i, j] =
∂U⃗a[i]

∂F⃗b[j]
(2.10)

where
• G is the gradient.
• i is the index of the cell in U⃗ .
• j is the index of the cell in F⃗ .

7



Enhancing a Time-Independent CFD Solver with Moving Boundaries and Solids

• a is the axis of the cell in U⃗ .
• b is the axis of the cell in F⃗ .

Computing G is described in more detail by van Zwieten [4], who optimized the process to only asingle calculation.

2.5 Research Questions

Although the solver is capable of finding solutions already, there is still room for significant im-provement in terms of performance, modularity and capability. As mentioned in the Future Worksection of the research thesis Bringing GPU Parallelization and Complex Boundaries to a Computa-
tional Fluid Dynamics Solver [4], the solver can be expanded as follows: A Graphical User Interface(GUI) or some other way to easily interact with the program can be added, such that it is easier foran end-user to define custom configurations. In addition, extending the solver bymaking it capableof handling moving boundary conditions, such as solids moving the flow or inducing flow, wouldtremendously increase the solver’s overall usefulness and will therefore be the main topic of thisresearch.
Within this research project, the following research questions will be addressed:
1. The solver is written in the C++ programming language, which is quite challenging to editand at present requires recompilation to run custom configurations. This problem could beavoided by introducing a GUI or by Python interface. Hence the question: Can the solver be

made more accessible with both preset and custom configurations?

2. While the solver mostly uses the GPU for its calculations, a significant amount of data copyingand context switches remains. This raises the question: Is it possible to reduce the number of
switches between CPU and GPU by implementing the algorithm as a whole on the GPU?

3. The program solves a stationary flow field. That is, for a problem that involves moving bound-aries, it solves one time step of the simulation. It would be interesting to allow for scenarioswhere the desired velocities of boundary points change over time. Can time-varying boundaries
be introduced to the program while maintaining performance and accuracy?

4. Currently, the solver is only capable of handling static solids. For the experiments that are tobe verified with this program it is interesting to introduce moving solids as well. Can groups
of boundary points be introduced that act as a moving object in the simulation while maintaining
performance and accuracy?

8



Enhancing a Time-Independent CFD Solver with Moving Boundaries and Solids

Section 3

Methodology

In this section the methodology required to answer the research questions in Subsection 2.5 isprovided. The time integration needed for time-varying boundaries and moving boundary pointswill be the main focus.

3.1 Accessibility

To make the code easier to use several options were considered. The option of building a GUI wasquickly dismissed in favor of Python bindings as Python is a widely used language in the scientificcommunity and is quite easy to understand and learn. When setting up Python bindings thereare many libraries to choose from. In this thesis, Cython [7], pybind11 [8] and nanobind [9] wereconsidered.
Each of the above obviously has their advantages and disadvantages. Cython requires developersto keep a .pyx file on the side which acts as a wrapper around the C++ functions that are chosento be available in Python. This .pyx file compiles to C++ code and therefore is expected to be thefastest out of all three options. Importantly though, there is no standardized way to integrate C++dependencies, such as the CUDA Toolkit and some of its libraries, into a Cython based package. Incontrast to Cython, both pybind11 and nanobind support the use of C++ dependencies in severalways, most notably CMake. Furthermore, the two have very similar conventions and syntax. How-ever, in this case, nanobind has the edge over pybind11 as it was made with performance in mind.While it does drop some features from pybind11, such as multiple inheritance, those features areinherently poor in performance and therefore not used in the solver to beginwith. Hence, nanobindwill be used to generate python bindings for the solver, providing Python’s package installer pip asan easy installation mechanism.

3.2 GPU Porting

The current implementation involves a loop to determine the virtual forces. Within this loop a lotof communication and synchronization between CPU and GPU happens, which substantially slowdown the algorithm The conversion to a pure GPU based implementation does not require toomany changes. Most of the algorithm used already runs on the GPU anyway. However, one majorchange will be swapping out the cuFFT library [10] with the cuFFTDx library [11]. The big differencebetween the two is that cuFFT is callable exclusively from the CPU, forcing any GPU implementationto work with the more hands-on cuFFTDx.

3.3 Time-Varying Boundaries

Both time-varying boundaries aswell asmoving groups of boundary points require the introductionof time to the simulation. Fortunately, the existing algorithm does not need to be changed in orderto handle this. For each time step the current algorithm can simply be used to find a solution.Furthermore, for each time step, the solution of the previous step can be used as input. In theory,this should reduce the time needed to find solutions in consecutive runs of the solver.
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3.4 Moving Solid Objects

Themoving of a solid asmodeled by a group of boundary points comes down to a lotmore than justperturbing the desired velocities. In particular, calculating the velocity of the points approximatingthemoving surface is of interest. Dünweg and Ladd touch upon this in the book Advanced Computer
Simulation Approaches for Soft Matter Sciences III [12]. Specifically, they state that the local velocityof a point b on a surface can be calculated as such:

u⃗b = U⃗ + Ω⃗×
(
r⃗b − R⃗

) (3.1)
Where

• U⃗ is the particle’s velocity,
• Ω⃗ is the angular velocity at point b,
• r⃗b is the boundary node location and
• R⃗ is the particle’s center of mass.

Given this method of calculating the desired velocity of all boundary points b ∈ Bo for any object o,it is possible to compute an angular velocity ωo,e for which the forces acting on o are in equilibriumwith the forces the fluid flow imposes on o. That is, the point at which the torque τo acting on object
o is equal to 0⃗ needs to be found. For example, consider a disk d placed in the center of a Couetteflow configuration, as shown in Figure 3.1, which is given an initial angular velocity ωd,init such that
ωd,init ̸= ωd,e. With the solution found to this configuration, the sum of forces in Fd is not equal to
0⃗. Since the only forces that can directly influence the torque on d are the virtual forces in Fd, onlythose forces need to be adjusted to reach the equilibrium angular velocity ωd,e.
Forces that are set to satisfy boundary conditions are not the only ones influencing objects in thefluid. In addition to rotation due to torque, objects may be subject to translation as a result of pres-sure differences. A commonly used example is that of an airplane, which gets pushed up into theair at high velocities due to pressure difference above and below the wings. Computing the pres-sure field, while not trivial, can be done using the force field F⃗ . Given some object o, the pressureon its surface So may be found by "

So

dS⃗ p(S⃗) (3.2)
where S⃗ is some vector on the surface So and p is the pressure. Combining the knowledge that
dS⃗ = n̂dS, with n̂ being the surface normal, and that the integral of the pressure over So is equal tothe force on the object, this can be derived to"

So

dSo n̂ · (pI3) (3.3)
Since pI3 is a tensor, the divergence theorem can be used to obtain˚

Vo

dVo

(
∇· I3

) (3.4)
where Vo is the volume of object o. Rewriting the pressure tensor as ρI3 further simplifies the prob-lem: "

So

dSo n̂ · (pI3) =
˚

Vo

dVo

(
∇ · (ρI3)

)
=

˚
Vo

dVo

(
∇p

) (3.5)
A definition for (∇p

) can be derived from the LTIS, which gives:
∆p = ∇f⃗ (3.6)
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Figure 3.1: A disk placed in the exact center of a Couette flow configuration.
This can be transformed into Fourier space, like so:

p̌ = − ik · f̌
k2

(3.7)
Joining Equation 3.6 and 3.7 a definition for ˇ(

∇p
) is found as:

ˇ(
∇p

)
= (k̂ ⊗ k̂)f̌ (3.8)

Therefore, when ∇p is needed, it can be computed as
ˇ(∂p) =

i

n
sin (kh)p̌ (3.9)

where p̌ is defined as:
p̌ =

ih
(
sin (kxh)f̌x(N,M,L) + sin (kyh)f̌y(N,M,L) + sin (kzh)f̌z(N,M,L)

)
2 (cos kxh+ cos kyh+ cos kzh)

(3.10)
Similar to determining ωo, e, it is now possible to determine a set of forces on object o, resulting ina velocity towards a position where the pressure will be equal to 0. Verification of this process canbe achieved in the same type of configuration used for object rotation. When placing a disk insideof a Couette flow the pressure gradient should push the circle to the center of the channel.
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Section 4

Implementation

In this Section, details are provided on the way the theory that was introduced in Section 3 is im-plemented. Firstly, any tools and libraries that the solver makes use of are presented. Secondly, anoverview of the solver’s execution order is given. Next, the way the Python bindings interface withthe code is concisely discussed. Finally, the progress made towards converting the GPU code to amega kernel is shown.

4.1 Tools and Libraries

Since the original code was written in C++ the decision was made very early in the project to stickwith this programming language. Besides the obvious benefit of not having to port the code to an-other language, C++ offers great control over low-level operations and structures, which is highlybeneficial for runtime optimization. Furthermore, the code that is executed on the GPU is cur-rently written using NVIDIA’s Compute Unified Device Architecture (CUDA) language. CUDA, andthe NVIDIA GPU’s that support it, are widely used in the scientific community. As such, there areseveral highly optimized libraries that are available, making the continued use of this language anobvious choice. Additionally, some CPU side libraries were used for the sake of implementationconvenience. All the used libraries are:
• argparse which is used to handle command line arguments. Though mostly made redundantby the introduction of the Python bindings, the executable was kept updated for the sake ofcompleteness.
• FFTW, cuFFTDx and cuFFT are used for the execution of FFTs. The first of the three is CPU only,whereas the other two require a GPU.
• CImg is used, albeit sparingly, to visualize the solver’s velocity field. Although this part of thecode is incredibly inefficient, it has proven to be useful for ensuring configurations are builtcorrectly and giving a quick yet low detail overview of found solutions.
• CUB is used for block wide kernel programming. This library provides highly optimized andeasy to use functions for several common operations. The block wide reduction was of par-ticular interest in this project.
• nanobind to simplify the building of Python bindings for the solver.

4.2 Solver Overview

In this section, the implementation details of the solver are discussed. All steps of the solver, ex-cluding the logging of results and memory freeing, are briefly explained in order of the diagramfound in Appendix A.

4.2.1 System Initialization

The initialization of a solver instance currently boils down mostly to memory allocation and othersetup requirements. Firstly, buffers are created for the force and velocity fields - for both real and
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Fourier space - as well as the grid cell states. Secondly, the plans for the FFTs are created. Further-more, the standard settings for stopping conditions and a learning rate scheme are set as detailedin Subsubsection 4.2.6 and Subsubsection 4.2.8 respectively. Initialization then diverges: The CPUat this point is already done. However, the GPU saves the ∂U
∂F gradient across a set of textures,which require separate initialization alongside the creation of underlying arrays. Moreover, addi-tional buffer memory has to be allocated on the GPU for the force and velocity fields, again, in bothreal and Fourier space.

4.2.2 Building a Configuration

In the current iteration of the solver, a configuration is set either by preset or manually. For thepresets, the same selection of seven as proposed by van Zwieten [4] is available. A render of thesepresets can be found in Figure 4.1. Manually setting a configuration can be done using the newlyadded Python bindings. The bindings offer an easy way to set up static parts of the configurationby setting solids and adding boundary points to the system. Furthermore, moving objects may beadded,with its respective set of boundary points. Thismakes it substantially easier to create customconfigurations. One such example is the previously used disk inside a Couette flow, as shown inFigure 3.1. Exact details on how to do this can be found in Subsection 4.5.

(a) (b) (c) (d)

(e) (f) (g)
Figure 4.1: The seven available preset configurations: (a) Couette Flow (cou), (b) Two Moving Plates(2mp), (c) Lid Driven Cavity (ldc), (d) Four Roller Mill (4rm), (e) Tilted Moving Plates (tmp), (f) Sinu-soidal Plates (sp) and (g) Pressure Pipe (pp). The blue areas denote liquid cells, whereas the blackrepresent solid grid cells. The white dots are boundary points.

4.2.3 Configuration Locking

The locking of a configuration can be seen as a continuation of the initialization. It is done afterinitialization due to the fact that the number of boundary points or virtual, or both, need to beknown at this point. During this phase of execution, any steps are taken that need to be done onlyonce before finding a solution for a given configuration. That is, virtual forces in static objects areculled, the initial centers of mass for all objects are computed and any manually added forces areloaded in. Again, there is a split here between CPU and GPU code. On the CPU, memory is allocated
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to the ∂U
∂F gradient now that the number of boundary points and virtual forces is known. Conversely,on the GPU, memory needs to be allocated for the centers of mass as well as the boundary points.

4.2.4 Locking in a Step

As a final step before the algorithm starts, the system locks in a step. This, as the name suggests,happens at the start of each step. During this step, the learning rate and all variables used forthe dynamic Polyak system are reset to their initial values. More details on this can be found inSubsubsection 4.2.8. Furthermore, desired velocities of boundary points which are either subjectto a time varying boundary condition or part of a moving solid are updated. Lastly, any solid cellsbelonging to a moving object, and resulting moving virtual forces, need to be updated. That is, acell i in the system is set to be solid if there is an object o in the system for which the function
Io(p⃗i,o) returns true. The input p⃗i,o for this function is the coordinates of cell i with any translationand rotation to o undone. That is

p⃗i,o = Rz(r⃗o,z)Ry(r⃗o,y)Rx(r⃗o,x) (p⃗i − c⃗o) (4.1)
where p⃗i is the coordinates of cell i. As with any statically set solids, every solid cell will have avirtual force in it initially. The exact samemethod and parameters to cull these forces is used againfor the virtual forces of objects, while making sure to not check statically set forces a second time.Furthermore, the velocity of boundary points belonging to each object o is updated according to itscurrent angular velocity ωo. That is, given the set of boundary points Bo, then for each point b ∈ Bo,located at coordinates p⃗b, the desired velocity d⃗ub is calculated using Equation 3.1.
4.2.5 Velocity Field Calculation

The very first step in the algorithm is computing the velocity field U⃗ from the current force field
F⃗ . To do this, F⃗ is transformed into Fourier space using a Fast Fourier Transform: FFTW on theCPU and cuFFT on the GPU. Using the formulas defined by Stam [2] U⃗ is then calculated from F⃗ inFourier space. Next, with an inverse FFT, the velocity field is transformed back to real space.
4.2.6 Stopping Conditions

Checking the stopping conditions has undergone a major change. Importantly, users can now en-able multiple stopping conditions at one time. In previous iterations, there was two conditions thatwere enabled by default: A maximum number of iterations and a learning rate that is effectivelyzero. In conjunction with these two, it was possible to use one additional condition. Now, only themaximum number of iterations remains as a default. The other learning rate schemes have beenupdated to be similarly configurable by the user:
• Error (0)This stopping condition checks the maximum difference in desired and actual velocity of allboundary points. That is, after an iteration, d⃗umax is calculated as

d⃗umax = max
b∈B

∥u⃗b − d⃗ub∥∞ (4.2)
Users can provide a maximum allowed error emax. By default emax = 0.01. When using thiscondition, the solver will consider a step solved when dumax < emax.

• Percent (1)A rather important stopping condition is the convergence percentage check. As mentioned,the last few percentiles of convergence take themajority of the solver’s time. Therefore, being
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able to control when a found velocity field is considered a solution can save quite some time.Furthermore, it allows the setting of a desired quality of solution. Using this condition, thesolver will exit when Ci < Cinitial ·(1− l
100 ), where l is the goal convergence percentage, whichis 99.99% by default.

• Stuck (2)The stuck stopping condition is a very simple condition which stops the solving process if thecost has not decreased for j iterations. The default value of j is 500 but can once again be setby users.
• Learning rate (3)As the solver inches closer to the actual solution, the learning rate similarly approaches 0.Obviously, with a learning rate equal to 0, gradient descent does not actually ever improvethe solution. Therefore, users can provide an r which, when this condition is used, will stopthe solver when γi < r.

4.2.7 Gradient Descent Step

When performing gradient descent the solver attempts to nudge the virtual forces such that theresulting velocity field more closely resembles the desired velocities of the boundary points in theconfiguration. To do so, the virtual force at index j, referred to as F⃗ [j] is adjusted as follows:
F⃗ [j] = F⃗ [j]− γis⃗[j]

|s⃗[j]| (4.3)
where γi is the learning rate at iteration i and s⃗[j] defines the size and direction of the step. It iscalculated as follows:

s⃗[j] =

|B|∑
i=0

Gx,x[i, j] Gy,x[i, j] Gz,x[i, j]
Gx,y[i, j] Gy,y[i, j] Gz,y[i, j]
Gx,z[i, j] Gy,z[i, j] Gz,z[i, j]

 (u⃗i − d⃗ui)

 (4.4)

4.2.8 Updating the Learning Rate

In the latest version of the solver, updating the learning rate is woven into the gradient descentstep. This was done to reduce the amount of data copying needed between the CPU and GPU,especially for the Polyak methods. Currently, the following learning rate schemes are available:
• Constant (0)The learning rate has a constant value.

γi = γi−1 (4.5)
• Halving (1)The learning rate is initialized to a given value and then halved whenever the cost of thesolution increases.

γi =

{
γi−1 if Ci ⩽ Ci−1
γi−1

2 if Ci > Ci−1

(4.6)
• Polyak (2)When dealing with convex optimization problems, the learning rate scheme as proposed byBoris T. Polyak [13] should, in theory, always find the global minimum. This Polyak’s length isdefined as

γi =
Ci

|∇V |2 (4.7)
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• Dynamic Polyak (3)The Dynamic Polyak learning rate scheme is an extension on the Polyak learning rate intro-duced by Gaeremynck specifically for this solver. He made the observation that the solvertends to spend the majority of its time converging on the very last few percentiles of the so-lution. In an attempt to alleviate this problem, this scheme uses a multiplier in conjunctionwith Polyak’s length to try and take bigger steps in consistently decreasing areas and smallersteps in consistently increasing areas of the function. It is defined as follows:
γi =

Ci ·mi

|∇V |2 (4.8)
Where themi is the multiplier at iteration i, defined as

mi =


1 if i = 0

mi−1 ·mb if Ci < Ci−1 for b consecutive i

mi−1 ·mw if Ci ⩾ Ci−1 for w consecutive i

(4.9)

Where b, w, mb and mw are all configurable by the user. By default, these are set to 100, 2, 10and 0.1 respectively.

4.3 Time Varying Boundaries

The first introduction of multiple steps to the solver was Time Varying Boundaries (TVBs). Userscan provide a TVB function through the Python bindings, as detailed in Subsection 4.5, which willbe used to scale the desired velocity of all boundary points at the start of each step. That is, givena TVB function F , when given the coordinates p⃗b = (xb, yb, zb) of a boundary point b ∈ B and theaccumulative step size t, the desired velocity of b at step t (d⃗ub,t) is calculated as
d⃗ub,t = F(p⃗b, t)d⃗ub (4.10)

Where d⃗ub is the boundary point’s original desired velocity.

4.4 Moving Objects

The introduction of moving objects required additional data for both the boundary points as wellas a smart way of storing information concerning the objects themselves. Firstly, the solver has toknow which boundary points belong to which object. This is done using a simple id that is added tothe structure. Secondly, a list of object data is required. For each object o in the scene the followingdata is stored:
• The center of mass c⃗o.
• The object’s current rotation r⃗o.
• The current angular velocity ω⃗o.
• The number of boundary points |Bo|.
• The number of virtual forces |Fo|.

Out of all of these values, only ωo needs to be given an initial value. All the others are calculatedinternally. Updating objects happens in two distinct steps. Applying an object’s angular velocity to
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its boundary points, setting solid cells and the corresponding virtual forces happens as discussedin Subsubsection 4.2.4.
The second, and more interesting part of object updates, is of course moving them. Since thisrequires the solution to the current configuration, calculating object movement is done as lastin each step. Unfortunately, due to time limitations, translation was not implemented. However,rotation is fully implemented. Using gradient descent, the angular velocity at the equilibrium point
ω⃗o,e, as discussed in Subsection 3.4, is found for each object. This gradient descent starts with alearning rate equal to that provided for themain algorithm. To evaluate the torqueworking on eachobject, the solver is run with the same stopping conditions and learning rate schemes. However,it is only given ten percent of the maximum number of iterations. This way, performance shouldremain within reason and the results should be decently accurate. Using the approximated ω⃗o,e,the rotation over a step of size t is calculated as

δr⃗o =
t

2
(ω⃗o + (ω⃗o + t(ω⃗o,e − ω⃗o))) (4.11)

Next, the new angular velocity of each object is computed:
ω⃗o = ω⃗o + t(ω⃗o,e − ω⃗o) (4.12)

Following this, for all boundary points b ∈ Bo, the rotation caused by the average angular velocityover the executed step is applied:
p⃗b = Rz(δr⃗o,z)Ry(δr⃗o,y)Rx(δr⃗o,x) (p⃗b − c⃗o) + c⃗o (4.13)

where p⃗b are the coordinates of b and Ra(θ) is a rotation matrix over axis a by an angle of θ.

4.5 Python Bindings

With Python bindings becoming available for the project options that were available exclusivelythrough C++ preprocessor directives were converted to runtime defined and configurable vari-ables. Despite this hampering performance a tiny bit, the amount of customizability it gives to usersmore thanmakes up for this. Initially, the code had the following features locked behind directives:
• Enabling use of the Non-Uniform Discrete Fourier Transform (NUIDFT).
• Enabling virtual force approximation.
• Enabling virtual force culling.
• Execution platform.
• Floating point precision.
• Running in verbose mode.
• Used Learning Rate Method.
• Used Stop Condition.

While already an improvement over previous iterations of the solver, this still left much to be de-sired. In the most recent version, all but two of these options are configurable through several dif-ferent functions. The floating point precision remains a compile-time defined option for the simplereason that it would require essentially duplicating the entire code base for the single precision(float) and double precision (double) types. The NUIDFT, while novel, was lacking in performanceand incredibly complex. Therefore, the decision was made to remove it from the code for now.
The implementation of the Python bindings is done in three separate files:
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1. CMakeLists.txtThis file controls the compilation of the Python package, installation of dependencies andfinally installing the package using nanobind’s functions.
2. pyproject.tomlHere, the configuration settings for the package such as the version number, required Pythonversions and dependencies and the package name are listed.
3. fft_fluid_ext.cppThis C++ file contains the direct bindings, connecting the C++ side functions and respectivearguments to functions that will be available in the Python package.

Through these bindings, the solver’s full capability is exposed. Notably, the bindings allow for set-ting several variables that influence the learning rate, stopping conditions and virtual force culling.Additionally, via Python, users will be able to identify multiple objects in the simulation, with theoption of having them move. The Python side functions can be divided into four groups:
1. Configuration presetsThese functions expose several preset configurations as written by van Zwieten. The availablepresets can be found in Table B.1.
2. Manual configuration controlBesides the presets, the bindings expose functions that allow the user to build their ownconfigurations. A list of these can be found in Table B.2.
3. Parameter settingSimilar to the command line arguments, the Python package offers control over various pa-rameters influencing the solver. However, the bindings take this one step further, allowingvariables to be passed through to be used during execution. The documentation for thesefunctions is found in Table B.3.
4. Post-configuration functionsThese are functions that usersmaywant to use once a configuration is built or once a solutionhas been found, such as displaying the velocity field or freeing up the allocated memory.Table B.4 contains a list of such functions.

Amajor advantage of the bindings is the possibility of usingmultiple stop conditions. Furthermore,users can provide a list of parameters for the stopping conditions (PS) and learning rate methods(Pm) as specified in Subsubsections 4.2.6 and 4.2.8 respectively.

4.6 Mega Kernel Implementation

As mentioned in Subsection 3.2, porting the solving algorithm to the GPU in its entirety requiresusing NVIDIA’s cuFFTDx library. To use this library, two problems need to be solved:
1. Due to the design of the library, the size of the FFTs needs to known at compile time.
2. Kernels that put the input data into the GPU’s shared memory in the correct order need to beset up. Such kernels will be referred to as transpose kernels from now on.

The first issue is in immediate conflict with the current set up, in which the size of the system onlygets defined at runtime. Obviously, having a list of all possible combinations of sizes is not a feasible
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solution. The second idea that came to mind was zero buffering the FFTs: Always setting the FFTsto maximum size and not using anything beyond the N , M and L needed inputs. However, thisapproach has two major drawbacks. Firstly, it would most likely eat up all of the available memoryon the GPU without ever actually using most of it. Secondly, after executing an FFT, all the emptyoutput data would somehow have to be filtered out. Considering the complex nature of Fouriertransforms, the decision was made not to do this. Another solution to the compile time knownsizes presents itself in the form of another NVIDIA library: The NVIDIA Runtime Compilation library,or NVRTC. As the name suggests, this library allows for the compilation of CUDA kernels while theprogram is running. Since it is possible to pass parameters through this, it is possible to set upthe cuFFTDx FFTs with the user provided dimensions quite easily. Most notably is the low impacton performance this has, considering that compiling these kernels only has to happen at systeminitialization.
Whereas the first problem was quite handily solved, figuring out the transpose kernels proveda much harder task. Running a one dimensional FFT is trivial. However, when dealing with threedimensions, rather than just one, it becomes much more problematic. The main obstacle is that,with cuFFTDx, it is not immediately possible to run anything beyond a one dimensional FFT. Toexecute an n dimensional FFT, the library requires n FFTs. This is exactly where the trouble with thetranspose kernels comes in. When going from real to Fourier space the size of the data changes,complicating the process. Unfortunately, even with the assistance of NVIDIA employees, this issuewas not solved in time.
Despite not managing to get a functioning kernel with cuFFTDx, an important discovery was made.It ismost likely, except in very specific combinations of dimensions, not possible to create a singularkernel that executes the full algorithm. The FFTs that are created using cuFFTDx, and therefore byextension the transformation kernels, require very specific grid and block sizes. Therefore, unlessa guarantee can be made that these are the same for all three axes, the Fourier transforms haveto be split up into at least six separate kernels: Three for transforming the F⃗ into F̃ and three morefor the inverse transform from Ũ to U⃗ .
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Section 5

Results

In this Section the achieved goals are presented. First of all, the improved accessibility as providedby the Python bindings is briefly highlighted. Secondly, some example configurations and possibil-ities are discussed regarding the time varying boundaries. Furthermore, the implemented rotationof moving objects is considered. Lastly, all the research questions are answered.

5.1 Python Bindings

With the introduction of Python bindings to the project, using the solver, especially with differentconfigurations and settings, is easier than ever. Previously easy to edit items, such as the systemdimensions and a preset configuration are all still available. However, nearly everywhere else thesolver is now much more configurable. Firstly, setting up a configuration by hand is now possible.Users can add boundary points, or groups of boundary points in the shapes of lines, circles, spheresand superellipses, to the static parts of the configuration or any object they added. Furthermore,the necessary solids of the static part can be set. Additionally, manually adding a force that will notbe touched by the solver, as long as it is not overriden by a virtual force, is now possible.
Secondly, the bindings offer a lot of control over solver variables. Users can toggle the culling ofvirtual forces and set the cull radius. Moreover, the solver can now make use of multiple stoppingconditions, rather than just one. Better yet, as mentioned in Subsubsection 4.2.6, a lot of the vari-ables used for these stopping conditions can now also be configured. Similarly, the Dynamic Polyaklearning rate scheme can now also be edited to influence how and when the multiplier is updated.
Finally, obtaining output from running the solver has been made easier. The found velocity fieldcan be visualized and obtained as a text file. This text output has also been extended. In additionto the velocity field, it now contains information concerning the virtual forces, boundary points andany objects that were added to the system. Furthermore, themain solve function returns an object,containing data about the following:

• The runtime of each step.
• The number of iterations run each step.
• The initial, lowest and final cost of each step.
• The learning rate at the end of each step.
• The torque and total force acting on each object, each step.
• The total runtime.

Previously, this information was only printed. Making it available in this manner allows the user toeasily process the solver’s output, should they wish to do so.
It is of note that the numerous tests ran and graphs generated throughout this project have allbeen obtained using these bindings. Setting up configurations and obtaining detailed results onthe solving process is, compared to the previous editing of C++ code and the following compiling,very fast and easy. Performance seems to be on par with previous iterations of the solver, thoughfurther testing should be done to confirm this in greater detail. A full list of the available functionscan be found in Appendix B.
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5.2 Time Varying Boundaries

To confirm if the time varying boundaries were working two different configurations were tested,each with a separate function F . The first was a Couette flow, which was given the function
F(p⃗, t) = 1 +

1

2
sin (2πt) sin

(
πp⃗x
M

)
(5.1)

Secondly, a tilted channels configuration, which was given a function that is functionally the same,just equally tilted:
F(p⃗, t) = 1 +

1

2
sin (2πt) sin

(
π (p⃗x + p⃗y)

M

)
(5.2)

where p⃗ is the position of a boundary point, p⃗a is the coordinate of p on axis a, t is the current timeand M is the size of the system in the y dimension. These functions set up a sine wave over theboundary conditions. That is, the velocity field that is found should have peaks of higher velocitynear the boundaries, intertwinedwith equally big drops in velocity. The resulting fluid velocity fieldshave been visualized, and can be seen in Figure 5.1. The solver appears to be capable of finding asolution in such configurations. However, it is important to note that, just like with moving objects,both speed and convergence seemed to improve upon resetting the force field between steps.
It is interesting to note that there is no functional difference between giving a solver a TVB functionand executing multiple steps or changing the configuration on the Python side and executing eachstep separately. The only noticeable difference will be the requirement of having to initialize thesystemmultiple times. However, the time varying boundaries served as a great way to test the howthe solver responds to the introduction of time dependence by changing the boundary conditions.

(a) (b)
Figure 5.1: A Couette flow configuration (a) and a tilted channel configuration (b) when subject toa time varying boundary condition. The pictured states are both at t = 0.25.

5.3 Object Rotation

Before moving to testing, it was imperative to verify that an angular velocity ωo,e exists for eachobject o in the scene where the torque on that object is equal to 0⃗. To check this, three differentshapes were placed in the exact center of a Couette flow configuration. By giving each shape a
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Figure 5.2: The torque on a circle, ellipse and superellipse as a result of a given angular velocity.
set of angular velocities to test against, a set of resulting torques was obtained. The results ofthis test can be found in Figure 5.2. As can be seen, the angular velocity and torque are in a linearrelation. Sadly, as can also be seen in the Figure, in particular for the ellipse, the solver is not alwaysaccurate enough to find a point exactly on this line. Therefore, instead of interpolating ωo,e fromtwo distinct points on the line, gradient descent is used again to slowly approach this equilibriumangular velocity.
With the methodology for object rotation described in Subsection 3.4 and knowing that ωo,e exists,it remains to show that finding this point indeed works. To this end, a circle with radius r = 3M

16was placed inside of a Couette flow configuration. This circle was given an initial angular velocity
ω⃗ =

(
0, 0,− 5

r

)T . The solver was then given 32 steps, each of size 1
8 to get the configuration to itsbalanced state. The torque and angular velocity of the circle at each step can be found in Figure 5.3.As expected, the change in torque is exponential, and is, for this specific case, approximated by thefunction −992.71e

−x
7.49 . The change in angular velocity is approximated by 0.09− 0.51e−0.13x.

5.4 Answering the Research Questions

Given the research questions in Subsection 2.5 it is now finally possible to provide an answer toevery one of them:
1. Can the solver be made more accessible with both preset and custom configurations?Yes, using a library, Python bindings have been generated, exposing the solver’s full function-ality as a small and easy to operate interface.
2. Is it possible to reduce the number of switches between CPU and GPU by implementing the algo-

rithm as a whole on the GPU?While it is impossible to port the current implementation to a mega kernel structure, it is pos-sible to convert the entire system to the GPU. However, doing so requires additional work be
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Figure 5.3: The progression of the torque and angular velocity with each step on a circle placed inthe center of a Couette flow configuration. The approximating function for each is drawn in orange.
done on the details regarding transformation kernels from Subsection 4.6. Additionally, careneeds to be taken to integrate the code’s main loop with a GPU implementation, which at themoment is greatly dependent on the single-threaded nature of the CPU.

3. Can time varying boundaries be introduced to the program while maintaining performance and
accuracy?Time varying boundaries are, due to the implementation, inherently quite poor in terms ofperformance. However, as they are only applied once each step, this is negligible. A goodaccuracy ismaintained simply by keeping track of an original desired velocity, preventing errorbuild up through incremental updates.

4. Can groups of boundary points be introduced that act as a moving object in the simulation while
maintaining performance and accuracy?An intricate system has been made to keep track of several objects in a configuration. Up-dating boundary points belonging to these objects is largely done on the GPU, ensuring thatupdates take as little time as possible. However, the accuracy may be further improved byextending the boundary point structure with an original coordinate, minimizing the floatingpoint error build up as the solver progressess.
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Section 6

Conclusion

In summary, in this thesis, several aspects of the solver developed by Stam [2], Gaeremynck [3]and van Zwieten [4] have been extended. With the introduction of Python bindings, working withthe code has becomemuch easier. Not only have previous options that were available through thecommand line been kept available, but many new additions have been made that give users theoption to finely tune the solver to their liking. Already in this project alone the bindings have beenused extensively and it is hopefully something that will become available to more people in thefuture. Furthermore, with the introduction of both time-varying boundaries it was proven possibleto introduce (time) steps to a time-independent solver by finding intermittent solutions. Continuingthis development of multiple steps being executed, moving objects were introduced to the solver,which lead to the successful implementation of allowing them to rotate.
However, not all endeavours in this project were a success. The idea of a mega kernel, while intheory possible and highly performant, seems to have been shut down by the implementationspecific details that cuFFTDx calls for. Additionally, there sadly was no time to fully complete theobject movement, as translation is currently not implemented due to time constraints. Finally, spe-cific to the code, some mess remains, and inevitably was introduced with the newly introducedfeatures.
Nonetheless, the current state of the project should provide a solid basis for further development.The theory supporting object movement has already beenworked out and should be decently easyto integrate into the current code. Furthermore, while the solver currently appears to find solutionsin an acceptable time, there is always room for improvement in terms of low level optimizations aswell as larger systems such as learning rate schemes and additional cost functions.
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Section 7

Additional Work

In the wake of this project there are still improvements and additions. Most notably, adding a sys-tem to evaluate the pressure field with the purpose of adding translation, as described in Subsec-tion 3.4, should be looked into. In theory, adding this to the existing code should be a relativelysmall amount of work.
Secondly, the non-uniform inverse discrete fourier transform (referred to as NUIDFT) as developedby Valentijn van Zwieten was chosen to be removed from the code. As stated in his paper theimplementation had poor runtime due to implementation inefficiencies. In this project the NUIDFTwas removed from the code base for the sake of readability. However, it might be a worthwhileundertaking to develop this idea further in future work.
Furthermore, looking into different learning rate schemes and cost functions might improve thesolver’s results. Configurations such as the four roller mill and lid driven cavity are known to makethe solver converge very poorly. Moreover, the poor convergence when starting from a solutionestablished by a previous step should be investigated. It was naively believed that starting fromsuch a solution would increase performance. However, the opposite was found: When resettingthe force field before finding a solution the solver converged both faster and further.
Finally, in the interest of performance, it remains interesting to study the mega kernel approach.Though it is not possible to have one big kernel, it is most likely a good idea to introduce a biggersplit between CPU and GPU code. Despite efforts to split the two into separate functions, somemixing could not be avoided. This marginally hampers both performance as well as readability ofthe code. Both of which could give rise to issues with future endeavors.
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Section A

Program Flow

Start System
Initialization

Time Step
Initialization

Velocity Field
from Force Field

Cost Calculation

Yes
Stopping
Condition
Satisfied?

Yes

No Time Steps
Remaining?Result LoggingEnd Gradient

Descent Step

Learning Rate
Update

Figure A.1: The solver’s flow chart. The red ellipses indicate start and end points. Blue boxes repre-sent actions and blue diamonds indicate conditional branching of the code.
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Section B

Python Functions

Function name Parameters Descriptionset_couette_flow n/a Sets a Couette flow configuration.set_two_moving_plates n/a Sets the two moving plates configu-ration.set_lid_driven_cavity n/a Sets a lid driven cavity configuration.set_four_roller_mill n/a Sets a four roller mill configuration.set_tilted_moving_plates n/a Sets the tilted moving plates configu-ration.set_sinusoidal_plates n/a Sets the sinusoidal plates configura-tion.set_pressure_pipe n/a Sets a pressured pipe configuration.
Table B.1: Functions that switch the solver’s configuration to a preset.
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Function name Parameters Descriptionset_boundary_point x, y, z, ux, uy , uz ,
idx

Creates a singular boundary pointfor object idx at point (x, y, z) witha velocity of (ux, uy, uz).set_boundary_line x1, y1, z1, x2, y2,
z2, d, u, idx Creates a line of d boundary pointsfor object idx from p1 = (x1, y1, z1)to p2 = (x2, y2, z2). The velocity ofthe created points will be u in thedirection of p1 to p2.set_boundary_circle x, y, z, r, u, d, idx Creates a circle of d boundarypoints for object idx on layer z with

(x, y) as its center and a radius r.The velocity of the created pointswill be u tangent to surface of thecircle.set_boundary_sphere x, y, z, ux, uy , uz ,
r, da, dp, idx Creates a sphere consisting of

dadp+2 boundary points for object
idx centered at (x, y, z) with an an-gular velocity of (ux, uy, uz) and ra-dius r.set_boundary_ellipse x, y, z, ux, uy , uz ,

a, b, ω, d, idx Creates an ellipse of d boundarypoints for object idx with angularvelocity (ux.uy, uz) on layer z with
(x, y) as its center and a and b as itsmajor and minor axis respectively.set_boundary_super_ellipse x, y, z, ux, uy , uz ,

a, b, n, ω, d, idx Creates a superellipse, with power
n, of d boundary points for object
idxwith angular velocity (ux.uy, uz)on layer z with (x, y) as its centerand a and b as its major and minoraxis respectively.set_solid x, y, z Sets the grid cell at (x, y, z) to solid.set_force x, y, z, fx, fy , fz Sets the force at coordinates
(x, y, z) to (fx, fy, fz).add_object Io, ωx, ωy , ωz Adds an object to the simulationand returns its index. The func-tion Io should, given an x, y and
z coordinate of a grid cell, returnwhether it is inside of the ob-ject. The newly made object’s ini-tial angular velocity will be set to
(ωx, ωy, ωz).clear_configuration n/a Clears the configuration, this en-tails the following: Clearing allboundary points, all solids, all vir-tual forces and all objects. Further-more, the force field is reset to allzeroes.clear_solution n/a Resets the force field to all zeroes.

Table B.2: Functions and their parameters that allow users to make their own configurations.
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Function name Parameters Descriptionset_virtual_force_culling v, r Disables or enables virtualforce culling based on v. Whenit is enabled, virtual forceculling will remove virtualforces that are at a distance of
r or more from any boundarypoints in the configuration.run_verbose n/a Runs the solver in verbosemode,making it print the learn-ing rate and cost at each itera-tion.add_stop_conditions S, PS Enables all stopping conditionsspecified in S. Furthermore,stop condition parameters canbe set in PS .remove_stop_conditions S Disables all stopping condi-tions specified in S.set_learning_method m, Pm Switches to the learning ratescheme specified by m. Fur-thermore, learning rate param-eters can be set in Pm.set_time_varying_boundary F Sets the system’s time varyingboundary function to F . Thefunction f should, when givenan x, y and z of a boundarypoint together with a time t, re-turn a scalar by which to scalethe original desired velocity ofthat point.remove_time_varying_boundary n/a Clears the system’s time vary-ing boundary function.

Table B.3: Functions and their parameters that set solver variables.
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Function name Parameters Descriptionapproximate_virtual_forces s, imax, l Runs a subsystem of scale s withan initial learning rate of l and
imax maximum iterations to ap-proximate the virtual forces for thecurrent configuration.solve imax, l, t, ri, δt Runs the solver. The solver will pro-cess t steps, reporting the velocityfield every ri steps. Every step, witha size of δt, the learning rate will re-set to l and the solver will attemptto find a solution in at most imax it-erations.write_to_file f Outputs the current velocity fieldto the file specified by f .free n/a Frees the memory taken up by thesolver, effectively destroying it.display_stokes s, z Displays the velocity field of solver
s at a depth z.

Table B.4: Functions and their parameters that may be run after a configuration is set up or solved.
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