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On the Tameness of Perturbative Expansions

Abstract

The notion of tameness is believed to bear a significant meaning for fundamental physics: accord-
ing to the Tameness Conjecture, partition functions and correlation functions for UV-consistent
theories are tame functions. In this thesis we first introduce the notion of tame structures and
functions and illustrate their properties. Secondly, we present the theory of Borel summability
and how it is necessary to understand the non-analytic behaviour of path integrals in the weak-
coupling limit. These methods will be then applied to the study of partition and correlation
functions of certain quantum field theories on a point-like spacetime: by viewing them as the
Borel sums of their asymptotic expansions, we will show explicitly that they are tame functions of
the tame structure known as RG . Thereafter, we expound the basics of constructive field theory
and, relying on results obtained thereby, we extend our arguments for the tameness of partition
functions to more general theories. Finally, we explain how asymptotic expansions appear in
quantum mechanics when treated with the exact WKB method; we discuss how the occurrence
of Stokes phenomenon prevents us from establishing the tameness of the energy eigenvalues.
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Introduction

The aim of this thesis is to study the properties of partition functions and correlation functions non-
perturbatively. The property at the focus of our interest is that of tameness, or o-minimality : we will
be concerned with proving that, in certain quantum field theories, such physically-meaningful functions are
tame. In this introduction, we present the main subjects of study of this thesis and outline the thread of
reasoning which motivates each step and explains the meaning of our results.

Tameness

The origin of the concept of tameness, or o-minimality, lies in model theory and logic. Logic deals with formal
systems, which are built out of a set of inference rules – formally establishing how to reach a conclusion by
a train of deductions – and a language. A language should be thought as nothing short of a formalization of
the human language: it consists of a set of variables (about which we want to make statements, or formulas)
and a basic set of ‘words’, collected in a ‘dictionary’, by whose combinations a large set of statements can
be expressed to predicate the variables.
Of course, the larger is the ‘dictionary’, the more powerful is the language. In practice, we are interested
in languages which predicate numbers and, therefore, can specify to which set a number belongs; yet, due
to the different extension of their dictionaries, not all languages are able to define all numerical sets. For
instance, a statement like

n ∈ N

can be expressed only by a language which can define the set of integers N. If, moreover, that same language
allows for operations such like sums and products, it is said to be a language that contains arithmetic. These
apparently innocent and mild assumptions bring about several serious consequences, rigorously expressed by
theorems known under the name of their discoverers: Kurt Gödel, Alfred Tarski and Alonzo Church. These
theorems establish that formal systems containing arithmetic are afflicted by some severe limitations: thus,
it is sensible to distinguish formal systems of logic between those which contain arithmetic and those which
do not. The latter systems are instances of o-minimal (or tame) structures.

A tame structure can in fact be viewed as a logic language; however, the underlying logic interpretation
can be substituted with a more intuitive and pictorial geometric perspective. Adopting the latter, o-minimal
structures are then viewed as families of sets (tame sets), closed under certain set-theoretic operations (such
as union, intersection...) which have a direct logic counterpart. The great advantage of this approach is that,
in a geometrical framework, the absence of arithmetic can be straightforwardly formulated: every subset of
R residing in an o-minimal structure is always a finite union of points and intervals, which the set of natural
numbers N clearly is not. Moreover, functions can be associated with sets by their graphs: a tame function
will be then a function whose graph is a tame set. The concept of tame function will be at the focus of our
interest throughout this thesis.

Tame structures are conjectured to bear a profound physical meaning in fundamental physics. In particular,
according to the Tameness Conjecture, it is expected that partition functions and other physical observables,
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2 Introduction

such as correlation functions, should be tame functions if they result from a valid low-energy effective field
theory. The purpose of this thesis is then to test this conjecture and to understand under which conditions
such functions can indeed be proved to be tame. A thorough explanation of the concepts anticipated hitherto
will be the content of Chapter 1.

Partition functions and correlation functions

Perturbative QFT

Having clarified our goal, the next step to take is to understand in depth the properties of partition functions
and correlation functions, found by field insertions in the path integrals. The foremost difficulty soon arises:
it is almost always impossible to compute a path integral exactly, so that one has to proceed perturbatively
via Feynman diagrams. A m-point correlation function is usually expressed by a path integral like

A(λ) =
ˆ
Dϕ e−S0[ϕ]−λSint[ϕ]ϕ(x1)...ϕ(xm)

where we can assume for the moment that the path integral measure Dϕ is normalized. If there are no field
insertions, i.e. m = 0, the path integral simply describes the partition function Z(λ). The perturbative
approach consists in Taylor-expanding the interaction term e−λSint[ϕ] and then commuting the sum with the
path integral ; after that, the remaining integrals are Gaussian and can be computed, at every order n, as a
finite sum over Feynman diagrams with n vertices. Yet, let us emphasise from now that the commutation of
the sum with the path integral is not allowed. The sanction for this transgression is that, at every order n
of perturbation, the number of diagrams will grow roughly as (pn)!, where p is the order of the interaction;
because of such a rapid growth, Feynman diagrams are often said to proliferate. As a consequence, the
perturbative expansion

A(λ) ∼ a0 + a1λ+ a2λ
2 + ...

is divergent for every non-vanishing value of the coupling λ. Therefore, perturbative power series are not
convergent series, but rather divergent, asymptotic series. This feature has been known since the arguments
put forward by Dyson [Dys52].

Unlike convergent series, divergent series cannot be summed in the usual sense. Nevertheless, asymptotic
series can still capture the behaviour of the original function A(λ), if properly treated. The method that
allows to resum divergent series is known as Borel resummation, which will be extensively dealt with in
Chapter 2. Once this procedure is effected, the asymptotic series is turned back into the function expressed
by the path integral, which we were unable to compute explicitly. As it will be clarified, this function is
smooth, but non-analytic in the weak-coupling limit λ = 0. Indeed, the Taylor series at λ = 0 of the Borel
sum will be nothing else than the asymptotic expansion: in other words, the derivatives of the Borel sum at
λ = 0 are

dn

dλn
A(λ)

∣∣∣
λ=0

= n!an

and thus, since the Taylor series is divergent, A(λ) is not analytic at 0.

The Borel resummation method, in its most elementary form, only applies to the so-called Borel-summable
power series. Those power series which fail to satisfy certain constraints are not Borel-summable and must be
treated with more refined techniques, known as resurgence and alien calculus. The basics of these methods
will be presented in Chapter 2. Still, our main focus will be on Borel-summable power series: as it will be
explained at the end of the same Chapter, once Borel-resummed these series give rise to tame functions,
hosted in the o-minimal structure known as RG . In light of this realisation, we will be able to present our first
results in Chapter 3. We will select some very simple quantum field theories on a point-like spacetime and
show explicitly that their partition and correlation functions are tame, as it should be expected according
to the Tameness Conjecture.



Introduction 3

Constructive QFT

Perturbative series in powers of the coupling are by far the most standard approach to the solution of path
integrals. The brilliant idea underlying this method is the possibility of solving Gaussian integrals by Wick’s
theorem, and to pictorially represent every type of contraction by a Feynman diagram. Amplitudes are often
computed by adding up all the connected Feynman diagrams, generated by the logarithm of the partition
function. As argued earlier though, the number of Feynman diagrams, (even if only the connected ones are
considered) grows too quickly and the perturbative series is divergent, rendering the expansion asymptotic.

That perturbative expansions are only asymptotic can be regarded as a serious flaw. Indeed, an asymptotic
expansion is asymptotic to infinitely many functions, in analogy with the fact that a convergent series is the
Taylor series of infinitely many smooth functions. Therefore, if we want a quantum field theory (QFT) to
be truly predictive in the strictest of senses, we should be able to express observables by convergent series,
rather than perturbative asymptotic series. This task requires us to forsake Feynman diagrams, whose sums
lead to series in powers of the coupling, and substitute them with more sophisticated expansions. This is
the achievement of constructive QFT.
Constructive QFT consists in computing the equivalent of the sum over connected Feynman diagrams by
replacing them by spanning trees. Intuitively, spanning trees are graphs that touch all the vertices of Feynman
diagrams but have no loops. This feature turns out to be crucial, as it can be proved to ensure the convergence
of the sum over spanning trees; the downside though, is that such a sum no longer groups together different
powers of the coupling λ. Yet, the main purpose is fulfilled: the convergent sum over spanning trees directly
performs the Borel resummation of the perturbative series, so that no ambiguity due to the divergence mars
the predictive power of the theory. By constructive methods, a unique, well-defined function of the coupling
λ is produced for both the partition function and the correlation functions.

We will provide in Chapter 4 a brief introduction to constructive QFT and to the related technique known
as Loop Vertex Expansion (LVE). We will then rely on results obtained by these methods to argue that
more general partition functions are Borel-summable and therefore tame. Thus, further endorsement to the
Tameness Conjecture will be provided.

The eigenvalue problem in quantum mechanics

The Borel resummation procedure, jointly with alien calculus, enables us to treat any kind of divergent power
series. It is therefore interesting to explore other scenarios in which perturbation theory yields divergent series
which must be Borel-resummed; moreover, thanks to our understanding of Borel sums as tame functions
of the o-minimal structure RG , we aim at testing the Tameness Conjecture on other observables than QFT
partition and correlation functions.

Quantum mechanics is another field of Physics where perturbative power series are ubiquitous. Very
few time-independent Hamiltonians admit an exact solution, the most notable of which being the harmonic
oscillator and the hydrogen atom. In the remaining cases, the wavefunction solutions to Shrödinger’s equation
and the energy eigenvalues need to be expressed by a perturbative series in powers of a small parameter,
tuning the anharmonic part of the potential and usually reabsorbed into ℏ. Such series are again divergent and
must be Borel-resummed. An explicit computation of the perturbative expansion for the energy eigenvalues
can be found by means of the exact WKB method : thereby, exact quantisation conditions can be formulated
which fix the perturbative expansion at every order.

As it will be explained, the quantum tunnelling between different potential wells spoils the Borel sum-
mability of the perturbative expansion, causing the occurrence of the Stokes phenomenon. The Stokes
phenomenon demands a more careful treatment: it needs to be understood in terms of the aforementioned
alien calculus, and requires the perturbative power series to be promoted to transseries. In this context, we
will be unable to argue the tameness of the energy eigenvalues. When, on the contrary, the potential will be
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convex (so that only one potential well is present and no quantum tunnelling occurs) the energy eigenvalues
will be again tame functions of RG .

To investigate the tameness of the energy as function of ℏ (rescaled by the absorption of the coupling
constant) in presence of the Stokes phenomenon, we were led to search for a differential equation formally
obeyed by its asymptotic expansion. This challenging question was addressed by a direct numerical compu-
tation illustrated in Chapter 5, after an introduction to the exact WKB method and an explanation of how
to calculate an explicit transseries solution for the energy, in the case of a cubic potential.



Chapter 1

O-minimal structures

In this chapter, we present the basics of the theory of o-minimal structures. O-minimal structures have been
introduced and studied at length within the purview of logic and model theory; however, as it will be clarified
in this chapter, they can be regarded as purely geometric objects. In fact, a structure is essentially a infinitely
large family of sets, closed under several set-theoretic operations: namely union, intersection, complement,
Cartesian products and projections. These operations are mirrored by the logic operators ∧,∨,¬,∃ and ∀:
a structure can therefore be viewed as the geometric counterpart of first-order logic, created by assigning to
each logic formula a set where it holds true.

O-minimal structures are special structures which correspond to logic formal systems where arithmetic is
not defined. As it is well-known, formal systems strong enough to define arithmetic are affected by Gödel’s
incompleteness theorems, Church’s undecidability theorem and Tarski’s theorem of undefinability of truth.
All these theorems will not hold in the logic system described by an o-minimal structure. Moreover, when
viewed as geometric objects, o-minimal structures are an instance of the topologie modérée, envisioned by
Groethendick in his Esquisse d’un programme [Gro97]: a tame topology where some pathological sets (e.g.
those with a boundary of their same dimension) are ruled out.

After a brief review of the logic viewpoint on o-minimal structures in the first section, we adopt the
geometric approach and, mostly following [Dri98], we study the properties of o-minimal structures and the
functions that they host, i.e. the tame functions. We then give an extensive (though incomplete) list of
known o-minimal structures: in especial, the structure known as RG , which will be at the core of the results
presented in Chapters 3 and 4, is introduced. In section 1.6 we deal with subspecies of o-minimal structures,
known as sharply o-minimal structures, which allow for a notion of finite complexity to be defined. Finally,
in section 1.8, we explain how o-minimality is conjectured to be a key concept in fundamental physics,
motivating thus our interest in the properties of o-minimal structures and our endeavours to establish that
partition functions and correlation functions are tame.
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6 Chapter 1. O-minimal structures

1.1 First-order logic and structures

O-minimal structures are geometrical objects intended to mirror the properties of first-order logic systems
without arithmetic. Let us then review some basic notions of first-order logic before delving into their
geometrical and more pictorial counterparts.

1.1.1 First-order logic

Let us assume that some variables x, y range over non-empty sets X,Y . We can then express statements
concerning these variables by specifying relations ϕ(x, y), ψ(x, y), .... In logic, these are often referred to as
predicates or formulas. Such statements can be either true or not, and their validity will define other sets,
such as

Φ ⊆ X × Y := {(x, y) ∈ X × Y : ϕ(x, y) is true}. (1.1)

Albeit the approach may look already pretty geometrical, it should not be understood as such yet. Despite
their familiar interpretation, the variables x, y, need not stand for numbers, nor need the sets X,Y be subsets
of a geometric set. For example, you can think of the following scenario:

X := European countries
Y := The alphabet

ϕ(x, y) := x starts with letter y .

By these definitions, one has that the set Φ ⊆ X × Y as above comprises the element (France,F) but not
the element (Germany,B).

There are several operations which can be performed on logic formulas such as ϕ and ψ. As shown in
Table 1.1, all of these are mirrored by an operation on the sets Φ,Ψ defined as the sets where the respective
formulas hold.

Name in logic Logical operation Set-theoretic operation Name in set theory

Conjunction ϕ(x, y) ∧ ψ(x, y) Φ ∪Ψ Union

Disjunction ϕ(x, y) ∨ ψ(x, y) Φ ∩Ψ Intersection

Negation ¬ϕ(x, y) Φc Complementary

Existential Quantification ∃yϕ(x, y) πX(Φ) Projection

Table 1.1: Correspondence between logic and set-theoretic operations

In the last line projection onto X acts intuitively as

πX : Φ→ X (1.2)
πX((x, y)) = x (1.3)

so that, to be more precise, the set {x ∈ X : ∃yϕ(x, y)} can be found as πX(Φ). The universal quantification
∀ can be expressed by combining the aforementioned operations. Indeed, for a given formula ϕ, one has

∀yϕ(x, y) = ¬(∃y(¬ϕ(x, y))). (1.4)

Therefore, the set {x ∈ X : ∃yϕ(x, y)} can be found as (πX(Φc))c. Observe finally that the set-theoretic
operation of the Cartesian product is also needed to represent logic operations in set theory. The Cartesian
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product is needed in (1.1) to define the sets Φ and Ψ and, moreover, given two statements a(x) and b(y)
valid on A ⊆ X and B ⊆ Y , the conjunction ∧ reduces to a Cartesian product:

{(x, y) : a(x) ∧ b(y)} = A×B. (1.5)

The first three operations in Table 1.1 are special. The absence of the quantifiers defines the so-called
propositional logic: in this kind of logic the truth or falsehood of formulas depend in an easy way on the
truths of its atomic formulas. In fact, in the mid XIX century George Boole realised that upon assigning the
numbers 1 and 0 to true and false formulas respectively, it is possible to compute the truth of a compound
formula arithmetically. In particular, it is easy to convince oneself that, if the truths of ϕ and ψ are
respectively a and b, under the three operations the truth of the compound statement is given by Table 1.2:

Operation Truth

ϕ ∧ ψ ab

¬ϕ 1− a

ϕ ∨ ψ a+ b− ab

Table 1.2: Truth under the operations of a Boolean algebra.

The last row is easily derived as a consequence of the first two by expressing ϕ∨ϕ = ¬((¬ϕ)∧ (¬ψ)), whence
1 − (1 − a)(1 − b) = a + b − ab. The above table implies that the truth of any logic formula, however
complicated, can be computed by simple arithmetic operations on the truths of the elementary formulas it
contains.

The set-theoretic counterpart of propositional logic deserves the special name of Boolean algebra.

Definition 1.1 (Boolean Algebra). A Boolean algebra of subsets of a set X is a nonempty collection C
of subsets of X which is closed under the operations of Union, Intersection and Complementary.

Note that the subtraction between sets A\B can be written as A∩Bc, thus a Boolean algebra is closed also
under subtractions. Furthermore, the logic implication ϕ→ ψ can be also written in terms of the operations
of a Boolean algebra. Indeed it can be written as

ϕ→ ψ ⇔ ¬(ϕ ∧ ¬ψ)

where the right-hand side has clearly a set-theoretic counterpart, according to Table 1.1.

As soon as the quantifiers ∃,∀ are allowed for, no such simple table as 1.2 can be written down; we are
no longer dealing with propositional logic, but rather with predicative logic. Under the assumption that
quantifiers are only allowed to act on variables x, y, ... but not on predicates ϕ(x, y), ψ(x, y), ... the predicative
logic is said to be first-order.

1.1.2 Languages and model-theoretic structures

Model-theoretic structures provide a bridge between logic and geometry. The former discussion is way too
general, as it puts no constraints on the nature of variables and their relations. Languages and model-
theoretic structures can rigorously narrow the range in which the variables x, y can vary, and consequently
constrain the formulas ϕ(x, y, ...). They are defined as follows:

Definition 1.2 (Model-Theoretic Structure). A model-theoretic structure R = (R, (Si)i∈I , (fj)j∈J) is
a tuple consisting of a set R, called the underlying set, a set of relations Si ⊆ Rm(i),m(i) ∈ N, called
primitive relations, and a set of functions fj : Rn(j) → R,n(j) ∈ N, called primitive functions.
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For instance, an abelian group A generates a model-theoretic structure A = (A, 0,+,−), with 0 being the
identity, + the group operation and − the operation of taking the inverse (both are primitive functions).
An ordered ring1 R instead will generate R = (R,<, 1, 0,+,−, ·) where now to the functions +, · : R2 → R
and − : R → R the relation < has been added. Thus, we can see that now we have a logical framework
where our statements are much more ‘mathematical’ and, more precisely, geometrical. All variables must
now take values in a unique set R and their relations and functions can always be written as combinations
of well-specified primitive relations and functions (in simplest cases mentioned above there is but a finite
number of them).

Another useful notion is that of language. This is closely related to that of model-theoretic structure by
the notion of L-structure.

Definition 1.3 (Language, L-structure).

1. A language L is a disjoint union of two sets: a set of relation symbols and a set of function symbols.
Each relation symbol S and function symbol f is equipped with an integer called -arity, which refers
to the number of variables they can predicate. 0-ary symbols are called constants; 1-ary and 2-ary
symbols are said unary and binary respectively.

2. A L-structure is a model-theoretic structure R = (R, (SR), (fR)). SR and fR are the interpretations
of the relation symbols and the function symbols of the language L: if S is a m-ary relation symbol
then SR ⊆ Rm; if f is a n-ary function symbol then fR : Rn → R.

For example, the language of ordered abelian groups is Lab(<) = (<, 0,−,+) has a constant symbol 0, a
unary function symbol −, a binary function symbol +, and a binary relation symbol < .

Constant symbols can be thought of as functions f : R0 → R. However, we can also add them directly by
declaring that, given a model-theoretic structure R = (R, (Si)i∈I , (fj)j∈J), we define RC to be an extended
model-theoretic structure RC := (R, (Si)i∈I , (fj)j∈J , (c)c∈C) with C ⊆ R.

Let us summarise the thread of our reasoning. One can define a language L where all the statements of
one’s interest are expressible. The language L predicates variables taking values in a set R by means of
relations Si and functions fj . The statements produced thus by our language can then be readily translated
into a model-theoretic structure R over the set R, which is called L-structure after the language whose
properties it inherits. Here, the relations Si and the functions fj are ‘interpreted’ as SR

i and fRj .

1A brief recap of the terminology might be expedient.
• A ring is an abelian group (R, 0,+,−) equipped with an associative multiplication · such that + is distributive with

respect to the multiplication ·. − is the inverse operation of the group operation +, while and 0 is the identity thereof.

• An ordered ring is a ring equipped with a binary order relation < such that:

– 0 < 1;

– x < y =⇒ x+ a < y + a (translational invariance);

– If 0 < a, then x < y =⇒ xa < ya (invariance under multiplication by positive numbers).

• A division ring is a ring such that the multiplication · has an inverse for every x ̸= 0: thus it is a group also with
respect to the multiplication, whose identity is denoted by 1.

• An ordered field is an ordered division ring which is abelian with respect to the multiplication ·. We denote it then by
(R,<, 0, 1,+,−, ·) : note that the inverse of the multiplication is not written to remind ourselves, that, as opposed to −
, it is not defined for every element in R.

• An real closed field is an ordered field with the intermediate value property. Given a < b and a polynomial f , then if
f(a) < f(b) there must exist a c such that a < c < b and f(c) = 0.
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1.1.3 Structures

A model-theoretic structure is an instance of a more general object, called (unsurprisingly) structure. We
can now turn to their definition and see how model-theoretic structures belong to their kind.

Definition 1.4 (Structure). A structure on a nonempty set R is a sequence (Sm)m∈N such that:

1. For every m, Sm is a Boolean algebra of Rm;

2. If A ∈ Sm+1 then π(A) ∈ Sm where π : Rm+1 → Rm is the projection onto the first m coordinates;

3. If A ∈ Sm then R×A and A×R belong to Sm+1.

The first axiom guarantees that each element of the sequence Sm be a Boolean algebra (or, if you will,
a propositional logic system). The second axiom instead corresponds to the fourth row of Table 1.1: it
implements the existential and the universal quantifiers respectively. Thus they extend propositional logic
to the more general predicative logic.

As the name suggests, structures can be naturally connected to model-theoretic structures: given R =
(R, (Si)i∈I , (fj)j∈J) it suffices to state that Def(R) be the smallest structure such that every set defined by
the truth of a logical statement (expressed through the relations Si and functions fj) belongs to a Boolean
algebra Sn, for some n ∈ N. In the following we will be mostly concerned with the structure Def(RR),
namely a structure where all the items in R are considered as acceptable constant symbols (0-ary functions).

We are now ready to deal with notion of o-minimality, which will be at the focus of our interest throughout
this thesis. First, the “o” stands for order: we need to require that R be a dense, linearly ordered set. By
dense, we mean that the order relation obeys Archimedes’s axiom: for any a, b such that a < b there exists
c such that a < c < b. Having fixed this convention, we can finally state the definition of the subclass of
structures known as o-minimal structures.

Definition 1.5 (O-Minimal Structure). Given a dense linearly ordered nonempty set without endpoints
(R,<), an o-minimal structure on (R,<) is by definition a structure over R such that

the sets in S1 are finite unions of intervals and points.

Here intervals can also include the endpoints ±∞: these are defined such that −∞ < a <∞, ∀a ∈ R.

Hence, hearkening back to our previous discussions, we can say now that a model-theoretic structure R =
(R,<, ...) is o-minimal if Def(RR)is an o-minimal structure2. Remark that the R must include the order
binary relation < for the notion of o-minimality to be well-defined.
As an example, if G = (R,<, 0,−,+) is an ordered abelian group and Def(GR) (or, for brevity, simply G) is
an o-minimal structure, we will say that Def(GR) is an o-minimal expansion of the the abelian group G;
similarly, if G′ = (R,<, 0, 1,−,+, ·) is an ordered ring, we will say that Def(G′R) is an o-minimal expansion
of G′ if it is o-minimal. Intuitively, the o-minimal expansion of an ordered group provides the sets that can
be defined by only using the group operations and the first-order logic operators ∧,∨¬,∀,∃.

Before moving on to the next section and explore in detail the properties of o-minimal structures, let us
summarise the relationship between logic and structures. A given first-order logic formal system F, can be
turned into a geometric structure in the following steps:

• Consider the language L which the formal system F employs.

2By a slight abuse of notation, we will often refer to Def(RR) as simply R and use the latter symbol for (o-minimal)
structures.
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• Consider the L-structure associated with L: this is a model-theoretic structure R which contains the
interpretations of the relation and function symbols of the considered language; moreover, it specifies
the set R where the variables predicated by L live.

• Consider the structure Def(RR). If R is a dense linearly-ordered set, we may inquire as to the o-
minimality of such structure. All the operations in set theory of the sets that belong to this structure
are the exact mirror image of logic operations that can be taken within the initial formal system F
(which includes the language L), according to Table 1.1.

Suppose now that, as we shall consistently assume, R = R is the real line, i.e. the real closed field of the
real numbers. Then we can observe that, if Def(RR) is o-minimal according to Definition 1.5, and RR

is a L-structure for some language L in a formal system F, then F cannot be ‘strong enough’ to include
arithmetic. Indeed, arithmetic requires that all the integers be correctly defined, which is exactly what
o-minimality (1.5) prevents us from doing: a definition of the whole set of integers N is altogether lacking.
Therefore, there can be in F no such expression as “n ∈ N...”, for there is no definition of what is meant by
N. As a consequence, the formal system F is unaffected by such theorems as Gödel’s, Tarski’s, and Church’s
theorems, for which we refer to Appendix A.

1.2 Properties of o-minimal structures

In the previous section we have introduced o-minimal structures from both a model-theoretic and a geo-
metrical point of view. In this and the following sections, we will mostly adopt the latter; however, the
logic interpretation of structures will always lie in the background, and we shall occasionally resort to it
when need be. As it will become clear, geometrical facts about o-minimal structures can be proved easily by
exploiting the closure properties of the structure under first-order logic operations. Let us then list the most
significant properties of a fixed o-minimal structure on (R,<), denoted explicitly by R = (R,<,S), where
S = (Sm)m∈N is the sequence of Boolean algebras.

1.2.1 Elementary properties

In order to describe the properties of o-minimal structures, let us first fix some terminology. If a set A
belongs to Sm for some integer m, then we will say that A is R-definable or more simply definable (when
it is clear from context to which structure R we are referring). Furthermore, a function f : Rn → R is said to
be a (R-)definable function if its graph Γ(f) is a definable set. Remark that, if (R,<,S) is a L-structure
for some language L, all the function symbols (fj)j∈J of L (or, more precisely, all their interpretations as
primitive functions in the corresponding L-structure) are definable functions; however, they are by no means
all the definable functions: there are many more.

Let us then state some properties obeyed by definable sets.

Lemma 1.1. If A ⊂ R, is a definable set, then:

1. inf(A) and sup(A) exist in R∞ = R ∪ {±∞} (Dedekind completeness) and are definable.

2. ∂A, i.e. the boundary of A, is definable, finite and if ∂A = {a1, .., aN}, with a1 < a2 < ... < aN ,
then every open interval (ai, ai+1) either a part of A or it is disjoint from A.

3. More generally, if X ⊂ Rm is definable, the closure and the interior of X, cl(X) and int(X), are
definable.

The proof of the statements above displays all the power of the correspondence between logic formulas and
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operations in set theory. Indeed, if we manage to define a set ΩA by using first-order logic and starting from
a given set A which we know to be definable in a structure (o-minimality is not yet needed), we automatically
guarantee that the set ΩA can be retrieved by an appropriate sequence of set-theoretic operations on A; the
translation between the logic formulas and set-theoretic operations is again given by the Table 1.1. The
axioms stated in Definition 1.4 will then ensure that, upon taking such operations, the resulting set will still
lie within the same structure (even at every in-between step). This is why definability is called so: it is
equivalent to the property of being defined by first-order logic.

Proof.

1. We can write the definition of inf(A) as follows

inf(A) = {x ∈ R∞ : ∀y ∈ R ∃a ∈ A(x < y → x < a < y)} (1.6)

which ensures it to be definable (similar for sup(A)). Furthermore, as A ∈ S1, it must be given by a
union of intervals and points. It is easy to convince ourselves that the addition of {±∞} is in general
necessary.

2. The finiteness of ∂A is again a direct consequence of the fact that A ∈ S1. The second claim is also due
to the fact that A ∈ S1 plus the very definition of boundary in first-order logic terms, which ensures
definability:

∂A = {x ∈ R : ∀y ∈ R ∀z ∈ R (∃a ∈ A) ∧ (∃b /∈ A ) (1.7)
∧ [z < x < y → (z < a < x < b < y) ∨ (z < b < x < a < y)]}.

3. As previously argued, we merely have to write the definition of closure and interior in first-order logic
to claim that cl(X) and int(X) belong to the same structure as X: o-minimality will be inherited
directly from X. We have that

cl(X) ={(x1, ..., xm) ∈ Rm : ∀(y1, ..., ym) ∈ Rm, ∀(z1, ..., zm) ∈ Rm (1.8)

[((zi < xi < yi)∀i(1 ≤ i ≤ m))→ ∃(a1, ..., am) ∈ X ∧ ((zi < ai < yi)∀i(1 ≤ i ≤ m))]}

int(X) = {(x1, ..., xm) ∈ X : ∃(a1, ..., am) ∈ X ∃(b1, ..., bm) ∈ X (ai < xi < bi)∀i(1 ≤ i ≤ m)} (1.9)

whence it follows that ∂X = cl(X)\int(X) is also definable.

Despite the above logical definitions being cumbersome, they are actually much more easily wielded than
any sequence whatsoever of operations on sets that we may try to write down (and much more readable).

1.2.2 Definable functions

Let us state here some basic properties of definable functions that will prove to be useful later. First, the
definability of a function f is related to that of its domain and codomain.

Lemma 1.2. If a function f : A→ R, with A ⊆ Rm is definable, then A is definable and the codomain
f(A) is also definable.

Proof. For the first part, it suffices to observe that A can be written as the projection πm : Rm+1 → Rm

onto Rm of the graph of f , Γ(f) : namely, A = πm(Γ(f)). Similarly, the codomain f(A) can be viewed as
π1(Γ(f)), where now π1 : Rm+1 → R is the projection onto the last coordinate.
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In order to prove that certain functions are definable in an o-minimal structure, which will be the main
purpose of Chapter 3, it will be important to know that definability is preserved under several operations.
In the following, let us fix an o-minimal structure R where addition and multiplication are defined. For
instance, as it will be mostly assumed later, this can be a real closed field R = (R,<, 0, 1,+,−, ·).

Lemma 1.3. Given two definable functions f, g : A→ R, with A ⊆ Rm a definable set, one has

1. (f + g) : A→ R is definable;

2. (fg) : A→ R is definable;

3. If f : A→ f(A) is injective, then f−1 : f(A)→ A is definable.

If, on the other hand, h : R→ R is definable, one also has

4. (h ◦ f) : A→ R is definable.

The first two statements refer to the sum and the product of the functions: thus the proof of definability
will require the operations +, · to be binary functions of the o-minimal structure R. On the other hand, the
third and fourth statements do not require these assumptions and hold in any structure.

Proof.

1. The graph of (f + g) can be written as

Γ(f + g) = {(x, y) ∈ A×R : f(x) + g(x)− y = 0} (1.10)

which must be a definable set as the operations of + and − belong to R.

2. Similarly, the set
Γ(fg) = {(x, y) ∈ A×R : f(x) · g(x)− y = 0} (1.11)

is a definable set as the operations · and − are binary functions included in the definition of R.

3. If f−1 exists, which is guaranteed by injectivity, its graph must be the same as that of f :

Γ(f−1) = {(x, y) ∈ A×R : x = f−1(y)} = {(x, y) ∈ A×R : y = f(x)} = Γ(f) (1.12)

which automatically gives the definability of f−1.

4. The graph of the composition can be written as

Γ(h ◦ f) = {(x, y) ∈ A×R : ∀z ∈ f(A) (y = h(z)) ∧ (z = f(x))}, (1.13)

which is a definable set as it is described by first-order logic statements f(A) is definable.

1.2.3 The Monotonicity Theorem

Definable functions in an o-minimal structure are subject to some regularity conditions, as their graphs must
be definable sets in that same structure. One of such regularities is expressed for one-variable functions by
the following
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Figure 1.1: A tame function f(x) is always piece-wise monotonic and continuous or constant.

Theorem 1.1 (Monotonicity thoerem). Given an o-minimal structure (R,<,S), let (a, b) be an open
interval in R∞ and f : (a, b) → R a definable function. Then there exists a finite sequence of points
a =: a0 < a1 < ... < ak < ak+1 := b in (a, b) such that in every subinterval (aj , aj+1) f is either
constant or strictly monotone and continuous.

This theorem captures an essential feature of one-variable functions: they have a finite number of discon-
tinuities. This is quite remarkable, considering that we have not made any explicit request on the functions
themselves; the only constraint is that their graphs can be fitted in a given o-minimal structure. Further-
more, let us assume now that R = R is the real line, as we shall eventually need to do to interpret definable
functions as partition functions. Then the same theorem can be proved by substituting continuity (namely,
belonging to the class C0) with any Cm. The higher m, the finer the the division of the interval (a, b) will
be (and thus the larger the integer k), but it will always be possible to partition the original interval into a
finite number of subsets where the function is either constant or monotone and continuous together with its
first m derivatives. It is worthwhile to observe that the set where f is differentiable must be a definable set.
The reason is always the same: it is possible to define such a set with first-order logic. Indeed the set Df
where the first derivative can be defined is:

Df := {x ∈ (a, b) : ∀ϵ ∈ R\{0},∃δ ∈ R\{0} (1.14)

[((x− y)2 ≤ δ2) ∧ (y ∈ (a, b))→ (f(x)− f(y))2 ≤ ϵ(x− y)2] },

and therefore is definable (we had to set R = R as R is not a priori a metric space). Being definable, it
consists of a finite number of intervals or points, which guarantees that a partition such as that in Theorem
1.1 must exist. Note though that the foregoing argument only holds for finite m. The impossibility for
o-minimal structures to define the integers makes any statement about functions in C∞ ill-defined.

An important consequence of this theorem is that the function f , unless it is locally constant, is locally
invertible: indeed the continuity and the monotonicity are sufficient assumptions to guarantee invertibility.
Plus, the locality is, roughly said, ‘not too small’: the intervals have a finite, non-infinitesimal width.
The monotonicity theorem ensures that the one-variable functions which we may encounter in o-minimal
structures have a in-built regularity. For instance, functions like the Dirichlet function or Thomae function
cannot be definable in any o-minimal structure3. The Dirichlet function is nowhere continuous: the set of

3Recall that the Dirichlet function is a function D : [0, 1] → [0, 1] defined by{
D(x) = 1 if x ∈ Q
D(x) = 0 if x /∈ Q
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its discontinuities is its own domain (usually taken to be [0, 1]. The Thomae function is continuous over the
irrational numbers and discontinuous over the rationals Q: as these populate densely the domain [0, 1], they
again impair the finiteness of the discontinuities which the monotonicity theorem would ensure.

1.2.4 The Cell Decomposition Theorem

The cell decomposition theorem is at the core of the theory of o-minimal structures. In the words of the
authors of [BN23], it is the raison d’etre of the axioms of o-minimality. In a way, a generalisation of the
previous theorem to an arbitrary number of variables.

Consider a definable set X in a given o-minimal structure. Given a generic function f : X → R, we will
call C(X) the family of functions f that are both definable and continuous on X. We will call C∞(X) the
set C(X) ∪ {±∞}.

Definition 1.6 (Cell). Given (i1, i2, ...in) a sequence of ones and zeroes, a (i1, ..., in)-cell is defined induct-
ively by:

1. A 0-cell is a set {r} ⊂ R; a 1-cell is an interval (a, b) ⊂ R;

2. A (i1, ..., im, 0)-cell is the graph Γ(f) for f ∈ C(X), where X is a (i1, ..., im)- cell; a (i1, ..., im, 1)-cell
is the interval (f, g)X , where f and g belong to C∞(X) and

(f, g)X := {(x, r) ∈ X ×R : f(x) < r < g(x)}.

Intuitively, every entry i1, i2, ... tells us whether along any given direction, the cell in question looks like a
thin layer (given by the graph of a definable function), or by a thick bulk, delimited by the graphs of two
definable functions.
A cell in Rm is then a a (i1, ..., im)-cell for a necessarily unique sequence of i1, ..., im; moreover a (1, ..., 1)-cell
is said to be an open cell of Rm, since these are indeed the cells that are open in the ambient space Rm.
By their definition, it is quite clear that a cell C is always a definable set: again, it suffices to define it by
using first-order logic and exploiting the assumption that the boundary functions are definable. Furthermore,
cells are definably connected sets. A set X ⊆ Rm is said to be definably connected if it is a definable set
which cannot be written as the disjoint union of two nonempty definable open subsets of X.
Another property of cells is that of being homeomorphic under coordinate projection to an open cell. Intu-
itively, the desired homeomorphism is determined by the composition of projections along the directions in
which a cell C is ‘a thin layer’. More rigorously, if C is a (i1, ..., im)-cell, we can call λ(1), ..., λ(k) the indices
that are equal to 1 (so that k = i1 + ...+ im). Then the projection

(x1, ..., xm)→ (xλ(1), ..., xλ(k))

maps the original cell C into an open cell of Rk.

As the name might suggest, cells are intended to partition a given ambient space. This intuitive idea is
expressed rigorously first by the following

Definition 1.7 (Cell Decomposition). A decomposition of Rm is a finite partition of Rm defined induct-
ively as follows:

1. A decomposition of R1 is a collection

D1 = {(−∞, a1), (a1, a2), ..., (ak,+∞), {a1}, ..., {ak}};
The Thomae function is similarly T : [0, 1] → [0, 1] with{

T (x) = 1/m if x ∈ Q and x = n/m with n,m coprime
T (x) = 0 if x /∈ Q.
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2. A decomposition of Rm+1 is a finite partition of Rm into cells C1, ..., CN such that the set of projections
onto Rm

Dm = {π(Cj), j = 1, ..., N}
is a decomposition of Rm.

Before stating the theorem, we need one last definition. It is intended to capture how cells can partition not
only the ambient space Rm, but also any subset thereof.

Definition 1.8 (Partition). A decomposition Dm of Rm is said to be a partition of a given set A ⊆ Rm if
each cell C ∈ Dm is either a subset of A or not. Equivalently, Dm is a partition of A if A = ∪ki=1Ci for some
integer k and with Ci ∈ Dm for all i.

Finally, we are ready to state the very cell decomposition theorem.

Theorem 1.2 (Cell Decomposition Theorem). Let us fix an o-minimal structure (R,<,S). Then the
following hold:

1. Given any finite sequence of definable sets A1, ..., AN subsets of Rm, there exists a decomposition
Dm of Rm which is a partition for each A1, ..., AN ;

2. Given any definable function f : A → R with A ⊆ Rm, there exists a cell decomposition Dm of
Rm such that for any cell C ∈ Dm, the restriction of f to C f |C : C → R is continuous.

The cell decomposition theorem lies at the foundations of many other results in o-minimality. One example
is the following

Proposition 1.1. If X is a nonempty definable set, then X only has finitely many definably connected
components. These are both open and closed in X and they form a partition of X.

A definably connected component is a maximal definable connected subset of X. This proposition
shows that the finiteness notion given in the Definition 1.5 for the sets contained in the first element of the
sequence S1 carries over to all definable sets, although in a quite generalised way.

1.2.5 Definable families

Definable families are families of definable sets labelled by a parameter which varies in a definable set of its
own. Let X ⊆ Rm+n be a definable set. Then for every a ∈ Rm we define

Xa := {x ∈ Rn : (a, x) ∈ X}, (1.15)

which is a subset of Rn. Then we have the following

Definition 1.9. A definable family of subsets of Rn, with parameter space Rm is the family of sets
(Xa)a∈Rm , with Xa as in (1.15). These are called the fibres of the family.

Note that if X is definable Xa is also definable, as it can be written as the intersection of X with the sets

A1 := {a1} ×R× ....×R
...

Ai := R× ...×R× {ai} ×R× ...×R
...

Am := R× ...×R× {am}
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where each product has exactly n terms and ai is the i-th component of a ∈ Rm. Each of the sets is definable
by the axioms in Definition 1.4, as they are the products of the ambient space R with one-point sets {ai} which
are by definition definable. The intersection operation preserves definability as it is an operation allowed in
Boolean algebras (propositional logic). As regards definable families, we have the following:

Proposition 1.2. Let π : Rm+n → Rm be the projection onto the firstm components of any x ∈ Rm+n.
Then

1. If C is a cell in Rm+n and a ∈ π(C), then Ca is a cell in Rn.

2. If Dm+n is a decomposition of Rm+n and a ∈ Rm, the collection

Dn
a := {Ca : C ∈ Dm+n, a ∈ π(C)}

is a decomposition of Rn.

1.2.6 The Trivialization Theorem

Here we review another important result regarding definable sets and functions. The trivialization theorem
provides another way in which the regularity of definable sets manifests itself.

Having fixed an o-minimal expansion (R,<,S) of a real closed field (R,<, 0, 1,+,−, ·), consider a definable
function f : X → A, where X and A are definable. We can then view the sequence (f−1(a))a∈A as a definable
family of definable fibres f−1(a). Indeed, to match the previous Definition 1.9 of definable families, we can
call B := X×A and claim that Ba := {x ∈ X : (x, a) = (x, f(x)) ∈ B} is exactly the same as f−1(a). Then
we introduce the following

Definition 1.10. A definable trivialization of a definable function f : X → A is a pair (F, λ), where
F ⊆ Rn is a definable set and λ : X → F is a definable function, such that the function

(f, λ) : X → A× F
x→ (f(x), λ(x))

is a definable homeomorphism. If such F and λ exist, then f is said to be definably trivial.

Furthermore, we can consider a subset A′ ⊆ A and consider the function f restricted to f−1(A′) namely
f |f−1(A′) : f

−1(A′)→ A′. We will then say that f is definably trivial over A′ if f |f−1(A′) is definably trivial
(i.e. admits a definable trivialization). Then the following theorem holds:

Theorem 1.3 (Trivialization Theorem). Given a definable function f : X → A, there exists a finite
partition of A, namely A = A1 ∪ ... ∪Ak into k definable sets such that f is definably trivial over each
Ai.

Let us investigate the meaning of this theorem. f being definably trivial over each Ai means that f |f−1(Ai)

admits a definable trivialization for every i. Therefore, there must exist k pairs of definable functions and
sets (Fi, λi), i = 1, ..., k such that (f |f−1(Ai), λi) are definable homeomorphisms. Thus, we can group the
fibres f−1(a) into k subfamilies

Xi =
⋃

a∈Ai

f−1(a) = f−1(Ai),

each of which must be homeomorphic to Ai×Fi. Thus, we can conclude that the (in general infinitely many)
fibres f−1(a) of a definable family only come in a finite number types that are not definably homeomorphic
among themselves. This is then another manifestation of the admittedly vague notion of regularity that
characterises the definable sets.
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1.3 Definable invariants

The axioms (1.4) that define structures are similar to those that define topologies. This analogy heuristically
justifies the existence of definable invariants: these are quantities that are preserved by definable homeo-
morphisms, very much like topological invariants are preserved by general homeomorphisms. The definable
invariants which we are going to cover in this section are the dimension and Euler characteristic.

1.3.1 Dimension

In topology, dimension is a property of topological manifolds: a m-dimensional manifold M is a an open
set (Hausdorff and second-countable) which locally looks like Rm. The latter, fuzzy statement about the
similarity to Rm is made precise by the definition continuous bijections between subsets the manifold and
Rm, called charts; these are then continuously sewn together to form an atlas of compatible charts. It is
crucial that all the subsets of M are locally isomorphic to Rm, so that the dimension is a global property
of M . Definable sets, on the contrary, can consist of patches which are isomorphic to Ri for different values
of i: therefore, in general, a definable set is not a manifold. Nevertheless, a notion of dimension can still be
formulated by exploiting the cell-decomposition theorem. Indeed, albeit a general definable set X may not
a manifold, its cells, by construction, certainly are: a (i1, ..., im)-cell has dimension d =

∑m
k=1 ik. Hence, we

can attempt the definition:

Definition 1.11 (Dimension). The dimension of a definable set X is given by the maximal dimension of
the the cells contained in one of its cell decompositions. The dimension of the empty set is conventionally
chosen to be −∞.

At this stage, this definition is admittedly not very useful, as the cell decomposition of a given definable set
is not unique. However we have the following

Proposition 1.3. If X ⊆ Rm and Y ⊆ Rn are definable sets, and there exists a definable bijection
between them, then dim(X) = dim(Y ).

The latter statement essentially asserts that the dimension is a definable invariant: it is preserved by definable
bijections, just like topological properties are preserved by homeomorphisms, i.e. continuous bijections with
continuous inverse. Recall that, as stated in Lemma 1.3, there is no need to specify the definability of the
inverse of a definable bijection: given f definable, the graph of f−1, if it exists, is the same as that of f ,
Γ(f) = Γ(f−1), thus f−1 is automatically definable. The dimension of a definable set behaves ‘nicely’ (that
is, as intuition would suggest) under many respects. Some of the main facts are listed in the following

Proposition 1.4. Given two definable sets X ⊆ Y ⊆ Rm one has

1. dim(X) ≤ dim(Y ) ≤ m;

2. dim(X ∪ Y ) = max(dim(Y ), dim(Y ));

3. dim(X × Y ) = dim(X) + dim(Y );

4. The dimension of X is strictly greater than that of its boundary and equal to that of its closure,
namely

dim(∂X) < dim(X), dim(cl(X)) = dim(X). (1.16)

The last property captures an essential feature of definable sets. Although they are not manifolds, definable
sets are made up by a finite number of manifolds (namely their cells): this ensures a high degree of regularity
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Figure 1.2: Topologist’s sine curve. The boundary of the graph is [−1, 1] on the y axis.

and prevents them from being infinitely finely warped or discontinuous. A familiar example of a set which
is certainly not definable in any o-minimal structure is the graph of the topologist’s sine curve y = sin(1/x).
As it can be seen from Figure 1.2, the boundary of the graph Γ, is the interval [−1, 1] on the y axis4 , which
is obviously a definable set of dimension 1. On the other hand, viewed as a submanifold of R2, Γ is clearly
1-dimensional, as it is the image of the real line. Thus, we see that the graph Γ of the topologist’s sine has
the same dimension as its boundary and therefore it cannot be a definable set. Of course, this could have
been more straightforwardly inferred by observing that a function f having infinitely many zeros cannot
be definable in any o-minimal structure, as the set of its zeros Γ(f) ∩ R, being an infinite union of points,
does not abide by Definition 1.5. In this perspective though, it is more clearly illustrated how o-minimal
structures are instances of a tame geometry, which banishes pathological manifolds such as the graph in
Figure 1.2.

As a final remark, we note that the dimension is well-behaved also for definable families. We have the
following theorem:

Theorem 1.4. Let X ⊆ Rm+n be definable, and for d ∈ {−∞, 0, 1, ...} let

X(d) := {a ∈ Rm : dim(Xa) = d} (1.17)

where Xa is defined in 1.15. Then X(d) is definable and

dim

 ⋃
a∈X(d)

{a} ×Xa

 = dim(X(d)) + d. (1.18)

In the above theorem, X(d) is the locus in the parameter space Rm of parameters whose fibres have dimension
d. Hence it is intuitive to conclude that the dimension of the (trivial) bundle given by the Cartesian product
of the subset X(d) with its fibres be the dimension of X(d) plus d (in the spirit of point 3 of Proposition
1.4). The theorem guarantees that our intuition’s guess is indeed correct.

4Explicitly, one has int(Γ) = Γ, cl(Γ) = Γ ∪ [−1, 1], ∂(Γ) = [−1, 1].
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1.3.2 Euler Characteristic

Another definable invariant is the Euler characteristic, which is related to the previously defined concept of
dimension.
If we were to find a cell decomposition for an open interval (a, b), we may choose to do so with an arbitrary
integer number k of open intervals. To fill in the gaps, we will have to add the k−1 points in-between. Thus
the number of points minus the number of intervals gives consistently −1, regardless the decomposition we
have chosen. More generally then, let us define the Euler characteristic, for a given cell C, to be

E(C) = (−1)d, (1.19)

where d is the dimension of the cell. Then, given a finite partition P into cells we define

EP :=
∑
C∈P

E(C). (1.20)

Again, this definition is not very useful so far, as the partition P is not unique; however, we have the
following

Proposition 1.5. For any given two partitions P and P ′ of a definable set S, one has EP = EP′ .

Thus, the Euler characteristic is well-defined. Furthermore, it can be shown to be a definable invariant.
Indeed the following also holds:

Proposition 1.6. The Euler characteristic E(X) for a definable set X is preserved under the action
of definable injective map f : X → Rn. Namely

E(f(X)) = E(X).

1.4 Triangulation

In this section, we describe an important property of definable sets in an o-minimal structure (R,< S)
expanding an ordered real closed field (R,<, 0, 1,+,−, ·), which we will think of as a vector space over itself.
The triangulation property of definable sets in S , expressed by the Triangulation Theorem, elucidates from
a different viewpoint how these sets carry a notion of finiteness and regularity.

1.4.1 Simplices and Complexes

Simplices and complexes are a formal way of dealing with polyhedra in an arbitrary number of dimensions.
In the following treatment, we shall view simplices and complexes will as subsets of general ordered field Rn

rather than the more familiar euclidean space Rn, although we can of course help our intuition by restricting
ourselves to this case.
First, let us state that an affine function on an ordered real, closed field R is defined as a function
f : Rn → R which can be written as

f(x1, ..., xn) = λ1x1 + ...+ λnxn + a. (1.21)

Given k + 1 points a0, ..., ak in Rn, an affine subspace is given by the affine span of a0, ..., ak, namely byx ∈ Rn : x =

k∑
j=1

tjaj , tj ∈ R,
k∑

i=1

ti = 1

 . (1.22)
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If such a span has dimension k, then the tuple a0, ..., ak is said to be affine independent5. A simplex can
then be defined as bounded subspace of an affine subspace of Rn according to the following

Definition 1.12. Given an affine independent tuple a0, ..., ak, we define the k-simplex as

(a0, ..., ak) :=

{
x ∈ Rn : x =

k∑
i=0

tiai,

k∑
i=0

tki = 1 , ti ∈ R, ti > 0 ∀i

}
. (1.23)

We will say then that the tuple a0, ..., ak spans the simplex (a0, ..., ak). The points a0, ..., ak are called the
vertices of the simplex (a0, ..., ak).

The additional constraint that all the ti be positive restricts the affine space into a bounded subset thereof,
yielding an open simplex (a0, ..., ak); we will denote its closure by [a0, ..., ak]. Then, if we fix for a moment
R = R, we can quickly realise that [a0, a1, a2] is a triangle in the Euclidean space, while [a0, a1, a2, a3] can
be viewed as a tetrahedron. Inspired by our discovery, we can safely say that the simplex spanned by any
subset of {a0, ..., ak} is a face of the the simplex (a0, ..., ak). Note though, that a simplex σ, according to
this definition, is a face of itself.

Having thus reviewed simplices, we may now turn to complexes. As the name might suggest, they are
defined as follows:

Definition 1.13. A complex in Rn is a finite collection K of simplices in Rn, K = {σ1, ..., σN}, such that
for any two simplices σ1, σ2 in K, one of the following is true:

1. cl(σ1) ∩ cl(σ2) = ∅;

2. cl(σ1) ∩ cl(σ2) = cl(τ);

where τ is a common face of σ1 and σ2.

A complex is then defined as a collection of simplices. It is then natural to consider their union, which is
indicated with |K|. This is called the polyhedron spanned by K. Furthermore, the union of all the vertices
of the simplices in K amounts to the set of vertices Vert(K).

1.4.2 The Triangulation Theorem

Polyhedra are a very restricted class of sets, as they are defined by affine functions. Nevertheless, they play
an important rôle in o-minimality not only due to their simplicity, but also because they can be related
to any other definable sets by definable homeomorphism. This fact is summarised by the Triangulation
Theorem.

Theorem 1.5. Each definable set X ⊆ Rm is definably homeomorphic to a polyhedron |K| for some
complex K in Rm.

This theorem states that the topology of a definable set, which is insensitive to definable homeomorphisms
(i.e. definable change of coordinates) is the same as that of an object so simple as a polyhedron. A polyhedron
can be called simple in the sense that it is described by a combinatorial object, called scheme:

(Vert(K), {S ⊆ Vert(K) : S spans a simplex of K}). (1.24)
5Admittedly, this is not quite rigorous at this point, as we do not know yet whether these sets are definable. We can assume

for the moment that we can talk about dimension as these sets are clearly manifolds. Later we will argue why they are actually
definable sets in a precise o-minimal structure, and thus we are allowed to assign to them a dimension in the sense of the
previous section.
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Roughly, the set of vertices locates the polyhedron in space, while the second entry of the scheme, S, tells
us which subsets are the actual simplices that K consists of and which are not. Then the scheme is given
by a set plus a subset of the set of its parts: it is a combinatorial object.

To appreciate the Triangulation Theorem fully, we shall anticipate the content of the next section by
describing one of the simplest o-minimal structures. Having defined affine functions in (1.21), we can also
define the semilinear sets as finite unions of sets which can be expressed as

X = {x ∈ Rm : f1(x) = ... = fp(x) = 0, g1(x) < 0, ...gq(x) < 0} (1.25)

where f1(x), ..., fp(x) and g1(x), ..., gq(x) are affine functions on Rm. It is easy to show that these sets form
a structure in the sense of (1.4). Then one has the following:

Theorem 1.6. Let Sm be the Boolean algebra of semilinear sets of m variables. Then the sequence
S = (Sm)m∈N is an o-minimal structure.

With this new intelligence, we can think anew of simplices and polyhedra. Simplices are essentially semilinear
sets with the addition of a constraint of each ti, which is again expressible by an affine function. Therefore,
simplices are semilinear sets and thus so are polyhedra, which are finite unions of simplices. We can therefore
argue that the Cell Decomposition Theorem 1.2 will ensure the existence of a finite number of cells that
partition a polyhedron |K|. Furthermore, the cells must be definable in the same o-minimal structure where
the polyhedron is defined: they must be therefore semilinear sets. The very construction of polyhedra then
suggests that a very natural cell decomposition is that of all the simplices that appear in K. Moving back
to euclidean spaces, R = R, let us consider closed polyhedra: these are polyhedra that contain all the faces
of their simplices. As all faces are cells (other than simplices), we can assign a dimension of each of them
by (1.11); furthermore, we can also compute their Euler characteristic according to (1.20). For a closed
polyhedron |K| we will have

E(|K|) =
d∑

i=0

(−1)iNi (1.26)

where Ni is the number of cells – but in this case, also of simplices – of dimension i.
Consider now a closed tetrahedron |T |. Here we do not view it as a 3-dimensional simplex [a0, a1, a2, a3] as
before: rather, we view it as a polyhedron given by the union of four closed triangles, so that

|T | = [a0, a1, a2] ∪ [a0, a1, a3] ∪ [a0, a2, a3] ∪ [a1, a2, a3] (1.27)

So, |T | is actually 2-dimensional because all the simplices (and cells) it is made of are of dimension 2 or
lower; more colloquially, it has no ‘interior’.
Computing the Nis for |T | is rather simple. There are 4 vertices: these are 0-dimensional cells. Thus
N0 = 4. Then, there are 6 edges: these are 1-dimensional cells, so N1 = 6. There are also 4 sides: these are
2-dimensional cells, thus N2 = 4. Plugging in the numbers in (1.26), we retrieve a well-known result from
Euclidean geometry:

E(|T |) = #vertices−#edges +#faces = 4− 6 + 4 = 2 (1.28)

where by # we mean “the number of”.

As a final remark, we hearken back to Proposition 1.6. It tells us that the Euler characteristic is invariant
under definable homeomorphisms. Besides, the Triangulation Theorem 1.5 guarantees that definable sets can
be definably mapped to polyhedra, whose Euler characteristic we have shown to be easy to compute. Thus,
the combination of these gives us a recipe to compute the Euler characteristic of any definable set: as the
Euler characteristic will be unchanged, it suffices to turn it into a polyhedron by an appropriate definable
homeomorphism; we can then compute the Euler characteristic of the polyhedron in a similar fashion to
what we did in (1.28).
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1.5 Examples of o-minimal structures

Hitherto, we have always fixed a general o-minimal structure R to study its properties and how the notion
of finiteness encapsulated in the axiom of Definition 1.5 manifests itself in a variety of ways. However, the
hardest question to tackle is actually to determine whether a given structure is o-minimal or not; nay, it may
not even be clear whether a structure is indeed such. We have already encountered one such statement in 1.6:
the structure given by the sequence of the Boolean algebras of the semilinear sets is o-minimal. There are
much more general structures whose o-minimality we may want to inquire about; referring to the literature
for the proofs, we will now provide some examples of structures that are known to be o-minimal.

Before starting, it is worthwhile to understand more deeply the question that we are posing in terms of
logic. We should then remind ourselves that structures can be viewed as L-structures, namely the geometrical
realisations of a language L which consists in a set R, a set of primitive relations (Si)i∈I and a set of primitive
functions (fj)j∈J of different -arity. If we want our structure to be o-minimal, there must be an order
relation: therefore one of the relations Sj must be <. As far as we are concerned, this will be the unique
binary relation that our language includes. If we fix, as we shall do henceforth, the real closed ordered field
(R,<, 0, 1,+,−, ·) to be the real line R, where the constants and the operations bear their usual meaning,
the primitive functions that we are allowing for are the ordinary addition and multiplication among the real
numbers. As we will discuss below, the L-structure of this language is the structure of semialgebraic sets
and it turns out to be o-minimal, extending thus the previously mentioned o-minimal structure of semilinear
sets. This result is already quite non-trivial, but we may want to be even more ambitious. We may want, in
other words, to start adding more and more functions fj to our language L and wonder whether, at every
addition, the relative L-structure exits the realm of o-minimality or not. This is roughly the spirit in which
research into this field has been led until today; some remarkable results, such as [RSS23] were only attained
very recently.

In all the examples below, we will collect the functions fj in a generating family F = ∪j∈Jfj . Availing
ourselves of the close relationship between languages and structures, we like thinking of F as a ‘dictionary’: it
contains all the elementary ‘words’ (i.e., primitive functions) wherewith all the other possible statements (i.e.,
sets) of a language L (i.e., the associated L-structure) can be expressed. The admittedly fancy metaphors
used at the beginning of the Introduction are now hopefully unravelled.
With some abuse of notation we will not distinguish between fj and its interpretation fRj ; thus the structures
that will be described below will be (R, <, 0, 1,+,−, ·,F), which we will indicate for brevity RF . As the
ring operations of R are preserved in RF , all of the following structures are also to be considered o-minimal
expansions of the real field R.

1.5.1 Ralg: Structure of semialgebraic sets

The first case to consider is naturally F = ∅. We consider then the structure generated by (R, <, 0, 1,+,−, ·)
where the only allowed operations, other than the order relation <, sums and products between the coordin-
ates x1, ..., xm ∈ R. It is clear then that the only functions that we will be able to define in this structure
(or language) are algebraic, whence the name Ralg (rather than R∅). Let us now provide a more geometric
perspective: the semialgebraic sets are then defined as those subsets of Rn which can be written as finite
unions of sets like

X := {x ∈ Rn : P (x) = 0 ∧ (Q1(x) < 0) ∧ ... ∧ (Qs(x) < 0)} (1.29)

where P and Q1, ..., Qs are polynomials in x ∈ Rn (i.e., of n variables). Note that the condition P1(x) =
0 ∧ P2(x) = 0 is equivalent to P 2

1 (x) + P 2
2 (x) = 0, which is a single polynomial equality: this is why, in

the above definition, we can insert only one polynomial equality P (x) = 0 . Let us now show explicitly
that

Proposition 1.7. For every n, the collection Sn ⊆ Rn of semialgebraic sets is a Boolean algebra.
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Proof.

1. Closure under finite intersection: Consider the sets A =
⋃MA

i Xi and B =
⋃MB

j Yj where the set Xi, Yj
are as in (1.29) and MA and MB are some integers: then A,B ∈ Sn. Thus, one has

A ∩B =

(
MA⋃
i

Xi

)
∩

MB⋃
j

Yj

 =
⋃
i,j

(Xi ∩ Yj) (1.30)

where each Xi ∩ Yj is again of the form (1.29) because one can simply add as many polynomials
inequalities as are needed, and merge the polynomial equalities into only one as remarked above.
Hence we conclude A ∩B ∈ Sn.

2. Closure under complement : Given A =
⋃MA

i Xi, one has Ac =
⋂MA

i Xc
i . Note that if X is in the form

(1.29), then

Xc
i = {x ∈ Rn : P (x) ̸= 0 ∨ (Q1(x) ≥ 0) ∨ ... ∨ (Qs(x) ≥ 0} (1.31)

= {x ∈ Rn : P 2 > 0} ∪
s⋃
i

{x ∈ Rn : Qi ≥ 0}

= {x ∈ Rn : P 2 > 0} ∪
s⋃
i

({x ∈ Rn : Qi > 0} ∪ {x ∈ Rn : Qi = 0})

hence the closure can be expressed as a finite union of sets in the form (1.29) and therefore Xc
i ∈ Sn.

Then from the closure under intersection follows that Ac ∈ Sn.

3. Closure under union: This follows by the definition itself of semialgebraic sets as being a finite union
of sets (1.29).

It can be shown that the other axioms in (1.4) are satisfied. The Cartesian multiplication by R clearly maps
a semialgebraic set X ∈ Sn to R × X ∈ Sn+1, as a polynomials in n variables can always be viewed as a
special case of a polynomial in n + 1 variables. The closure property of the sequence of Boolean algebras
(Sn)n∈N under projection π : Rn+1 → Rn, known as the Tarski-Seidenberg property, is more subtle and we
refer to [Dri98] for a detailed proof. Let us merely remark that the sets defined by polynomial inequalities,
such as A = {x ∈ Rn : Q(x) ≤ 0} must be included to Sn to guarantee the closure of the structure under
projection: in fact, these sets naturally arise as the projections of sets defined by polynomial equalities in
higher dimensions. For example, taking A as above, we can write it:

A = π{x ∈ Rn+1 : y2 +Q(x) = 0} (1.32)

where the projection π : Rn+1 → Rn is the projection onto the first n coordinates. Hence it can be proved
that

Proposition 1.8. The sequence (Sn)n∈N of the Boolean algebras of semialgebraic subsets of Rn is a
structure, which we call Ralg.

Since any polynomial can only have a finite number of roots, intuition may suggest that any set A belonging
to S1 must be a finite collection of points or intervals. This was in fact proved by Tarski in [Tar49]:

Theorem 1.7 (Tarski). The structure Ralg of semialgebraic sets is o-minimal.

Another rigorous and general proof of this important fact can be found in [Dri98], Chapter 2: therein, the
semialgebraic sets are more generally regarded as subsets of a topological space which need not be Rn.
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1.5.2 Analytic extensions of Ralg

In the previous section, we have found Ralg to be the o-minimal expansion of the real closed field (R, <
, 0, 1,+,−, ·), keeping the generating family F empty. Here we will enlarge the structure of semialgebraic
sets by adding collections F of analytic functions. These will sometimes be taken on the whole real line, but
in other cases they will be restricted to bounded subset of Rn. It is worthwhile to remark that the algebraic
functions will be always definable in a structure (R, <, 0, 1,+,−, ·,F): although the subscript ‘alg’ will be
omitted from the notation RF , it should always be understood to be there.

Rexp

A first and very important example is F = {exp}. The structure Rexp, which we can write explicitly as
Rexp = (R, <, 0, 1,+,−, ·, exp) , where of course exp : R→ R+ and exp(x) = ex, was proved to be o-minimal
by Wilkie in [Wil96]. Although only one function has been added to Ralg, this result is considered a real
milestone in the theory of o-minimality, as it adds to the generating family F a transcendental function
defined on the whole R. As the next example shows, the latter fact is quite non-trivial.

Ran: Restricted analytic functions

Consider the structure RF where F is the collection of all analytic functions f : [−1, 1]n → R such that,
for every f , there exists an analytic function f̃ : U → R, with U ⊃ [−1, 1]n, whose restriction to the unit
cube is equal to f : f̃ |[−1,1]n = f . Conventionally, the analytic functions f are set to vanish outside the unit
cube [−1, 1]n, so that they are more conveniently defined on the whole Rn. This structure, called Ran, was
proved to be o-minimal in [DD88]. This result is shows how it is possible even to add an infinite number of
functions to F while preserving the o-minimality of the resulting structure.

It will be expedient to stress here why the analytic functions must be restricted to an interval, and also
why the interval must be closed.
The first question is rather straightforward. The most notable example of a function that cannot be fitted
in any o-minimal structure RF is the sine function sin(x). When taken on the whole real line R, the sine
has infinitely many roots, which clearly contradicts the axiom (1.5). The sine is an analytic function, as
it is given by a power series with infinite radius of convergence. Thus, if we want to allow for any kind of
analytic function on R, we must needs restrict it to an interval so that its zero set is prevented from creating
an infinite and discrete sequence of points.
The second issue is slightly more subtle. Consider the plot of the function sin(1/x) shown in Figure 1.2.
sin(1/x) is analytic at every point of the open interval (0, 1), but clearly has infinitely many zeros in that
same interval. The additional requirement that the domain must be closed, however, rules out any such
behaviour. In fact, in our example, the function sin(1/x) clearly has only a finite number of zeros on any
closed interval [ε, 1], however small ε may be; obviously, it is impossible to define it on [0, 1] because it is
ill-defined at x = 0.

Ran, exp

The exponential is an analytic function, so it is included in Ran only on restricted closed intervals. Nev-
ertheless, it was proved in [Dri94] that ex can be added to Ran also when defined on the whole real line:
this gives rise to the o-minimal structure Ran, exp. We remark that this structure has been realised to bear
a significant physical significance: all Feynman diagrams, viewed as functions of external momenta and the
parameters of the QFT (essentially masses and coupling constants) are definable in this structure [DGS22].

There are more structures in which F contains analytic functions, one of which, named RPfaff, will be
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reviewed in the next section in the context of sharply o-minimal structures. Before moving on to structures
where F contains non-analytic functions though, an important remark is due. If F contains only analytic
functions, it does not follow that all the definable functions of RF are everywhere analytic. Consider for
instance the function f : R→ R in Figure 1.3:

f(x) =

{
e−1/x2

x ̸= 0

0 x = 0.
(1.33)

This function is clearly non-analytic at x = 0, as its Taylor series is identically vanishing thereat. Neverthe-
less, it is definable in Rexp, as it can be shown explicitly. Let

Γ1 := {(x, y) ∈ R2 : (y = exp(z)) ∧ (zx2 + 1 = 0) ∧ (x > 0)} (1.34)

Γ2 := {(x, y) ∈ R2 : (y = exp(z)) ∧ (zx2 + 1 = 0) ∧ (x < 0)}
Γ3 := {(0, 0)}.

Then clearly, Γ(f) := Γ1 ∪ Γ2 ∪ Γ3 is the graph of f and is definable in Rexp. So, it is possible to find
non-analytic functions even in structures whose generating family F only contains analytic functions, but
this demands an explicit exhibition of the construction of the graph, which may be rather involved in more
complicated examples.

f(x)

Figure 1.3: A tame function non-analytic at x = 0.

1.5.3 Beyond analyticity

Let us now illustrate more sophisticated o-minimal structures RF where F admits functions that are not
analytic (at least in one point of their domain).

RC(M): Quasi-analytic Denjoy-Carleman classes

This structure is discussed in [RSW03]. It is defined again as RC(M) = (R, <, 0, 1,+,−, ·,F), where F is
chosen as follows. Given a sequence of integers M = (M0,M1, ...), consider a closed box B = [a1, b1] ×
[a2, b2] × ... × [an, bn] ⊆ Rn. Consider then the functions f : B → R which can be extended to an open
neighbourhood U of B to a C∞ function g : U → R which has the following property: for every x ∈ U and
α ∈ Nn there exist a constant A such that

|g(α)(x)| ≤ A|α|+1M|α| (1.35)
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where |α| = α1 + ... + αn, while g(α) stands for the partial derivative ∂α1

∂x
α1
1

... ∂αn

∂xαn
n
g . All such functions f

are grouped in the Denjoy-Carleman class on B associated with M, indicated as C0B(M). Because
f ∈ C0B(M) extends to an infinitely differentiable function g ∈ C∞(U), for every x ∈ B it is possible to define
a Taylor map at x0

f → f̂(x) =
∑
α∈Nn

gα(x0)

α!
(x− x0)α

where, as it might be intuitive, α! := α1! ·α2! · ... ·αn!, and similarly xα := xα1
1 · ... ·xαn

n . In general, a function
is said to be quasi-analytic if the Taylor map thus defined is injective. In the specific case of C0B(M), it
can be proved that quasi-analyticity is equivalent to the condition∑

i

Mi

Mi+1
=∞. (1.36)

Note that if Mi = i!, then quasi-analyticity reduces to ordinary analyticity.
To build an o-minimal structure, a further constraint on the sequence M must be imposed: it has to be
strongly log-convex, which means that the rescaled sequence M̃ := (M0,

M1

1! ,
M2

2! , ...) is log-convex. This
means that

M̃2
i ≤ M̃i−1M̃i+1 ⇐⇒M2

i ≤Mi−1Mi+1
i

i+ 1
. (1.37)

Finally, to ensure closure under differentiation, we define CB(M) to be the algebra of functions

CB(M) :=

∞⋃
j=0

CB(M (j)) (1.38)

where M (j) := (Mj ,Mj+1...). Having done so, we can then define F to be the collection of all functions
f̃ : Rn → R such that when restricted to the unit cube B = [−1, 1]n we have f̃ |B ∈ CB(M), whereas they
are identically 0 outside the unit cube. Then, the main result proved in [RSW03] is

Theorem 1.8. Given the structure RC(M) built as above, if M is strongly log convex (i.e. obeys (1.37)
and obeys the quasi-analyticity condition (1.36), then RC(M) is o-minimal, model complete, polynomially
bounded and admits a C∞ cell decomposition6.

This is a first example where non-analytic functions can be added to an o-minimal structure. Remarkably,
it was proved again in [RSW03] that there even exists a function f ∈ C0[−1,1](M) which is nowhere analytic
on its domain!

Ran,H : Quasi-analytic solutions to ODEs

This structure is described in detail in [RSS07]. As the label suggests, it is an extension of Ran by the addition
of functions H1, ...,Hr : (0, ϵ]→ R. These functions are arranged in a vector H which is the solution to the
following system of differential equations:

xp+1 dyi
dx

= A(x, y1, ..., yr) (1.39)

where p is an integer called Poincaré rank and A is a real analytic function at 0 ∈ Rr+1 and A(0, 0) = 0.
Furthermore, let us assume that limx→0H(x) = 0 and that H admits an asymptotic expansion

Ĥ(x) =

∞∑
k=0

hkx
k ∈ R[[x]]r (1.40)

6By model complete, it is meant that the requirement the structure be closed under complements is superfluous (i.e., one
can define the structure without this assumption an prove that it is satisfied). By polynomially bounded, it is meant that all
the definable functions of the structure diverge at most polynomially. Finally, by C∞ cell-decomposition it is meant that the
Cell Decomposition Theorem 1.2 holds even if the word “continuous” is replaced by “of class C∞”.
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as x→ 0. Let us now introduce the following notation:

Definition 1.14. Given a power series or a C∞ function ϕ(x) we define:

• Jkϕ(x) =
∑k

i=0
ϕ(i)(0)

i! xi (k-th jet).

• Tkϕ(x) =
ϕ(x)−Jkϕ(x)

xk .

• valϕ = minl{ϕ(l)(0) ̸= 0} (the order of the lowest non-vanishing derivative).

Having done so, we can proceed with the following definition:

Definition 1.15 (Strong quasi-analyticity). A solution H = (H1, ...,Hr) : (0, ϵ]→ Rr to equation (1.39) is
said to be strongly quasi-analytic if it tends to 0 as x → 0, it has an asymptotic expansion (1.40) for
x→ 0 and moreover, given

• n polynomials P1(x), ..., Pn(x) with val(Pl) > 0 and P val(Pl)
l (0) > 0 for every l = 1, .., n;

• an analytic function f(x, z11, ..., zrn) with f(0) = 0;

one has that the following implication holds:

f(x, TkĤj(Pl)) ≡ 0⇒ f(x, TkHj(Pl)) ≡ 0

where by “≡ 0” we mean “identically 0 for every x ∈ (0, ϵ]”.

We then have the following:

Theorem 1.9. Given the differential equation (1.39), assume that it has a strong quasi-analytic solution
H : (0, ϵ] → Rr. Then the structure Ran,H generated by the restricted analytic functions and H is o-
minimal and model complete.

Moreover, the authors of [RSS07] provide sufficient conditions to ensure that H be indeed strongly quasi-
analytic:

1. The eigenvalues λ1, ..., λr of the matrix ∂A
∂y (0,0) are non-zero and their arguments are two-by-two

distinct. This implies that the formal power series Ĥ is unique and it is p-summable in every direction
except along Stokes lines θlj (there are pr of them) determined by the equation pθlj = argλj + 2πl. (
1 ≤ j ≤ r; 0 ≤ l ≤ p− 1). With each Stokes line is associated a Stokes coefficient clj .

2. For every j there is at least one l such that clj ̸= 0.

Although we will not deal with this structure in the rest of this thesis, the terminology employed here will
be explained at length in Chapter 2, as it is the same needed to understand the o-minimal structure RG , to
be defined later, which will be at the focus of our future discussions.

Ran∗ and Ran∗,exp: Convergent generalised power series

This structure is a generalisation of Ran and is described in [vS98].
The primary feature of analytic functions is that they are uniquely determined by a power series with integer
powers in every variable. Nevertheless, we may consider a tuple X = (X1, ..., Xn) and a formal power series

F (X) =
∑

α∈[0,∞)m

cαX
α =

∑
α∈[0,∞)m

cα1,...,αm
Xα1

1 · ... ·Xαm
m (1.41)
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where αi ∈ [0,∞): this is called a generalised power series. Just like ordinary power series form an
algebra R[[X]], generalised power series form an algebra closed under sums and Cauchy products7 denoted
by R[[X∗]]. It is possible to endow such an algebra with a norm || · ||r : R[[X∗]] → [0,∞]. The norm is
determined by a polyradius r = (r1, ..., rm), where ri ∈ (0,∞): we then let the a norm be

||F ||r =
∑

α∈[0,∞)m

|cα|rα =
∑

α∈[0,∞)m

|cα1,...,αm
|rα1

1 · ... · rαm
m . (1.42)

Given a polyradius r, the subalgebra of generalised power series F with finite norm (||F ||r <∞), is denoted
by R{X∗}r.
We can then associate with every F ∈ R{X∗}r a function f : Rm → R defined as follows

f(x) =


∑

α∈[0,∞)m cαx
α x ∈ [0, r1]× ...× [0, rm]

0 otherwise
(1.43)

where the coefficients cα are those of F (X) =
∑

α∈[0,∞)m cαX
α. These functions are analytic everywhere

in the open box (0, r1) × ... × (0, rm), while they may be non-analytic on the boundary. After collecting
all the functions f as above in the collection F , we can set Ran∗ = (R, <, 0, 1,+,−, ·,F). This structure
contains Ran, but many more functions are definable therein. The main result of [vS98] is that Ran∗ is also
an o-minimal structure:

Theorem 1.10. The structure Ran∗ is o-minimal and model complete.

In a later work ([DS00]) it was argued that this structure can be enlarged by including the exponential
exp : R → R on the whole real line. The structure Ran∗,exp was argued to be o-minimal too in the same
paper.

It is worthwhile to remark that a great deal of research in o-minimality has been driven by the search
for an o-minimal structure where Euler Gamma function Γ and/or Riemann Zeta function ζ, appropriately
restricted on the real line, are definable. The main interest in the structure Ran∗,exp is that ζ|(1,∞) is definable
therein; it was later argued though, that Γ|(0,∞) is not ([RSS23]).

RG and RG ,exp : Multisummable series

This structures were introduced in [DS00] and it will be at the core of the results that we shall present in
Chapter 3 and 4. The precise definition of the class of functions G is in general rather involved, since these
functions are defined first on the complex plane Cn and only later are they restricted to Rn. Furthermore,
the domains on the complex plane for functions of n variables are not expressed by Cartesian products of
the domains of the one variable functions: rather, they are defined by means of inner products (i.e., viewing
a complex number z ∈ Cn as a vector). We refer to Appendix B for a complete definition of this structure.
Subtleties notwithstanding, it can be shown that the functions of one variable in this structure turn out to
have a much simpler description; in the following we will merely focus on these.

Consider a sector of the complex plane parametrised as follows

S(R,ϕ, κ) = {t ∈ C : 0 < |t| < R, |arg(t)| < κϕ} (1.44)

where R > 0, 0 < κ ≤ 1 and, most importantly ϕ ∈ (π2 , π).
Next, consider a holomorphic function f : S(R,ϕ, κ)→ C which satisfies the following conditions:

1. limt→0f
n(t) exists for every n ∈ N and t ∈ S(R,ϕ, κ);

7This is the name that the ordinary product takes when applied to formal power series – more on this in the next chapter.
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2. f satisfies the Gevrey condition: there exist constants A,B depending on f , such that:∣∣∣∣f (n)(t)n!

∣∣∣∣ ≤ ABn(n!)κ (1.45)

for every n ∈ N and for every t ∈ S(R,ϕ, κ).

The real number κ determines what is known as the Gevrey class of f . It is important to observe how the
exponential growth of the Taylor coefficients, for every κ > 0, prevents the convergence of the Taylor series
and therefore the analyticity of the function f at 0. Moreover, observe that κ plays the rôle of 1/p in the
section dedicated to the extension of Ran by quasi-analytic solutions of ODEs, Ran,H .

Since the limit for t → 0 must exist, we are enabled to extend every such function to S ∪ {0} by setting
f(0) := limt→0f

n(t) and collect all the functions f thus extended in the family G (R,ϕ, κ). It was proved
that under the above assumptions the Taylor map

G (R,ϕ, κ)→ C[[t]] (1.46)

f → f̂ :=

∞∑
n=0

f (n)(0)

n!
tn

is injective, and therefore the ring of functions G (R,ϕ, κ) is a ring of quasi-analytic functions.

We must now find an appropriate restriction to real-valued functions on (a subset of) the real line. We
define then G (R) to be the set of all functions f : [0, R]→ R for which there exist:

• a radius R̃ ≥ R ;

• an angle ϕ ∈ (π2 , π);

• n constants κ1, ..., κn ;

• n functions f1, ..., fn with fi ∈ G (R̃, ϕ, κi) for every i = 1, ..., n, such that

f(x) = f1(x) + ...+ fn(x) , for all x ∈ [0, R]. (1.47)

Every fi is equipped with a different κ, whence we understand the name multisummable: the function f is
expressed as the sum of functions fi which are κi-summable (see e.g. [Bal94] for a review of multisummabil-
ity). The order of summability is what determines the correct form of the Borel-Laplace resummation: this
terminology will be explained at length in Chapter 2.

It can be proved that G (R) is again a ring under point-wise addition and multiplication and that, moreover,
it is again quasi-analytic (where now the Taylor map (1.46) takes values in R[[x]]). Finally, the one-variable
functions of G are defined to be f : R→ R which are identically 0 outside [0, 1] and their restriction on [0, 1]
belongs to G (1);

f ∈ G ⇒

 f |[0,1] ∈ G (1)

f(x) = 0 x /∈ [0, 1].

(1.48)

We refer to Appendix B and [DS00] for the construction of the functions of G of multiple variables. We
merely state here the main result:

Theorem 1.11. The structure RG = (R, <, 0, 1,+,−, ·,G ) is o-minimal and model complete . Fur-
thermore, the structure RG ,exp = (R, <, 0, 1,+,−, ·,G ∪ {exp}) is o-minimal and model complete too.
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Again, the exponential must be understood as defined on the whole real line (and not restricted to any closed
subset).

As it was the case for Ran∗ , the interest in this structure originally lay in finding definability statements
for the Gamma and the Zeta functions. As we will show in section 2.6.3 it can be argued that Γ|(0,+∞) is
definable in RG ,exp. However, it was found that ζ|(1,+∞) is not.

RG ∗ and RG ∗,exp : Generalised multisummable series

These structures were studied very recently in [RSS23]. Their construction is rather involved and we refer
to this work for the details. We shall limit ourselves to a qualitative description of these structures.
The rough idea is to extend the class of multisummable functions G by means of generalised power series,
in a similar fashion to that in which ordinary power series with integer exponents, appearing in Ran, were
upgraded to power series with real exponents ranging over continuous intervals according to (1.41). To do so,
the authors consider an infinite sequence of generalised power series (Fp)p∈N: each of them is the asymptotic
expansion of a function fp, holomorphic on a domain Sτ

p and satisfying Gevrey estimates. Then it is proved
that the sum

∑
p∈N fp converges on a certain domain to a function f , which is then included in the collection

G ∗. As usual, the functions of this family are non-vanishing only on a closed subset of Rn; moreover, the
domains in the complex plane Cn of functions of n variables of G ∗ are not Cartesian products of the domains
of one-variable functions, as it is the case for RG .
In analogy to both the structure of multisummable functions and that of generalised convergent power series
(RG and Ran∗ , respectively) the exponential function can be added to RG ∗ , obtaining thus the structure
RG ∗,exp. Both RG ∗ and RG ∗,exp are eventually proved to be o-minimal and model complete.

RG ∗,exp is a remarkably large structure, as it contains both Ran∗,exp and RG ,exp. Furthermore, it enjoys the
property that was for long sought by the research community in o-minimality: both the Gamma function
Γ|(0,+∞) and the Zeta function ζ|(1,+∞) are definable in this o-minimal structure. Besides, it is worth
stressing that the proof of o-minimality of RG ∗ and RG ∗,exp, produced in [RSS23], rests on the earlier results
illustrated in [RS15]. In this work, the authors realised that all the previously known proofs of o-minimality
could be unified into a unique proof which deals with quasi-analytic algebras of functions and their germs at
0. The structures of generalised multisummable series RG ∗ and RG ∗,exp are the first instances of structures
whose o-minimality had been previously unknown, and could only be established thanks to the main theorem
proved in [RS15].

There are some more o-minimal structures known which we shall describe in the next section within the
purview of sharply o-minimal structures. However, we will defer their treatment to the following chapter
about sharply o-minimal structures. Rather, in conclusion to this section, we briefly address the following
question.

1.5.4 Is there a largest o-minimal structure?

This is an intriguing and far from trivial question. Some structures are naturally nested into each other: Ran
and RG are but one of the possible examples. Nevertheless, we may wonder whether there exists a maximal
o-minimal structure which encompasses all the others (in the same fashion as Ralg is contained in all of them).
The answer provided in [RSW03] is in the negative. Indeed the authors prove the following:

Theorem 1.12. Given any C∞ function f : U → R, where U is an open neighbourhood of the unit cube
[−1, 1]n, there exist strongly log-convex sequences M and N obeying the quasi-analyticity condition
(1.36) and two functions f1 ∈ C0[−1,1]n(M), f2 ∈ C0[−1,1]n(N) such that, for every x ∈ [−1, 1]n, one has

f(x) = f1(x) + f2(x).
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f(x)

Figure 1.4: A non-tame smooth function.

Combining this theorem with the previous results, it can be argued that it is always possible to find strong
log-convex sequences M and N such that RC(M) and RC(N) are both o-minimal but they are not both
embedded in a common larger o-minimal structure. Here is an easy example which shows why. Consider the
function f : [−1, 1]→ R of Figure 1.4

f(x) =

{
e−1/x2

sin
(
1
x

)
x ̸= 0

0 x = 0.
(1.49)

This function is clearly of class C∞. Then, by virtue of the previous theorem, there must exist two functions
f1 and f2, definable in RC(M) and RC(N) respectively, whose sum is f . If there existed a largest structure
RMax such that RC(M) ⊆ RMax as well as RC(N) ⊆ RMax, then it would follow that f is definable in RMax,
being it the sum of two definable functions in that same structure. But this is a patent contradiction: f
cannot be definable, since its zero set is clearly an infinite union of points. Therefore, although o-minimal
structures can be embedded into each other, there cannot exist a maximally large one that comprises all the
o-minimal expansions of the real field R.

1.6 Sharply o-minimal structures

In this section we introduce a refinement of o-minimal structures, called sharply o-minimal structures,
mostly following the recent work [BNZ22] by G. Binyamini, D. Novikov and B. Zack. While in o-minimal
structures (Sm)m∈N the definable sets are only distinguished by the collection Sm in which they are located,
sharply o-minimal structure provide a more refined categorisation of the sets, given by the so-called filtrations.
As it will become clear, filtrations allow us to define a notion of complexity, i.e. a quantitative measure of
the information carried by a definable set and, as a consequence, by a definable function.

1.6.1 Definitions

Let S be an o-minimal expansion of the real field R. We can categorise the definable sets living in S by
a filtration Ω, which is a sequence of collections of sets {ΩF,D}F,D∈N. The integers F and D are called
format and degree, respectively.

Definition 1.16 (FD-filtrations). We say that Ω = {ΩF,D}F,D∈N is a FD-filtration on an o-minimal
expansion S of the real field if:
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1. Every ΩF,D is a collection of definable sets in S;

2. For every F and for every D, ΩF,D ⊂ ΩF+1,D ∩ ΩF,D+1;

3. Every definable set in S belongs to a family ΩF,D for some format F and some degree D.

Note how the second axiom tells us how the families ΩF,D in the filtration Ω are nested into each other in a
non-trivial way. Different filtrations can be related through an operation named reduction, which we define
precisely in the following

Definition 1.17 (Reduction of filtrations). Let Ω and Ω′ be two FD-filtrations on S. Then Ω is said to be
reducible to Ω′ if there exist a function a : N→ N such that, for every format F there exists a polynomial
pF , and for every degree D one has that

ΩF,D ⊂ Ω′
a(F ),pF (D).

We will write then Ω ≤ Ω′.

If two filtrations are each reducible to each other, namely Ω ≤ Ω′ and Ω′ ≤ Ω they are said to be equivalent.

By means of filtrations, we can define sharply o-minimal structures, indicated for brevity as #o-minimal
structures.

Definition 1.18 (Sharply o-minimal structures). A #o-minimal structure is a pair Σ = (S,Ω) where S
is an o-minimal expansion of R and Ω = {ΩF,D}F,D∈N is a FD-filtration on S such that, for every F there
exist a polynomial PF with positive coefficients and the following are satisfied. If A ∈ ΩF,D then

1. If A ⊂ R, A has at most PF (D) connected components;

2. If A ⊂ Rl, then F ≥ l;

3. If A ⊂ Rl , then πl−1(A), Ac are in ΩF,D, while A× R and R×A are in ΩF+1,D.

Furthermore, for any finite number k of subsets of Rl A1, A2, ..., Ak ⊂ Rl with Ai ∈ ΩFi,Di
, let us fix

F = maxi{Fi} and D =
∑k

i=1Di. Then we have

4.
⋃k

i=1Ai ∈ ΩF,D;

5.
⋂k

i=1Ai ∈ ΩF,D.

Finally, if P is a polynomial of l variables of deg(P ) in the ring R[x1, ..., xl], then

6. The set {x ∈ Rl : P (x) = 0} belongs to Ωl,deg(P ).

A #o-minimal structure is then characterized by an infinite sequence of polynomials PF which define the
number of connected components of the subsets of the real line; these are forced to be a finite union of
points and intervals by the o-minimality axiom 1.5. These structures are actually found by posing stronger
constraints on the so called pre-sharp (P#) and weakly-sharp (W#) o-minimal structures. These are defined
as follows.

Definition 1.19 (Pre-sharp o-minimal structures). A P#o-minimal structure is a pair Σ = (S,Ω) as
above such that if A ∈ ΩF,D then

1. If A ⊂ R, A has at most PF (D) connected components;

2. If A ⊂ Rl, then F ≥ l;

3. If A ⊂ Rl , then πl−1(A), Ac, A× R and R×A are in ΩF+1,D.
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For any A1, A2, ..., Ak ⊂ Rl with Ai ∈ ΩFi,Di , fixing F = maxi{Fi} and D =
∑k

i=1Di, we have

4. A1 ∪A2 ∈ ΩF+1,D;

5. A1 ∩A2 ∈ ΩF+1,D.

If P is a polynomial in the ring R[x1, ..., xl], then

6. The set {x ∈ Rl : P (x) = 0} belongs to Ωl,deg(P ).

By adding some constraints, one has

Definition 1.20 (Weakly sharp o-minimal structures). A P#o-minimal structure is a pair Σ = (S,Ω)
as above such that if A ∈ ΩF,D then

1. If A ⊂ R, A has at most PF (D) connected components;

2. If A ⊂ Rl, then F ≥ l;

3. If A ⊂ Rl , then πl−1(A), Ac, A× R and R×A are in ΩF+1,D.

Given A1, A2 ⊂ Rl with Ai ∈ ΩFi,Di , and fixing F = maxi{Fi} and D = D1 +D2 we have

4.
⋃k

i=1Ai ∈ ΩF,D;

5.
⋂k

i=1Ai ∈ ΩF+1,D.

If P is a polynomial in the ring R[x1, ..., xl], then

6. The set {x ∈ Rl : P (x) = 0} belongs to Ωl,deg(P ).

As it can be seen then, pre-sharp, weakly-sharp, and sharply o-minimal structures are subsequent restrictions
of each other.

Structures:

#o-minimal ⊂W#o-minimal ⊂ P#o-minimal ⊂ o-minimal
Pre-sharpness, weak-sharpness and sharpness all depend on the possibility of finding an appropriate FD-
filtration. Finding a filtration on a given o-minimal expansion S and proving that it is such, is in general
rather difficult. In practice, one proceeds by first selecting a collection of definable sets {Aα ∈ S : Aα ⊆ Rlα}
which generate the o-minimal structure S. Each set in this collection can be associated with a format Fα ≥ lα
and a degree Dα: then the minimal FD- filtration Ω satisfying all the axioms in (1.18) except the first, and
such that Aα ∈ ΩFα,Dα is called the FD- filtration sharply generated by the collection {(Aα, Fα, Dα)}.
Clearly, only if the axiom 1 in (1.18) is satisfied can (S,Ω) be a honest #o-minimal structure. If this were
not to be the case, one can always repeat the process by taking all the definable sets Aα of the sharply
generated filtration, even though there are now sets associated with more than one (F,D) pair. Thus a new
filtration Ω′ is found, which is said to be sharply generated by Ω. This must again be checked against the
first axiom in (1.18) before claiming that (S,Ω′) is sharply o-minimal.

1.6.2 Properties of sharply o-minimal structures

Sharp cell decomposition

As we have remarked earlier, the Cell Decomposition Theorem (1.2) is perhaps the most essential feature of
o-minimal structures, as it captures how definable sets are made up of a finite number of particularly regular
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subsets, which we name cells. Sharply o-minimal structures admit of course cell decompositions; in addition
to those though, the authors of [BNZ22] advanced a stronger version of the Definition 1.7.

Definition 1.21 (Sharp Cell Decomposition). Let S be an o-minimal expansion of the real field and Ω
a FD-filtration. (S,Ω) is said to have a sharp cell decomposition (#CD) if, for any collection of k
sets X1, ..., Xk ⊂ Rl, each of format F and D, there exists a cell decomposition, compatible with each Xj ,
j = 1, ..., k, such that:

• There exists a monotone function a→ C(a) such that all the cells have format C(F );

• There exists a polynomial of one variable PF (x), whose coefficients depend on F , such that all the cells
have degree PF (D);

• There exists a polynomial of two variables QF (x, y), whose coefficients depend on F , such that the
number of cells is bounded from above by QF (D, k).

Note that these functions and polynomials depend on (S,Ω), and they are different from the polynomial
PF (D) appearing in the definitions above. We quote here some results from [BNZ22] regarding sharp cell
decomposition.

Proposition 1.9. Let (S,Ω) be a weakly-sharp (W#) o-minimal structure with sharp cellular decom-
position (#CD). Then there exists a filtration Ω′ equivalent to Ω such that (S,Ω′) is #o-minimal with
#CD.

Thus, we understand that a sharp cell decomposition guarantees that a weakly-sharp o-minimal structure can
indeed obey stronger axioms, once the new (but equivalent) filtration is found. In the previous proposition
though, a #CD is taken as an assumption; nevertheless, there exist sufficient conditions that guarantee their
existence. First we need the following

Definition 1.22 ( ∗format and ∗ degree). Let S be an o-minimal expansion of R and Ω a FD-filtration
upon it. Given a set X ⊂ Rl definable in S, X is said to belong to Ω∗

F,D if it can be written as a finite union
X = ∪iπli

l (X
◦
i ), where

• Xi ⊂ Rli belongs to ΩFi,Di and X◦
i is a connected component thereof;

• F = maxi(Fi) and D =
∑

iDi;

• πli
l : Rli → Rl is the usual projection;

Then X is said to have ∗format F and ∗degree D.

It is worth remarking that Ω∗, thus defined, is again a FD-filtration on S. The interest in it lies in then
next theorem, which is the main result of [BNZ22]:

Theorem 1.13. Let (S,Ω) be a pre-sharp o-minimal structure. Then Ω∗ is equivalent to to a filtration
Ω′ such that (S,Ω′) is a sharply o-minimal structure with sharp cell decomposition.

The insight of this theorem is clear: it establishes that despite the notions of P#, W# and # o-minimal
structures may look different at first sight, they can all be reduced to the strongest case of # o-minimal
structures and, furthermore, we can always safely assume a #CD whenever dealing with these structures.
It is also thanks to this result that we can mainly concern ourselves with #o-minimal structures.
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Finiteness of connected components

As it has been stressed multiple times, o-minimality is about constraining structures with a notion of finite-
ness. Such constraint is given by the axiom (1.5) for general o-minimal structures, while for sharp (pre-sharp,
weakly-sharp) o-minimal structures, a stronger requirement is given by the first axiom of Definitions 1.18,
1.19 and 1.20, which binds with a polynomial the number of connected components of a subset of R. Never-
theless, the finiteness of connected components and the polynomial bounds carry over to higher dimensions:
this was already stated by Proposition 1.1, and the following can be regarded as its enhancement.

Proposition 1.10. Given a pre-sharp structure (S,Ω), let X ⊂ of Rl be a set of format F and degree
D. Then, there exists a polynomial PF such that X has at most PF (D) connected components.

Logic of sharply o-minimal structures

Mindful of how geometrical structures reflect the properties of first-order logic, it is worthwhile to spend a
few words on how the properties of #o-minimal structures are translated into logic terms.
Let us consider a #o-minimal structure (S,Ω), and assume that it corresponds to a language L whose atomic
predicates are in the form x ∈ X, with X ∈ ΩF,D for some format F and degree D; let us assume further
that no constant symbols or function symbols are included in the language. A formula ψ of n variables of
such a language will then define a subset of Rl (the set of points where it holds true). Before taking any
truth or falsehood into account though, we can assign to every formula a format and a degree as follows:

Definition 1.23. Given a formula ψ in the language L of n variables, let Xj ∈ ΩFj ,Dj
be the sets appearing

in its atomic predicates. We will then say that ψ has degree D =
∑

j Dj and format max(F, n), where
F = maxj(Fj) .

In this definition, we only look at how ψ is stated, irrespective of whether it never holds true or it is true for
every x1, ..., xn or all the intermediate cases. The sharp o-minimality of (S,Ω) guarantees that:

Proposition 1.11. There exists a function C : N→ N and a polynomial PF such that any formula ψ
of format F and degree D defines a set of format C(F ) and degree PF (D).

1.6.3 Examples of sharply o-minimal structures

There are but few examples of structures that are known to be #o-minimal. While many o-minimal structures
are conjectured (with some confidence) to be #o-minimal, some others are known instead not to be so: a
prominent example of a structure which is o-minimal but not #o-minimal is Ran. We refer to [BNZ22] for
the proof of this fact; here we rather list some notable #o-minimal structures.

Ralg

The simplest example of o-minimal structure, Ralg, turns out to be also #o-minimal. This fact is quite
non-trivial. Indeed, one would naïvely assume that a suitable filtration Ω over Ralg would be such that an
algebraic set X, written as a finite union of basic sets

A = {P1 = ... = Pr = 0, Q1, ..., Qs < 0} (1.50)

with Pi, Qj ∈ R[x1, ..., xl], belongs to Ωl,D, where D is the sum of the degrees of all the polynomials Pi and
Qj over all the basic sets A in the form of (1.50). However, it turns out that it is only the filtration Ω′

sharply generated by Ω that makes (Ralg,Ω
′) a sharply o-minimal structure.
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RrPfaff and RPfaff: Pfaffian functions

Notable examples of #o-minimal structures are those of restricted Pfaffian functions RrPfaff and Pfaffian
functions RPfaff: a brief discussion can be found in [BN23], [BNZ22] and [GSV23]. Given an open set
U ⊆ Rm, a Pfaffian chain of length n is defined to be a triangular system of n coupled differential
equations in m variables, solved by n functions ζ1, ..., ζn : U → R of the following form:

dζi
dxj

= Fij(x1, ..., xm, ζ1, ..., ζi), (1.51)

where Fij are polynomials in all their variables (that is, in the coordinates xi and the functions ζi). The
Pfaffian chain is said to be restricted if U is bounded and the functions ζi extend analytically to a neigh-
bourhood of cl(U). These functions are then named (restricted) Pfaffian functions. The ‘triangularity’
lies in the fact that each polynomial Fij , which defines a differential equation for the i-th function, only
depends on the previous (i − 1)-th functions and ζi itself, but not on the following functions in the chain.
This prevents the building of a chain like 

dζ1
dx = ζ2

dζ2
dx = −ζ1

(1.52)

which is obviously solved by ζ1(x) = sin(x) and ζ2(x) = cos(x), which are not definable in any o-minimal
structure if their domain is taken to be U = R. The structure of Pfaffian functions RPfaff is then the
expansion of the real field (R, <, 0, 1,+, ·,F), with F being the collection of all functions f that can be
expressed as polynomials in the coordinates and Pfaffian functions (1.51) in some Pfaffian chain; if all such
Pfaffian chains are restricted the structure is called RrPfaff. Observe how any such function f , by the chain
rule, is a Pfaffian function itself.
The o-minimality of RPfaff was proved in [Wil99]; at the time of writing, the sharp o-minimality is only known
for the structure of restricted Pfaffian function RrPfaff, but it is conjectured that the arguments should carry
over to Pfaffian functions defined on the whole real line. Note that, as opposed to the structure Ran of
analytic functions, which are defined on a closed box, the Pfaffian functions are defined on open intervals.
Roughly, the reason is that the differential equation for Pfaffian functions constrains their behaviours so as
to avoid infinitely dense oscillations like those depicted in Figure 1.2.

Let us also remark that not only is RPfaff o-minimal, but taken an o-minimal structure R, its Pfaffian
closure P(R) is o-minimal. By Pfaffian closure, we mean that we can add to the generating family F of R
all the solutions to the differential equations

∂

∂xi
f(x1, ..., xn) = Fi(x1, ..., xn, f(x1, ..., xn)) (1.53)

where Fi is definable in R. This was proved in [Spe97].

RrNoether: Noetherian functions

A natural extension to Pfaffian functions is obtained by dropping the requirement that the system be
triangular (see for instance [GSV23] or [BN23]). Given an open set U ⊂ Rm a collection of n functions
ζ1, ..., ζn : cl(U)→ R obeying polynomial system of differential equations

dζi
dxj

= Fij(x1, ..., xm, ζ1, ..., ζn) (1.54)

where Fij are again polynomials in all the variables, is called a Noetherian chain. By the arguments above,
it is clear that these functions must needs be restricted to an interval if we want to achieve o-minimality.
Moreover, as opposed to RrPfaff, the domain must be closed, essentially for the same reason why the analytic
functions of Ran must be. It is conjectured that the o-minimal structure of restricted Noetherian functions,
RrNoether, be also sharply o-minimal, but there is no proof available yet.
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1.6.4 Two exercises

The polynomials PF of Ralg

It is interesting to note that in the simplest example of a #o-minimal structure, namely Ralg, the polynomials
PF that bound the number of connected components of 1-dimensional sets (as described in Definition 1.18),
can be computed directly. Consider first F = 1. As a polynomial in one variable of degree D can have at
most D roots, the axioms 1 and 6 in Definition 1.18 suggest that P1(D) = D. This must be checked against
the other axioms. Consider then n sets Ai ∈ Ω1,di

defined by the zero sets of polynomials Qi of degree di.
If each of them has at most P1(di) = di connected components, we can note that their union

⋃n
i Ai can of

course have at most
∑n

i di connected components, which in this case are simply points: they can be then
defined as the zero set of a polynomial of degree D =

∑n
i di, which matches exactly the degree furnished by

the axioms in 1.18. The upper bound P1(D) = D =
∑n

i di is then still valid. As for the intersection, a very
similar argument holds. We can than establish that P1(D) = D.
Let us move to format F = 2. It is clear that the number of connected components of an algebraic subset
of R2 is maximised when it is a discrete set. Hence, we must consider intersections between the zero sets
of two polynomials without common factors (as opposed to the union). Bézout’s theorem guarantees that
the number of intersections between the zero sets {x ∈ R2 : Q1(x) = 0} and {x ∈ R2 : Q2(x) = 0} of
two polynomials Q1 and Q2 of degree d1 and d2 is at most d1d2 . Because the degree of the intersection
is fixed to be D = d1 + d2 by the axioms in 1.18, we have to maximise the value d1d2 as a function of D,
which is accomplished by d1d2 ≤ D2/4 (the problem is that of maximising the area of a rectangle given the
semiperimetre). Thus we find P2(D) = D2/4.
These reasoning can be generalised to any format F , yielding finally

PF (D) =

(
D

F

)F

. (1.55)

The easiest way to convince oneself of this upper bound is to realise that the number of connected components
is maximised whenever the polynomials can be factored in a product of degree-one polynomials prior to
taking intersections. For instance, for F = 2, the intersection between the sets of degree d1 = 2 and d2 = 3,
{(x, y) ∈ R2 : (x − 1)(x − 2) = 0} ∩ {(x, y) ∈ R2 : (y − 1)(y − 2)(y − 3) = 0} yields the vertices of a grid
which are indeed 6 ≤ (2+3)2

22 . The equality is obviously achieved when the degrees d1 and d2 are equal.

The closure of a set X

In this simple example, we display the power of the interplay between logic and geometry, as applied to
sharply o-minimal structures. Given a set X ⊆ Rn definable in a sharply o-minimal structure S such that
X ∈ ΩF,D for a suitable filtration Ω, we want to compute the format and degree of its closure, cl(X). We
first recall that the closure in a metric space can be conveniently defined as:

cl(X) =

{
y ∈ Rn : ∀ϵ ∈ R\{0} ∃x ∈ X

(
n∑

i=1

(yi − xi)2 ≤ ϵ2
)}

. (1.56)

Let us then define the following sets BXϵ and A and E:

BXϵ :=

{
(ϵ, y, x) ∈ R\{0} × Rn ×X :

n∑
i=1

(yi − xi)2 ≤ ϵ2
}

(1.57)

:=

{
(ϵ, y, x) ∈ R× Rn × Rn :

n∑
i=1

(yi − xi)2 ≤ ϵ2
}
∩ (R\{0} × Rn ×X)

:= A ∩ E.



38 Chapter 1. O-minimal structures

The set A defined by the above formulas can be finally written in such a way that we can easily attach to it
a format and a degree. Note that this set is definable in S because it is semialgebraic. By considering the
projection π onto the first 2n+ 1 coordinates, we have that

A = π

{
(ϵ, y, x, z) ∈ R× Rn × Rn × R : z2 +

n∑
i=1

(yi − xi)2 − ϵ2 = 0

}
. (1.58)

The polynomial appearing in the above expression has clearly degree 2: thus given the axioms A ∈ Ω2n+2,2.
All we have to do now is to evaluate the format and the degree of the set E. As R ∈ Ω1,0, we have
that Rn ∈ Ωn,0

8. Secondly, R\{0} can be viewed as {0}c, which clearly belongs to Ω1,1: thus, by the
axioms in 1.18, so does R\{0}. Referring again to the aforementioned axioms, we can conclude that E =(
X × Rn+1

)
∩(Rn × Rn × R\{0}) ∈ ΩF+n+1,D+1. Note how the format is determined by the fact that F ≥ n

as we are assuming that X is a subset of Rn.
Finally, we have but to observe that cl(X) is simply the projection of BXϵ onto the last n coordinates. Thus,
again according to the axioms, its format and degree will be the same as those of BXϵ = A ∩E. Hence, we
can conclude that the format of cl(X) is F̄ = max(F + n+ 1, 2n+ 2), while the degree is D̄ = D + 3. Yet,
we might be still dissatisfied with this result as it depends on n. However, if we content ourselves with an
upper bound on the format and the degrees, we can safely put F̄ = 2F + 2, as F ≥ n. We have thus proved
that

Proposition 1.12. Consider a sharply o-minimal structure S, endowed with a filtration Ω = {ΩF,D}F,D∈N.
Given a definable set X ∈ ΩF,D, the closure of X, cl(X), belongs to Ω2F+2,D+3.

1.7 Complexity

In this section we wish to illustrate how sharply o-minimal structures, as opposed to ordinary o-minimal
structures, can be endowed with a notion of finite complexity. This means that every function or set can
be associated with a number (or rather a tuple of numbers) which describes quantitatively the amount of
information it carries. It should be noted from the start that there is no unique definition of what complexity
is: different definitions can be taken in different fields to formalise the intuitive notion of ‘some things being
more complex than others’. In the following, we mostly refer to [GSV23].

1.7.1 Complexity of Pfaffian chains

Consider again a Pfaffian system of differential equations (1.51):

dζi
dxj

= Fij(x1, ..., xm, ζ1, ..., ζi) i = 1, ..., n (1.59)

where we recall that the Fijs are polynomials and the functions ζ1, ..., ζn are defined on an open box U ⊆ Rm.
A Pfaffian function is then any function f which can be written as a polynomial in the variables x1, ..., xm
and the functions ζi in the Pfaffian chain:

f = P (x1, ..., xm, ζ1, ..., ζn), (1.60)

where P is a polynomial. We can then wonder: “how complex is the function f ?”. This question is admittedly
vague, but we can define a rigorous notion of complexity which allows for a quantitative estimate thereof. It
is rather natural to assume that the complexity is increased whenever one of the following is increased:

• The number of variables, m;
8Note that R = {x ∈ R : 0 = 0}: it is the set where a tautology holds!
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• The length of the Pfaffian chain (also called the order), n;

• The maximal degree of the polynomials Fij defining the Pfaffian chain, which we denote by α;

• The degree of the polynomial P which defines f , which we denote with β.

In order to produce a number for the complexity of the function f a viable course of action would be then
combining these quantities into an unique number, according to some formula. Nevertheless, as put forward
in [GSV23], there is actually no reason to do this: we can simply claim that the complexity of any given
Pfaffian function f is given by the tuple CZ(f) = (m,n, α, β). The subscript Z refers to the Pfaffian chain of
length m: it is needed because a function f could be Pfaffian in several different chains, and the complexity
depends on which is chosen.
As pointed out in [GSV23], it is possible to bound the complexity of a Pfaffian function obtained by taking
sums, products, compositions or derivatives of Pfaffian functions of known complexity: the bounds are given
by the following lemma.

Lemma 1.4. Given two Pfaffian chains Z1, Z2 two functions f1, f2, of complexity CZ1(f1) = (m,n1, α1, β1),
CZ2

(f2) = (m,n2, α2, β2), we have the following:

1. The complexity of the sum f1 + f2, which is Pfaffian in the chain Z1 ∪ Z2 is bounded by

CZ1∪Z2
(f1 + f2) = (m,n1 + n2,max(α1, α2),max(β1, β2)). (1.61)

2. The complexity of the product f1f2, which is Pfaffian in the chain Z1 ∪ Z2 is bounded by

CZ1∪Z2(f1f2) = (m,n1 + n2,max(α1, α2), β1 + β2). (1.62)

3. The complexity of the partial derivative ∂f1
∂xj

, which is definable in the same Z1 as f1, is bounded
by

CZ1

(
∂f1
∂xj

)
= (m,n1, α1, α1 + β1 − 1). (1.63)

4. Assuming now that m = 1 and that f1 : U1 → R, f2 : U2 → R such that f1(U1) ⊆ U2, the
complexity of the composition f2 ◦ f1 is bounded by

CZ2◦Z1 (f2 ◦ f1) = (1, n1 + n2, α2β1 + α1 + β1 − 1, β2), (1.64)

where the chain Z2 ◦ Z1 is a composite Pfaffian chain, which consists of the chain Z1 and the
composition of f1 with all the functions in the chain Z2.

Proof. Let us fix

f1 = P1(x1, ..., xm, ζ
1
1 , ..., ζ

1
n1
) (1.65)

f2 = P2(x1, ..., xm, ζ
2
1 , ..., ζ

2
n2
)

where it is understood that the upper index labels the Pfaffian chain (either Z1 or Z2) the function belongs
to.

1. The number of variables is always the same, m. The length of the Pfaffian chain Z1 ∪ Z2 is of course
the sum of the respective lengths, so n = n1 + n2. The maximal degree of the resulting chain is then
obviously the largest between the maximal degrees of the chains Z1 and Z2, thus α = max(α1, α2).
Finally, because f1 + f2 = P1 + P2, the degree of the polynomial P ≡ P1 + P2 is the largest between
the degrees of P1 and P2, so β = max(β1, β2).

2. For m, n, α, the same discussion as above still holds. As for β, it is easy to observe that now
f1f2 = P1P2 =: P , which is a polynomial of degree given by the sum of the degrees of P1 and P2.
Hence β = β1 + β2.
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3. By the chain rule, one has:

∂f1
∂xj

=
∂P1

∂xj
+

n1∑
i=1

∂P1

∂ζ1i

∂ζ1i
∂xj

=
∂P1

∂xj
+

n1∑
i=1

∂P1

∂ζ1i
F 1
ij (1.66)

where by F 1
ij we mean the polynomial which equals ∂ζ1

i

∂xj
in the chain Z1. This shows, in the first place,

why the partial derivative of a Pfaffian function is Pfaffian in the same chain: indeed the right-hand
side is again a polynomial in the variables x1, ..., xm and the functions ζ11 , ..., ζ1n1

which solve the original
chain ζ1. Because of this, n and α, which are features of the chain, are unchanged: n = n1 and α = α1;
the number of variables is of course also unchanged. Finally, because F 1

ij has degree at most α, while
∂P1

∂ζ1
i

has degree at most β1 − 1, the right-hand side must be a polynomial of degree no larger than
β = α1 + β1 − 1.

4. With the assumptions made, the number of variables is m = 1. Secondly, the order of the composite
chain Z2 ◦ Z1 is again the sum of the orders of Z1 and Z2: n = n1 + n2. The only difference with the
cases 1 and 2 is that now the second chain is no longer Z2, but rather Z2 ◦ f1 (with some abuse of
notation). The degree of this chain can be bounded by writing:

∂

∂x
(ζ2i ◦ f1) =

n1∑
i=1

∂ζ2i
∂y

∂f1
∂x

(1.67)

where y = f1(x). We can then observe that

∂ζ2i
∂y

= F 2
i1(y, ζ

2
1 (y), ..., ζ

2
i (y)) = F 2

i1(P1, ζ
2
1 (P1), ..., ζ

2
i (P1)). (1.68)

F 2
i1 has degree at most α2: hence, its composition with P1, of degree β1, returns a polynomial of degree
α2β1. Therefore, looking back at (1.67) and mindful of the result obtained at point 3, we finally get
that the degree of the composite Pfaffian chain is α = α2β1 + α1 + β1 − 1.
By writing

f2 ◦ f1 = P2(x, ζ
2
1 (f1), ..., ζ

2
n2
(f1)) (1.69)

it is clear that the degree of P2 is unchanged having defined the composite chain Z2 ◦Z1 appropriately.
Hence β = β2 .

1.7.2 Complexity in Pfaffian structures

Khovanskii theorem

The interest in the notion of complexity introduced above resides in some notable results making use of it.
It has been pointed out earlier how the number of connected components of an algebraic set is bounded by
polynomials PF (D) of the degree (and labelled by the format) of the set itself. It was also explained how
the explicit formula for such polynomials (1.55) relies on Bézout theorem. In some analogy, the following
theorem holds:

Theorem 1.14 (Khovanskii). Consider a Pfaffian chain Z on an open box U ⊆ Rm and a set of Pfaffian
functions f1, ..., fm of complexity C(fi) = (m,n, α, βi). The set

X = {x ∈ Rm : f1(x) = ... = fm(x) = 0}
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has cardinality bounded by:

|X| = 2n(n−1)β1...βm (min(m,n) + β1 + ...+ βm)
n

The term β1...βm is the same given by Bézout’s theorem for polynomials; the correction for Pfaffian functions
is given in terms of the complexity of the Pfaffian functions f1, ..., fm.

Topological complexity

In analogy to semialgebraic sets, a semipfaffian set is the finite union of sets defined by equalities or inequal-
ities of Pfaffian functions, namely of functions definable in RrPfaff. Taking Pfaffian functions restricted to
the open set U ⊆ Rm, we have

X =
⋃

1≤i≤M

{x ∈ Rl : fi1(x) = ... = fiI (x) = 0, gi1 > 0, ..., giJ > 0} (1.70)

where all the functions appearing above, for every ij , are definable in RrPfaff. A complexity can be then
assigned to this set by considering the sum of the Betti numbers of X

b(X) = b1(X) + ...+ bm(X) (1.71)

where we recall that the n-th Betti number is the dimension of the n-th homology group of X: bn =
dim(Hn(X,R)). Suppose that all the functions appearing in (1.70) are all Pfaffian in the same chain and
that they all have complexity C = (m,n, α, β). Then it can be shown that, given M the number of unions
taken in the definition (1.70), the sum of the Betti numbers is bounded by:

b(X) ≤M22n(n−1)/2O(min(m,n)α+mβ)m+n (1.72)

where the notation O indicates an unspecified polynomial. Despite the exact form of this polynomial is not
given, it is nevertheless of great interest to know that the complexity grows only polynomially and not faster
(e.g. exponentially).

1.7.3 Sharp complexity

A sharply o-minimal structure is an o-minimal structure endowed with a filtration Ω, so that every definable
set is associated with infinitely many pairs (F,D). The reason why there are infinitely many lies in the
second axiom in (1.16): since ΩF,D ⊂ ΩF+1,D ∩ ΩF,D+1, if a set X is definable with format F and degree
D, it is also definable with format F + 1 and degree D or with format F and degree D + 1. Nevertheless,
this is no novelty: it is clear that our previous definition of complexity for Pfaffian chains is also affected by
the same redundancy. As put forward in [GSV23], the format and degree (F,D) of a definable set X in a
#o-minimal structure can be viewed as a measure of complexity, named sharp complexity. More precisely,
the sharp complexity of a set X can be defined as

#C(X) := {(F,D) : X ∈ ΩF,D, X /∈ ΩF−1,D, X /∈ ΩF,D+1}. (1.73)

With this definition, the sharp complexity is defined to be a finite list of ‘minimal’ format and degree pairs.
This is no flaw. On the contrary, it is a feature which captures the fact that the complexity of an object is
not purely intrinsic to the object, but depends on how it manifests itself. Observe in conclusion how sharp
complexity can enhance Pfaffian complexity: instead of describing the complexity of a restricted Pfaffian
function f by a tuple of four integers, we avail ourselves of the fact that RrPfaff is sharply o-minimal and
assign to it the two-integer sharp complexity of its graph: #C(f) = #C(Γ(f)).
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1.8 The Tameness Conjecture

In this final section, wish to motivate our interest in o-minimal structures by reviewing the recently advanced
conjecture, named Tameness Conjecture, which relates o-minimality with fundamental physics.
As it is well known, String Theory is one of the most prominent candidates as a theory of quantum gravity.
Disregarding yet-unsolved technical difficulties, which prevent us from claiming that a full-fledged theory of
quantum gravity has been attained, String Theory gives rise to the problem of decreeing which effective,
low-energy theories are consistent with it and which are not. There are several effective field theories (EFTs)
which can result from String Theory: because of the large number of Calabi-Yau manifolds in which the 6
unobserved dimensions may be compactified; because of the different minima of potentials in which highly
massive fields take their expectation value at low energies; finally, because there is more than one consistent
string theory to begin with. As they originate from a string theory, all such effective theories are said to
admit an UV completion to quantum gravity or, for the sake of brevity, to constitute the Landscape; the
Standard Model is then expected to be the needle to be sought in this (potentially infinitely large) haystack.
Conversely, theories which do not admit an UV completion to quantum gravity are said to belong to the
Swampland. The so-called Swampland Program consists then in telling apart effective field theories between
those belonging to the Swampland and the physically-meaningful ones, residing in the Landscape. Much
endeavour has been dedicated to establish guiding principles for this search, which it is beyond our purposes
to review here; we will only mention that one of such guiding principles is the conjecture that the number of
EFTs, valid below a certain cut-off energy scale, which admit an UV completion, is finite9. The Tameness
Conjecture, first formulated in [Gri22] and then elaborated further in [DGS23], enhances this statement by
promoting the notion of finiteness to that of tameness, i.e. definability in an o-minimal structure. In order
to state it, following mostly [DGS23], we set out to illustrate how a set of quantum field theories can give
rise to two structures, named Rdef

T ,S and RT ,S .

A set of quantum field theories (QFTs) can be parametrised by two sets T and S. A parameter λ ∈ T
is defined to be a tuple of coupling constants, masses and expectation values of integrated-out fields. Since
some of these parameters may be discrete, T will not, in general, be a manifold, but we will simply view it
as a subset of the Euclidean space Rk: more precisely, it can be thought as a moduli space, whose points
carry additional information.
Moreover, for each QFT, the fields will be defined on a spacetime Σ with a metric g. We then define (Σ, g)ρ
to be a family of spacetimes manifolds Σ endowed with the metric g, labelled by a parameter ρ taking values
on a set S. Thus, every point (λ, ρ) ∈ T × S defines a QFT, namely a different low-energy effective theory.
The structure Rdef

T ,S is then defined to be the structure whose associated language allows us to make logical
statements about the set of QFTs parametrised by T and S; in order to make such statements, we will need
to require the Lagrangians L(ϕ, λ) to be definable in Rdef

T ,S . Observe that Lagrangians can be tame only as
functions of the fields ϕ, and not of the spacetime coordinates: since the path integral will sum over all field
configurations, including non-tame ones, it will be impossible to ensure the tameness of the Lagrangian, at
fixed couplings, for every field configuration.
To provide an example, suppose that the potential V (ϕ, λ) is an algebraic function of a scalar field ϕ and
the coupling constants λi ∈ T ⊆ Rk: it is then certainly definable in the structure Rdef

T ,S and the set of the
minima of the potential

m(λ) := {ϕ ∈ R : ∂2ϕV (ϕ) > 0 ∧ ∂ϕV (ϕ) = 0} (1.74)

will be definable in Rdef
T ,S too. Thus, a logic formula such as ∃ϕ ∈ R : ϕ ∈ m(λ)∧λ > 1 is well-defined in the

language associated with the structure Rdef
T ,S and they hold true on a definable set of the same structure.

The structure Rdef
T ,S allows us to make statements about the QFTs, but not about the physical observables,

which is what a theory is ultimately concerned about. An observable of an Euclidean quantum field theory
over a d-dimesnional spacetime Σ is a correlation function of local operators Oi(yk)

⟨O1(y1)...On(yn)⟩ :=
´
DϕO1(y1)...On(yn)e

−
´
Σ
ddϕL(ϕ,λ)´

Dϕe−
´
Σ
ddϕL(ϕ,λ)

(1.75)

9More precisely, the space of such EFTs has only finitely many connected components.
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where by ϕ we indicate collectively all the fields ϕi. The latter is clearly a function

O(y1, ..., yn;λ, ρ) : Σρ × T × S → R. (1.76)

We can therefore create a new structure RT ,S , the quantum structure of the spaces T and S, by adding all
such observables O(y1, ..., yn;λ, ρ) to the generating family of functions F of Rdef

T ,S . In this structure, all the
first-order logic formulas which predicate the observables are definable.

The Tameness Conjecture can now be stated. We will call TEFTd the set of effective field theories in d
dimensions that can consistently be coupled to quantum gravity.

Conjecture 1.1 (Douglas, Grimm, Schlechter). The set TEFTd of effective field theories that are valid
at least below a cut-off energy scale Λ and can be consistently coupled to quantum gravity is tame, i.e
definable in some o-minimal structure Rdef

EFTd. Moreover, the structure REFTd built from Rdef
EFTd by

adding all the correlation functions of each theory in TEFTd on a tame spacetime manifolds10(Σ, g) is
o-minimal.

Clearly, this conjecture provides a well-defined guiding principle for the Swampland program. Concretely,
the Tameness Conjecture also implies that correlation functions, due to the cell decomposition theorem,
1.2, can only have a finite number of discontinuities. This amounts to the quite reasonable conclusion that
UV-completable theories can only undergo a finite number of phase transitions.
But there is more: o-minimal structures are in fact instances of first-order logic formal systems which,
containing no notion of arithmetic, are unaffected by Tarski’s, Church’s and Gödel’s theorems (see Appendix
A and e.g. [Raa22]). It is very suggestive that the Tameness Conjecture implies a deep link between
fundamental physics and logic, and fascinating to speculate that physical observables can be predicated in
formal systems simple enough to admit completeness and decidability. A profitable connection between logic
and fundamental physics already deserved the attention of the author of [Heu16]: the Tameness Conjecture
seems to favour the second of the four options listed therein as to the representation of the fundamental laws
of physics in logic formal systems.

A few remarks are due. First, the claim that the addition of the correlation functions preserves tameness is
highly non-trivial, since the integrals of tame functions, such as the path integrals (1.75), are not known to be
tame in general. Secondly, in the above formulation, the tameness conjecture does not indicate which out of
the known o-minimal structures are the correct ones: as already mentioned, there exists no largest o-minimal
structure which encloses all the others, so the question is not easily dismissed. In [Gri22], the o-minimal
structure Rdef

T ,S was conjectured to be Ran,exp, but the addition of the correlation functions is likely to force
us to enlarge the structure. Thirdly, it is worthwhile to remind ourselves that correlation functions such as
(1.75) are almost always impossible to compute exactly: they are usually computed perturbatively by means
of power series in the coupling. Such perturbative expansions, however, have long since been known to be
divergent. This feature, as it will be explained in the next chapters, entails that correlation functions are not
analytic in the weak-coupling limit. Therefore, in order to satisfy the Tameness Conjecture, we are led to turn
our attention to the o-minimal structures whose generating family F hosts non-analytic functions (at least
at one point of the domain) listed in section 1.5.3. Before doing so though, it will be expedient to present the
mathematical technique whereby divergent series can be manipulated and resummed into a function, which
will be ultimately be, to fulfil our purposes, a partition function or a correlation function. Such technique is
known as Borel resummation and will be expounded in the next chapter. Having reviewed Borel summability,
we will finally show how the o-minimal structures RG , and RG ,exp naturally host non-analytic partition and
correlation functions, viewed as Borel sums of their divergent asymptotic expansions.

10A manifold M is tame if it is endowed with a tame atlas, i.e. an atlas A = {χi : Ui ⊆ M → Vi ⊆ Rn} where the Vi are
tame sets and the transition functions χi ◦ χ−1

j : Vj → Vi are definable maps.
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Chapter 2

Borel Summability and Resurgence

The purpose of this chapter is to introduce the essential mathematical methods required to deal with divergent
power series. As the name suggests, a power series

φ̃ := a0 + a1x+ a2x
2 + ...

is divergent if its radius of convergence is 0. Unlike convergent series, divergent series cannot be summed for
any value of their variable x except for x = 0 (or z =∞, for series of powers of z−1).
The radius of convergence of a power series is vanishing if the coefficients an grow too fast. In particular,
they have to grow faster than x−n for any x, however small: in this way, the limit for large n of anxn will not
be 0 and Leibniz criterion for convergence will not be satisfied. The simplest way in which this can happen
is if an grows factorially like (n!)κ for large n and a positive κ. As it will be illustrated in the next chapters,
this is a primary feature of the power series that result from perturbation theory in QFT and in quantum
mechanics. Thus, if we want to attach any physical meaning to those power series, we must endeavour to
understand how a divergent series can be ‘resummed’ into a well-defined function. Much in the same way
as convergent series are naturally summed, and yield a finite sum for x small enough, we seek a method
whereby we can attach a finite ‘sum’ to a divergent series.

The earliest (and remarkably brilliant) attempts to formulate resummation methods date back to Euler
and his seminal De seriebus divergentibus [EA18]. Several resummation methods were devised afterwards,
including the Borel-Laplace method wherewith we will concern ourselves throughout this thesis. A seminal
book on the subject is the very last work of Hardy [Har56], which gathers many relevant results.
Powerful though it is, the Borel-Laplace resummation method is not always applicable in its most elementary
form, as it will be expounded in the first two sections of this chapter. A new whole field then opens: that
of alien calculus and resurgence. The thorough study of these methods has only been fulfilled far more
recently, mainly thanks to the works by Jean Écalle [Eca81]. Waiving any attempt to give justice to the
vastness of this theory, we nonetheless summarise its most salient features in section 2.3. Having done so,
we will treat the important examples of the Euler series (section 2.4) and the Stirling series (section 2.5)
to show Borel summability and resurgence in action and set the stage for their applications to perturbative
power series. Finally, in section 2.6, we will throw a bridge between the theory of o-minimality and Borel
summability, showing how divergent power series, once resummed, yield a tame function definable in the
o-minimal structure RG . We will then be fully equipped to present our results in the next chapter.

Throughout this chapter, we mostly follow [Dor19] and, for a more mathematical cut, [Sau14; Bal94;
Lod14].
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2.1 Divergent series and the Borel transform

In this section we introduce the first tool needed for the resummation of divergent power series: the Borel
transform. This operator succeeds in turning a power series into another of increased radius of convergence.
If certain conditions are satisfied (established in Proposition 2.1), series with a vanishing radius of conver-
gence have a Borel transform of finite radius of convergence, while those with a finite radius of convergence
have a Borel transform of infinite radius of convergence. We discuss how the formal Borel transform in-
duces a differential algebra isomorphism: the ordinary multiplication between power series is mapped into a
convolution product, while the ordinary differentiation is mapped into a multiplication in the usual sense.

2.1.1 Formal power series

For simplicity, it will be convenient in the following to fix a large complex variable z, which we will later
interpret, in physical terms, as the inverse of a small coupling constant λ. Consider a formal power series
without constant term

φ̃1 =

∞∑
n=0

an
1

zn+1
. (2.1)

Allowing the coefficient an to be, in general, complex numbers, we can then say that φ̃1 ∈ z−1C[[z−1]]. It
should be observed that z−1C[[z−1]] is a differential algebra. What we mean by this is that, given a second
series

φ̃2 =

∞∑
n=0

bn
1

zn+1
, (2.2)

we can take a term-by-term product, known as Cauchy product, between the two and find a new power
series which belongs to the same family:

φ̃2 · φ̃1 =

( ∞∑
n=0

an
1

zn+1

)( ∞∑
m=0

bm
1

zm+1

)
=

∞∑
n=0

cn
1

zn+1
= ψ̃ ∈ z−1C[[z−1]], (2.3)

where of course

cn =

n−1∑
p=0

apbn−p−1. (2.4)

Secondly, given ∂ = d
dz , the differentiation term-by term ∂φ̃1 of φ̃1 as above still belongs to the same family:

∂φ̃1 = −
∞∑

n=0

(n+ 1)an
1

zn+2
∈ z−1C[[z−1]], (2.5)

whence the claim that z−1C[[z−1]] is a differential algebra.

A series such as (2.1) must be regarded as a purely algebraic object. It is an element of a differential
algebra: as such the composition thereof with another element of z−1C[[z−1]] by Cauchy product will again
yield an element of the same algebra; furthermore, its differentiation term-by-term is still a member of the
algebra z−1C[[z−1]]. This is why a series (2.1) is also referred to as a formal power series: this is to stress
our willingness to remain agnostic as to the possibility to interpret it as a function of z, since no assumption
on the radius of convergence has been made.

2.1.2 Gevrey class

Formal power series can be classified according to the behaviour of their coefficients. In particular, we will be
interested in whether the coefficients an of (2.1) are bounded by some function of n. We can then introduce
the following:
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Definition 2.1 (Gevrey class). A formal power series

φ̃ =

∞∑
n=0

an
1

zn+1
(2.6)

is said to be is said to be of Gevrey class 1/κ if there exist two constants A,B ∈ R such that, for every n:

|an| ≤ ABn(n!)κ. (2.7)

It is worth remarking that in the literature different conventions can be found: for instance, [Bal94] trades
κ for 1/κ. Moreover, other definitions, such like

|an| ≤ ABn(nn)κ, (2.8)
|an| ≤ ABnΓ(1 + κn)

can be easily shown to be equivalent to (2.7) after recalling the Stirling approximation for large n

n! ∼
√

n

2π
nne−n =

1√
2π
en logn−n+

1
2 logn (2.9)

and making some suitable redefinitions of A and B.

The notion of Gevrey class enables us to produce quantitative statements as to the convergence of a formal
power series φ̃: convergence (more precisely, absolute convergence) is guaranteed only if κ = 0, namely if
the growth of the coefficients is only exponential and not factorial. We shall write that a formal power series
without constant term φ̃ of Gevrey class 1/κ belongs to the algebra z−1C[[z−1]]1/κ if κ ̸= 0. If, on the other
hand, κ = 0 the formal power series has a finite radius of convergence and we shall write φ̃ ∈ z−1C{z−1}.

2.1.3 The formal Borel transform

The idea underlying the formal Borel transform is that of introducing an operator on the algebra z−1C[[z−1]]
which increases Gevrey class of a formal series or, equivalently, reduces the number κ which determines the
exponential growth of its coefficients an. In the following, we will mainly focus on formal power series of
Gevrey class κ = 1 and defer the generalisation to other Gevrey classes for later sections.

Definition 2.2 (Formal Borel transform). The formal Borel transform is a linear map
B : z−1C[[z−1]]→ C[[ζ]] defined by

z−1C[[z−1]] ∋ φ̃ :=

∞∑
n=0

an
1

zn+1

B−→
∞∑

n=0

an
n!
ζn =: φ̂ ∈ C[[ζ]]. (2.10)

Thus, we shall write φ̂ = Bφ̃.

The idea is simple: by dividing every coefficient by n!, the formal Borel transform removes the factorial
divergence of the coefficients. Note though that the coefficients of the new power series φ̂ will still grow
factorially if φ̃ belongs to a Gevrey class 1/κ < 1. Indeed, we have the following:

Proposition 2.1. Let φ̃ ∈ z−1C[[z−1]]. Then φ̃ ∈ z−1C{z−1} if and only if the formal Borel transform
φ̂ = Bφ̃ has infinite radius of convergence and it defines an entire function φ̂(ζ) of bounded exponential
growth: namely, there exist A, c ∈ R such that

|φ̂(ζ)| ≤ Aec|ζ| for all ζ ∈ C. (2.11)

Moreover, φ̂ ∈ C{ζ} (i.e., φ̂ has a finite radius of convergence) if and only if φ̃ ∈ z−1C[[z−1]]1. In this
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case, φ̂ defines a holomorphic function φ̂(ζ) in a neighbourhood of the origin.

The change of variable from z to ζ in passing from a formal power series to its Borel transform is of course
purely conventional, although quite standard. We will often refer to the the complex plane in which the
variable ζ ‘lives’ as the Borel plane.

The formal Borel transform1 satisfies certain properties which it will be useful to list here. First, let us
define the translation operator Tc:

Tc : z
−1C[[z−1]]→ z−1C[[z−1]] (2.12)

φ̃(z)→ φ̃(z + c).

Observe how Tcφ̃ belongs to z−1C[[z−1]] because one has

1

z + c
=

1

z

(
1

1 + c
z

)
=

1

z

∞∑
n=0

(
− c
z

)n
. (2.13)

Thus, Tc is a differential algebra automorphism: in fact, it is an operator which maps (invertibly) the algebra
into itself and commutes with the differentiation ∂. We can then state the following:

Lemma 2.1. Let φ̃ ∈ z−1C[[z−1]] and φ̂ = Bφ̃ ∈ C[[ζ]]. We then have

1. B[∂φ̃] = −ζφ̂(ζ);

2. B[Tcφ̃](ζ) = e−cζφ̂(ζ);

3. If φ̃ ∈ z−2C[[z−1]] ⊂ z−1C[[z−1]], then B[zφ̃] = dφ̂
dζ ;

4. B[z−1φ̂] =
´ ζ
0
dζ ′φ̂(ζ ′).

where in the last line the integration is meant term-wise.

Proof. Let φ̃ =
∑∞

n=0 an
1

zn+1 .

1. Differentiating term-by-term, we have that ∂φ̃ = −
∑∞

n=0 an
n+1
zn+2 . Therefore,

B[∂φ̃] = −
∞∑

n=0

an(n+ 1)

(n+ 1)!
ζn+1 = −ζ

∞∑
n=0

an
n!
ζn = −ζφ̂ (2.14)

as claimed.

2. It is straightforward to generalise the above result to:

B[∂kφ̃] = (−ζ)kφ̂, (2.15)

whence we can easily derive the desired property by writing the action of the translation operator as
Tcφ̃ = ec∂φ̃. Then one has:

B[Tcφ̃] =
∞∑
k=0

ck

k!
B[∂kφ̃] =

∞∑
k=0

ck

k!
(−ζ)kφ̂ (2.16)

= e−cζφ̂.

1The reason why it is called formal is that there also exists an integral representation of the Borel transform, akin to that of
the Laplace transform to be introduced in the next section, which acts as the formal Borel transform on polynomials (see e.g.
[Bal94]). However, we will not be concerned about this operator and, for the sake of brevity, in later sections we will sometimes
refer to the formal Borel transform simply as Borel transform.
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3. In this case, we can write φ̃ =
∑∞

n=0 anz
−n−2. Then one has

φ̂ = B[φ̃] =
∞∑

n=0

an
(n+ 1)!

ζn+1, (2.17)

while

B[zφ̃] =
∞∑

n=0

an
n!
ζn, (2.18)

which is clearly the term-by-term derivative of (2.17) with respect to ζ.

4. In a very similar fashion, we have

B[z−1φ̃] =

∞∑
n=0

an
(n+ 1)!

ζn+1, (2.19)

which is the term-wise integration of φ̂(ζ ′) =
∑∞

n=0
an

n! ζ
′, from 0 to ζ.

The algebra z−1C[[z−1]] is closed under the action of both the operators ∂ and Tc. Because both −ζφ̂ and
e−cζφ̂ belong to the same algebra C[[ζ]] which φ̂ belongs to, the above lemma ensures that the formal Borel
transform preserves these closure properties on the target algebra. The formal Borel transforms φ̂1 and φ̂2

of φ̃1, φ̃2 ∈ z−1C[[z−1]] respectively are again formal power series, and one could still take Cauchy products
among them as in (2.3); nevertheless, the formal Borel transform does not map Cauchy products into Cauchy
products. To see why, let us consider again φ̃1 and φ̃2 as in (2.1) and in (2.2). Their formal Borel transforms
are

φ̂1 =

∞∑
n=0

an
n!
ζn, (2.20)

φ̂2 =

∞∑
n=0

bn
n!
ζn,

but the formal Borel transform of the Cauchy product of φ̂1 and φ̂2, namely B[φ̃1 · φ̃2], is not φ̂1 · φ̂2.
Conversely, one has

B[φ̃1 · φ̃2] =

∞∑
n=0

cn
n!
ζn =: φ̂1 ∗ φ̂2, (2.21)

where the coefficients cn are given by (2.4). This product is known as the convolution product, and it is
with respect to this operation that we make C[[ζ]] into an algebra.

We can then define the formal Borel transform of a constant as

B1 = δ. (2.22)

Because 1 is the unity of the algebra C[[z−1]], δ must be the unity of the convolutive algebra C[[ζ]], namely

(δ ∗ φ̂) = φ̂. (2.23)

Thus, we can finally extend the formal Borel transform to the whole differential algebra C[[z−1]], establishing
a linear isomorphism between C[[z−1]] and C⊕ C[[ζ]]. For instance, if we let φ̃ ∈ z−1C[[z−1]], we will have

B(a+ φ̃) = aδ + Bφ̃ = aδ + φ̂ ∈ C⊕ C[[ζ]]. (2.24)
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Furthermore, we can define the derivation

∂̂ : Cδ ⊕ C[[ζ]]→ C[[ζ]] (2.25)

∂̂(aδ + φ̂)→ −ζφ̂

so that the formal Borel transform induces the differential algebra isomorphisms:

B : (C[[z−1]], ∂)
∼−→ (Cδ ⊕ C[[ζ]], ∂̂) (2.26)

B : (C[[z−1]]1, ∂)
∼−→ (Cδ ⊕ C{ζ}, ∂̂)

where in the second line we have restricted the action of the formal Borel transform to the subalgebra of
1-Gevrey formal power series. This case deserves some additional attention as, according to Proposition
2.1 the formal Borel transform of a 1-Gevrey power series has a finite radius of convergence; moreover, the
Cauchy product between the Borel transforms takes an explicit form, which is described as follows:

Theorem 2.1. Consider two 1-Gevrey formal power series φ̃, ψ̃ ∈ z−1C[[z−1]]1 and their Borel trans-
forms φ̂, ψ̂ ∈ C{ζ}. Let R > 0 be smaller than the radius of convergence of each of them, so that φ̂(ζ)
and ψ̂(ζ) are the corresponding holomorphic functions defined on the disc D(0, R) := {ζ ∈ C : |ζ| < R}.
Then the convolution product φ̂ ∗ ψ̂ defines the function

(φ̂ ∗ ψ̂)(ζ) =
ˆ ζ

0

φ̂(ζ ′)ψ̂(ζ − ζ ′)dζ ′ (2.27)

which is holomorphic on D(0, R). This the function defined by the Borel transform of the Cauchy
product φ̃ · ψ̃.

This theorem allows us to compute convolution products in a straightforward manner. Moreover, we can
use it to show that the operator ∂̂ introduced earlier is indeed a derivation.

Proposition 2.2. The operator ∂̂ : Cδ⊕C{ζ} → C{ζ} is a derivation with respect to the convolution
product ∗.

Proof. Let us consider φ̂, ψ̂ ∈ Cδ ⊕ C{ζ}, and let us write explicitly φ̂(ζ) = aδ + f̂(ζ) and ψ̂(ζ) = bδ + ĝ(ζ)

where f̂(ζ) and ĝ(ζ) are holomorphic on a disc D(0, R) as above. We have to prove that the Leibniz rule
holds: ∂̂(φ̂ ∗ ψ̂) = (∂̂φ̂) ∗ ψ̂ + φ̂ ∗ (∂̂ψ̂). We have that the left-hand side is

∂̂(φ̂ ∗ ψ̂) = −∂̂(abδ + aĝ + bf̂ + (f̂ ∗ ĝ)) = −ζ(aĝ + bf̂ + (f̂ ∗ ĝ)), (2.28)

while the right-hand side reads

(∂̂φ̂) ∗ ψ̂ + φ̂ ∗ (∂̂ψ̂) = −(ζf̂) ∗ (bδ + ĝ)− (aδ + f̂) ∗ (ζĝ) (2.29)

= −ζ(bf̂ + aĝ)− (ζf̂) ∗ ĝ − f̂ ∗ (ζĝ).

Therefore, we have to show that ζ(ĝ ∗ f̂) = (ζf̂) ∗ ĝ + f̂ ∗ (ζĝ), namely that

ζ

ˆ ζ

0

dxf̂(x)ĝ(ζ − x) =
ˆ ζ

0

dx xf̂(x)ĝ(ζ − x) +
ˆ ζ

0

dxf̂(x)(ζ − x)ĝ(ζ − x). (2.30)

which clearly holds for every ζ ∈ D(0, R).
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2.2 The Borel resummation procedure

In the previous section the formal Borel transform B has been introduced. As Proposition 2.1 indicates, the
idea underlying the definition of the operator B is to turn a power series φ̃ ∈ z−1C[[z−1]]1, i.e. having a
(possibly) vanishing radius of convergence, into a power series φ̂ ∈ C{ζ}, which converges to a function φ̂(ζ),
holomorphic in a neighbourhood of the origin. Our concern will be now to ‘invert’this operation in order
to find not so much the initial formal power series φ̃, as, on the contrary, a honest holomorphic function
φ(z). The latter, known as the Borel sum, is closely related to φ̃: it admits φ̃ as asymptotic expansion.
Having described this procedure – known as Borel resummation – for κ = 1, we generalise it to any κ. We
state Nevanlinna-Sokal theorem, which provides a necessary and sufficient condition for Borel summability.
Finally, we briefly mention how Borel summability can be understood as a generalisation of analyticity.

2.2.1 The Laplace transform

In the previous section, it has been shown how the Borel operator B improves the convergence of a formal
power series φ̃. Yet, the simple sum of the Borel transform φ̂ is too naïve of an object to represent the sum
of φ̃, as it would be indistinguishable from a convergent power series which sums to an analytic function.
We must then introduce a new operator which ‘inverts’ the Borel transform by producing a holomorphic
function which is not analytic (at infinity). This operator is the Laplace transform.

Consider a continuous function φ̂(ζ) : R+ ∪ {0} → C such that, for large enough ζ,

|φ̂(ζ)| ≤ Aec0ζ (2.31)

for some positive constant A. The Laplace transform of φ̂(ζ) is then given by:

Definition 2.3 (Laplace transform). Given a continuous function φ̂(ζ) : R+ ∪ {0} → C , exponentially
bounded (i.e., satisfying (2.31) for all ζ large enough), the Laplace transform of φ̂(ζ) is defined as:

(L0φ̂)(z) =

ˆ ∞

0

e−zζφ̂(ζ)dζ. (2.32)

Thanks to the requirement that φ̂(ζ) be exponentially bounded, the Laplace transform (L0φ̂)(z) defines a
holomorphic function on the region:

Πc0 = {z ∈ C : Re(z) > c0} (2.33)

which is of course the region where the integrand of (2.32) is exponentially decaying.

As our notation suggests, we want to interpret φ̂(ζ) as the Borel transform Bφ̃ of some formal power series
φ̃ ∈ z−1C[[z−1]]1. Nevertheless, as indicated by Proposition (2.1), form Borel transforms in general have but
a finite radius of convergence. To take care of this, we first introduce the following:

Definition 2.4. Given c0 ∈ R and a half-strip Sδ = {ζ ∈ C : dist(ζ,R+) < δ}, we define Nc0 to be the
family of all convergent power series φ̂ ∈ C{ζ}, defining a holomorphic function φ̂(ζ) near 0, which extend
analytically to Sδ to an exponentially bounded holomorphic function: namely

|φ̂(ζ)| ≤ Aec0|ζ| (2.34)

for all large enough ζ ∈ Sδ.

By a slight abuse of notation, we will denote φ̂(ζ) and its analytic continuation to Sδ with the same symbol.

A strategy now emerges. Let us start with a formal power series φ̃ ∈ z−1C[[z−1]]1, and let us compute
its Borel transform φ̂ = Bφ̃. According to Proposition (2.1), φ̂ will define a holomorphic function φ̂(ζ) in a
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neighbourhood of the origin. We can then wonder whether φ̂ belongs to Nc0 for some real constant c0. If
that happens to be the case, we are then entitled to analytically continue φ̂(ζ) to a strip Sδ and then take
its Laplace transform φ(z) = (L0φ̂)(z), holomorphic on Πc0 as defined in (2.33). Such a method is dubbed
a resummation procedure. We will sometimes refer to the complex plane where the variable z ‘lives’, and
which the domain Πc0 is a subset of, as the Laplace plane.

That the the function φ(z) bears any relationship with the formal power series φ̃ is not obvious: we should
then investigate whether such relationship exists and, possibly, formulate it precisely. Before addressing this
question in general, let us focus our attention to a formal power series χ̃ =

∑∞
n=0 cnz

−n−1 having a finite
radius of convergence. Since χ̃ is convergent, it is a very sensible requirement that the resummation procedure
return the function defined by the sum of χ̃, at least in the neighbourhood of infinity where it converges.
According to Proposition 2.1, the formal Borel transform Bχ̃ = χ̂(ζ) has an infinite radius convergence and
is exponentially bounded: therefore, no analytic continuation is needed and we can compute the Laplace
transform straightaway. We have that

χ̂(ζ) =

∞∑
n=0

cn
n!
ζn, (2.35)

χ(z) = (L0χ̂)(z) =

ˆ ∞

0

dζe−zζ
∞∑

n=0

cn
n!
ζn. (2.36)

Now, if χ̂ is convergent for any ζ, then there must exist two real A,B such that |cn| ≤ ABn for all n. It can
then be easily argued that the functions gn(ζ) = e−zζABn

n! satisfy all the conditions listed in the theorem of
Appendix C, for a sufficiently large z. Therefore the sum can be exchanged with the integral to find

χ(z) =

∞∑
n=0

cn
n!

ˆ ∞

0

dζe−zζζn =

∞∑
n=0

cnz
−n−1 = χ̃. (2.37)

Hearteningly then, the composition of the Borel transform with the Laplace transform returns exactly the
initial formal power series if the latter is convergent. This property is known as regularity : the resummation
procedure resums convergent power series into themselves (see [Har56]). From the previous steps it is clear
that this will happen whenever we are allowed to exchange the sum with the Laplace integral. Note though
that, had we considered a 1-Gevrey formal power series z−1C[[z−1]]1 ∋ φ̃ =

∑∞
n=0 cnz

−n−1, following the
steps above we would have been unable to apply Theorem C.1. Indeed our only estimate for the functions
gn described therein would be gn(ζ) = e−zζABn, which do not satisfy the conditions 2 and 3. This is why,
eventually, the Laplace transform of φ̂ = Bφ̃ will yield a function φ(z) holomorphic on a neighbourhood of
infinity, whereas the initial φ̃ is divergent and cannot be summed for any finite z, however large.

Let us now move to the general case. We shall need the following definition:

Definition 2.5 (Uniform asymptotic expansion). Given a function φ : D → C, with D ⊂ C∗, and an
asymptotic series φ̃ =

∑∞
n=0 cnz

−n−1, we shall say that φ admits φ̃ as uniform asymptotic expansion
if there exists a sequence of positive numbers (CN )N∈N such that:∣∣∣∣∣φ(z)−

N−1∑
n=0

cnz
−n−1

∣∣∣∣∣ = CN |z|−N (2.38)

for all z ∈ D and all N ∈ N. We shall then write φ ∼ φ̃. Moreover, if CN = ABN (N !), we will say that
φ(z) admits φ̃ as uniform 1-Gevrey asymptotic expansion and we will denote this state of affairs by
φ ∼1 φ̃.

Note how the more terms are added in the truncated power series the worse φ(z) is approximated by the
sum.

The relationship between a formal power series of Gevrey class 1 φ̃ ∈ z−1C[[z−1]]1 and φ(z) obtained as
indicated above is expressed by the following theorem.
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Theorem 2.2. Let φ̃ ∈ z−1C[[z−1]]1 and let φ̂ = Bφ̂ be its formal Borel transform. Assume that
φ̂ ∈ Nc0 for some c0 > 0. Then the Laplace transform φ(z) = (L0φ̂)(z) is holomorphic on Πc0 and, for
any c1 > c0

φ(z) ∼1 φ̃ uniformly on Πc1 . (2.39)

Remark that the theorem holds only if the non-trivial condition φ̂ ∈ Nc0 is satisfied. We can finally
understand how the initial information contained in φ̃ is transferred to φ(z), surviving a long journey
through the formal Borel transform and the Laplace transform thereof. Given φ̃ =

∑∞
n=0 cnz

−n−1 , then

cn =
1

(n+ 1)!

∂n+1

∂(z−1)n+1
φ(z)

∣∣∣∣∣
z=∞

. (2.40)

In other words, the cn are the coefficients of the Taylor series at infinity. Intuitively, we can understand this
behaviour by observing that the point z = ∞ is the only value of z for which the formal power series φ̃ is
finite: therefore, it is a sensible demand that φ(z) and its derivatives behave exactly as φ̃ at infinity.

The process of finding a holomorphic function φ(z) starting from a 1-Gevrey formal power series φ̃ by
φ(z) = (L0 ◦ B)φ̃ is known as Borel-Laplace fine summation or, for shortness, Borel resummation. If
φ̃ ∈ z−1C[[z−1]]1 is such that its Borel transform Bφ̃ = φ̂ belongs to Nc0 for some constant c0 ∈ R+, we shall
say that φ̃ is 1-summable and that φ(z) is its Borel sum. We also define, for brevity, the Borel-Laplace
operator

S 0 := L0 ◦ B, (2.41)

so that we can write φ(z) = (S 0φ̃)(z). Recall finally that in the Borel plane we have introduced the unity of
convolution products δ, so that the Borel transform is well-defined also for formal power series φ̃ ∈ C[[z−1]]1.
We can then make sense of the Laplace transform on the complete convolutive algebra Cδ⊕C{ζ} by simply
stating:

L0(aδ + φ̂) = a+ L0φ̂. (2.42)

Clearly, aδ + φ̃ is 1-summable if and only if φ̃ is 1-summable.

We conclude the section with a few remarks about algebraic properties of the Borel plane. Upon defining
N = ∪c∈RNc we have the following ([Sau14], Theorem 7.7):

Theorem 2.3. The space N is a subspace of C{ζ} which is stable under convolution: namely, given
φ̂, ψ̂ ∈ N , one has

φ̂ ∗ ψ̂ ∈ N . (2.43)

Moreover, if we further assume φ̂, ψ̂ ∈ Nc0 , then the convolution product is compatible with the Laplace
operator, namely

L0(φ̂ ∗ ψ̂) = (L0φ̂)(L0ψ̂) (2.44)

for every z in Πc1 , for every c1 > c0.

The important corollary to this theorem is that, given φ̃1, φ̃2 belonging to the subalgebra C ⊕ B−1(N ) of
C[[z−1]], then the Borel-Laplace operator is compatible with Cauchy products: namely

S (φ̃1 · φ̃2) = (S φ̃1)(S φ̃1). (2.45)

Similarly, it can be argued that:

(S 0∂φ̃1)(z) =
d

dz
(S 0φ̃1)(z); (2.46)

(S 0Tcφ̃1)(z) = (S 0φ̃1)(z + c). (2.47)

Moreover, the algebra Borel-summable formal power series is also closed under non-linear operations. For
future reference, we state here the following (Theorem 13.3 of [Sau14]):
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Theorem 2.4. Let φ̃ = a+ φ̃0 and ψ̃ be 1-summable, with φ̃0 in z−1C[[z−1]]1. Moreover, let H ∈ C{t}
be a convergent power series. Then the power series ψ ◦ (Id + φ̃) and H ◦ φ̃0 are 1-summable and:

S 0(ψ ◦ (Id + φ̃)) = (S 0ψ) ◦S 0(Id + φ̃) (2.48)

S 0(H ◦ φ̃0) = H ◦S 0φ̃0 (2.49)

where the identity Id should be intended as ‘z’.

Remark that, as H is convergent, we have (S θH)(t) = H(t) for any θ, due to the regularity of the Borel
resummation, expressed in (2.37). We shall see in section 2.3 a generalisation of this theorem.

2.2.2 Varying the direction of summation

In the foregoing presentation we have fixed the path of the Laplace integration to be the real positive line
R+. Nevertheless, we can generalise it to any given direction in the complex plane, which we denote by the
angle θ. Thus, for a holomorphic function φ̂(ζ) which can be analytically continued on the line eiθR+ such
that |φ̂(ζ)| ≤ Aec|ζ| for ζ ∈ eiθR+, we can define a generalised Laplace transform

(Lθφ̂)(z) =

ˆ ∞

0

dζeiθe−zζeiθ φ̂(ζeiθ) =

ˆ iθ∞

0

dζ e−zζφ̂(ζ), (2.50)

which is a holomorphic function on Πθ
c0 = {z ∈ C : Re(eiθz) > c}.

Following the lines of Definition 2.4, we can define a half-strip along the direction θ as

Sθ
δ := {ζ ∈ C : dist(ζ, eiθR+) < δ} (2.51)

where eiθR+ := {ζ ∈ C : arg(ζ) = θ} is the ray of angle θ in the complex plane. Next, we can define the
family of N θ

c as the family of convergent power series that can be analytically continued on a half-strip Sθ
δ

with |φ̂(ζ)| ≤ Aec|ζ| for every ζ ∈ Sθ
δ . Finally, we also define

N θ =
⋃
c∈R
N θ

c (2.52)

so that we can finally state the generalisation of Theorem 2.2:

Theorem 2.5. Consider a formal power series φ̃0 ∈ C[[z−1]]1 and assume that its formal Borel trans-
form φ̂ = Bφ̃ can be written as φ̂ = aδ + φ̂0 with φ̂0 ∈ N θ for some direction θ. Then the function
φ(z) = (Lθ ◦ B)φ̃ is holomorphic on Πθ

c for some c ∈ R and

φ(z) ∼1 φ̃ uniformly for z ∈ Πθ
c . (2.53)

We shall say then that φ̃ is 1-summable in the direction θ. Furthermore, for brevity, we shall denote by

S θ := Lθ ◦ B (2.54)

the Borel-Laplace summation operator in the direction θ.

More often than not, a convergent power series φ̂(ζ) will admit an exponentially bounded analytic con-
tinuation along a continuous range of directions. Given an open interval I ⊂ R, we can consider the family
N (I) of all convergent power series φ̂(ζ) analytically continuable on a strip Sθ

δ(θ) for every direction θ ∈ I
and such that there exist two functions α, γ : I → R such that

|φ̂(ζ)| ≤ α(θ)eγ(θ)|ζ| (2.55)
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for all θ ∈ I and for all ζ ∈ ∪θ∈IS
θ
δ(θ); observe that it is necessary that δ(θ) does not vanish for any θ ∈ I.

We shall say then that a formal power series φ̃0 ∈ C[[z−1]]1 such that its formal Borel transform φ̂ = Bφ̃
can be written as φ̂ = aδ + φ̂0 with φ̂0 ∈ N (I) is 1-summable in the directions of I. The sum of φ̃ ,
given by the Laplace integrals, will be then well-defined for all θ ∈ I, since the analytic continuation of φ̂0

is holomorphic on the entire sector of directions θ ∈ I, and therefore there must be no singularities at any ζ
for |ζ| <∞ and arg(ζ) ∈ I. It is then sensible to introduce the Borel-Laplace operator in the directions of I

S I := Lθ ◦ B for every θ ∈ I (2.56)

which will return a holomorphic function φ(z) defined on

D(I) =
⋃
θ∈I

Πθ
γ(θ) (2.57)

where γ : I → R is the function describing the exponential growth of (the analytic continuation of) φ̂(ζ), as
in (2.55). Uniformly for every z ∈ D(I), we shall have again

(S I φ̃)(z) ∼1 φ̃. (2.58)

In conclusion, recall how at the end of the previous section, we explained how the Borel-Laplace operator
is compatible with the linear operators Tc, ∂ and the Cauchy product · as a consequence of Theorem 2.3;
moreover, Theorem 2.4 regulates the resummation of the composition of 1-summable formal series. All these
properties remain valid for any direction θ and in fact for any arc of directions I.

2.2.3 Generalisation to κ-summability

Hitherto, our attention has been focused on 1-summable formal power series, namely those whose formal
Borel transform, as defined by (2.2) produces a power series with a finite radius of convergence. Yet, it
is evident that the Borel transform of a formal power series whose Gevrey class is smaller than 1 will be
still divergent. Indeed if we let e.g. κ = 2 in (2.7), the formal Borel transform Bφ̂ will be a power series
φ̂ =

∑∞
n=0 bnζ

n where
|bn| =

∣∣∣an
n!

∣∣∣ ≤ ABn(n!) (2.59)

so that now φ̂ is only of Gevrey class 1, rather than being convergent. This can also be argued by Proposition
2.1. We can then define the formal κ-Borel transform Bκ as the operator Bκ : z−1C[[z−1]]→ C[[ζ]] defined
by

φ̃ :=
∞∑

n=0

an
1

zn+1

Bκ−−→
∞∑

n=0

an
Γ(κn+ 1)

ζn =: φ̂ (2.60)

where Γ(κn + 1) = (κn)! if κ is an integer. As we might expect, if φ̃ is a formal power series of Gevrey
class 1/κ, namely φ̃ ∈ z−1C[[z−1]]1/κ, then φ̂ = Bκφ̃ is analytic in a neighbourhood of the origin, namely
φ̂(ζ) ∈ C{ζ}. For the sake of brevity, in the next chapters we will often refer to the formal κ-Borel transform
simply as Borel transform.

A resummation procedure can then be formulated as before. For future reference let us first introduce the
following definition, following [Bal94]:

Definition 2.6 (Exponential size). Let φ̂(ζ) be holomorphic on a strip Sθ
δ defined by (2.51). We will say

that φ̂(ζ) is of exponential size at most s if there exist r > 0 and two positive constants A and c such
that

|φ̂(ζ)| ≤ Aec|ζ|
s

(2.61)

for every ζ ∈ Sθ
δ with |ζ| > r.

Let us then consider a formal power series of Gevrey class 1/κ, namely φ̃ ∈ z−1C[[z−1]]1/κ. Then, let us
consider the formal κ-Borel transform φ̂ = Bκφ̃. If the following conditions are satisfied:
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1. φ̂(ζ) admits analytic continuation on a half-strip Sθ
δ for some angle θ and some non-vanishing width δ;

2. The analytic continuation is of exponential size at most 1/κ;

then φ̂ is said to be κ-summable in the direction θ and a generalised κ-Laplace transform can be
taken. This is defined by

Lθ
κφ̂ :=

1

κ

ˆ eiθ∞

0

dζe−(zζ)
1
κ (zζ)

1
κ−1φ̂(ζ) , (2.62)

where again the integration takes place along the line eiθR+. The function φ(z) = Lθ
κφ̂ will be then

holomorphic on the domain Πθ
c(κ) := {z ∈ C : Re((eiθz)1/κ) > c}, where c is the constant appearing in

(2.61) which determines the exponential growth of φ̂(ζ) on the half-strip Sθ
δ : we will again call it the Borel

sum of φ̃. For the sake of brevity, we will also refer to the κ-Laplace transform simply as Laplace transform
(but we shall retain the subscript in Lκ).

The Borel sum φ(z) still bears a close relationship with the formal power series φ̃. For future reference,
let us generalise the former Definition 2.5:

Definition 2.7 (Uniform asymptotic expansion of order κ). Let φ(z) be holomorphic on a domain D ⊂
C∗, we will say that φ(z) admits the formal power series φ̃ =

∑∞
n=0 anz

−n−1 as uniform asymptotic
expansion of order κ if, for every N ,∣∣∣∣∣φ(z)−

N−1∑
n=0

anz
−n−1

∣∣∣∣∣ ≤ ABN (N !)κ|z|−N−1 (2.63)

for every z ∈ D (i.e. uniformly in D). We will denote this state of affairs as φ(z) ∼κ φ̃.

We remark once again that (N !)κ can be substituted with Γ(κN) by an appropriate rescaling of the constants
A,B.
In a similar fashion to the κ = 1 case, the Borel sum φ(z) will admit the original formal power series φ̃ as
uniform asymptotic expansion on Πθ

c(κ). Proceeding along the same lines, we can tilt the line of integration
of the Laplace transform to a continuous range of directions I and find a Borel sum φ on the domain

Dκ(I) :=
⋃
θ∈I

Πθ
γ(θ)(κ) (2.64)

in analogy to (2.57), with |φ̂(ζ)| ≤ α(θ)eγ(θ)|ζ|
1/κ

for every ζ ∈ Sθ
δ(θ) and for every θ ∈ I (and the function

δ(θ) is nowhere vanishing on I).

2.2.4 Nevanlinna-Sokal Theorem and Quasi-Analyticity

The Nevanlinna-Sokal theorem is at the core of the results that we shall present throughout this thesis.
Essentially, this theorem establishes an isomorphism between algebras of holomorphic functions and algebras
asymptotic expansions. The theorem was first proved in [Sok79], and is also stated in [Fer+24; Riv24; ELT21;
LR16]. For our purposes, we will state the theorem for a small variable t, which we can think of the inverse
of the large variable z employed hitherto. Moreover, we shall restrict the statement of the theorem to the
case θ = 0, as this will be the case of the greatest concern in the following. The generalisation to an arbitrary
direction θ is straightforward.

Theorem 2.6 (Nevanlinna-Sokal). Let Dκ
c be a subdomain of the Riemann surface of the logarithm C̃

defined by:

Dκ
c :=

{
t ∈ C̃ : Re t−1/κ > c

}
=

{
t ∈ C̃ : |t| ≤ 1

cκ
cosκ

(
θ

κ

)}
(2.65)

where θ = arg(t)2and the second equality only holds for c ̸= 0. Let φ̃ ∈ tC[[t]]1/κ be a formal power
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series of Gevrey class 1/κ, with

φ̃ :=

∞∑
n=0

ant
n+1 (2.66)

whose κ-th Borel transform

Bκφ̃ =

∞∑
n=0

an
Γ(κn+ 1)

ζn = φ̂(ζ) (2.67)

is convergent, with radius of convergence B. Then we have

1. If φ̂ admits analytic continuation to a horizontal strip S0
B , and has exponential size no larger than

1/κ thereon, with
|φ̂(ζ)| ≤ Aec|ζ|

1/κ

(2.68)

for every ζ ∈ S0
B and for a constant A, then the Borel sum of φ̃, namely

φ(t) := (L0
κφ̂)(t) =

1

κ

ˆ ∞

0

dζe
−
(

ζ
t

) 1
κ (

ζ
t

) 1
κ−1

φ̂(ζ) (2.69)

is holomorphic on the domain (2.65) and admits φ̃ as uniform asymptotic expansion of order κ
on the same domain, namely∣∣∣∣∣φ(t)−

N−1∑
n=0

ant
n+1

∣∣∣∣∣ ≤ B−NΓ(κN + 1)tN (2.70)

for every N and for every t ∈ Dκ
c .

2. Conversely, if φ(t) is a holomorphic function on a domain Dκ
c , and it admits a formal power series

φ̃ of Gevrey class 1/κ as uniform asymptotic expansion of order κ on Dκ
c , i.e. (2.70) holds for

every N and for every t ∈ Dκ
c , then φ̃ is κ-summable. In other words, its Borel transform φ̂

(2.67) admits analytic continuation on a half-strip S0
B and has at most exponential size at most

1/κ thereon; moreover, φ(t) is given by (2.69).

A domain Dκ
c is known as Sokal disc (or sometimes as Borel disc). Observe how Sokal discs, for every κ

and c are tangent to the origin. The name disc comes from the shape of D1
c (Figure 2.1a), which is indeed

a disc tangent to the imaginary axis. For larger values of κ, the Sokal disc is also dubbed a cardioid, due
to the shape displayed in Figure 2.1b. Observe how a Sokal disc D1

c is exactly the domain Π0
1/c introduced

in (2.33) under the map t = z−1 , and in particular D1
0 = Π0

0.

The first point of this theorem beautifully summarises all the results that we have expounded. But there
is more: the second point provides a sufficient condition for a holomorphic function φ(t) to be the Borel sum
of its asymptotic expansion φ̃. Moreover, if φ(t) is extended to the origin by fixing

φ(0) := lim
t→0

φ(t) (2.71)

(we will see later in Proposition 2.6 why this limit exists for any direction in Dκ
c ) then it will be smooth,

but not analytic at t = 0. In fact, the Taylor series of φ(t) at t = 0, namely the asymptotic expansion
φ̃ ∈ tC[[t]]1/κ, with

an =
1

(n+ 1)!

dn+1

dtn+1
φ(t)

∣∣∣
t=0

. (2.72)

is divergent, the Gevrey class thereof being determined by how quickly the n-th derivatives of φ(t) at 0
grow with n. Thus, Borel sums such as φ(t) form an algebra of functions holomorphic on the Sokal disc Dκ

c

2not to be confused with the line of integration of the Laplace transform.
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and non-analytic at the origin. Then Nevanlinna-Sokal theorem ensures that the Taylor map acting on this
algebra, is one-to-one. The Taylor map is in general given by

T : G̃1/κ → C[[t]]1/κ (2.73)

φ(t)→ φ̃ =

∞∑
n=0

ant
n

where by G̃1/κ we denote the algebra of functions non analytic at the origin admitting a 1/κ-Gevrey asymp-
totic expansion and an is given by (2.72) with n+ 1→ n (so that we allow for constant terms in the power
series, i.e. for φ(0) ̸= 0). This map is known to be surjective (this is Borel-Ritt theorem: see [Lod14], The-
orem 2.4.1). Yet, only when the map is restricted to the subalgebra G1/κ ⊂ G̃1/κ of functions holomorphic
and allowing uniform asymptotic expansion of order κ on the Sokal disc Dκ

c – thus satisfying Nevanlinna-
Sokal theorem – is it also injective and, therefore, invertible. We understand then how Borel summability
may be viewed as an extension of analyticity: Borel sums are in one-to-one correspondence with their Taylor
series at 0, just like analytic functions; the difference is that the Taylor series are now divergent and thus do
not converge to the associated function, but are only their asymptotic expansion. An algebra of functions
on which the Taylor map (at 0) is injective is called quasi-analytic, since, albeit the functions may not be
analytic at 0, they still possess a feature which is characteristic of analytic functions. Therefore, an algebra
of functions satisfying Nevanlinna-Sokal theorem is quasi-analytic.

Re(t)

Im(t)

(a) A Sokal disc for κ = 1.

Re(t)

Im(t)

(b) Sokal disc for κ = 2 .

Figure 2.1: Two Sokal discs on the Laplace plane for different values of κ.

2.3 Resurgence and alien calculus

As illustrated by Nevanlinna-Sokal theorem, Borel summability requires that the Borel transform φ̂ admit
analytic continuation on a half-strip Sθ

δ and that it be of the correct exponential size. Only then is the
Laplace transform well defined along the line θ. In this section we will discuss how to deal with those cases
in which these requirements are not fulfilled. This situation can arise essentially for two reasons:

1. The analytic continuation φ̂(ζ) of φ̂ ∈ C{ζ} exists, but is not exponentially bounded;

2. The analytic continuation φ̂(ζ) has a pole at a finite ζ with arg(ζ) = θ: hence, it cannot be analytically
continued to the whole line eiθR+.
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We will only focus on the latter case, since it is the one which will occur in the following chapters in some
of our applications to QFT amplitudes and quantum mechanics. The fields of mathematics which treats
this problem are known as Resurgence and Alien Calculus. Developed in the 80s by Jean Écalle in his
seminal books [Eca81], these are very broad topics whose exhaustive treatment goes far beyond the scope
and purposes of this thesis. We shall limit ourselves to the most essential results. Throughout this section,
the Gevrey class of formal power series is fixed to be 1 (κ = 1). We will mostly follow [Dor19] and [Sau14].

2.3.1 Simple resurgent functions

In this section we will focus on the Borel transforms which fall into the class of simple resurgent functions.
These can be viewed as holomorphic germs at the origin whose analytic continuation along any given direction
satisfies certain regularity properties, described below.

First, let us fix a discrete set of points Ω on the complex plane: we shall interpret them as the set of the
singularities of the analytic continuation of an analytic germ at the origin φ̂(ζ). Then, let us introduce the
following definition.

Definition 2.8 (Endless continuability). A germ of analytic functions at the origin φ̂(ζ) ∈ C is endlessly
continuable on C if for all R > 0 there exists a finite set of accessible singularities ΩR ⊂ Ω, such that φ̂(ζ)
can be analytically continued along all paths whose length is less then R, avoiding the singularities ΩR.

This means, roughly, that the singularities cannot be too dense in the Borel plane, and therefore we can
successfully dodge them by choosing an appropriate path on C\Ω. Moreover, we characterise the nature of
such singularities by the following:

Definition 2.9 (Simple singularities). A function φ̂(ζ) holomorphic in an open disc D(ζ0, R) ⊂ C is said
to have a simple singularity at ω ∈ cl(D(ζ0, R)) if there exist r ∈ C and two germs of analytic functions
Φ(ζ), reg(ζ) at the origin such that:

φ̂(ζ) =
r

2πi(ζ − ω)
+

Φ̂(ζ − ω)
2πi(ζ − ω)

log (ζ − ω) + reg(ζ − ω) (2.74)

where D(ζ0, R) is a disc centred at ζ0 of radius R.

Note how the hypothesis on the discreteness of Ω enables us to consider a disc D of finite radius R where
there are no singularities (i.e. D(ζ0, R) ⊂ C\Ω). Furthermore, Φ(ζ), reg(ζ) being analytic germs at the
origin implies that a simple resurgent function can only have either a simple singularity or a logarithmic
singularity at Ω, whence the name ‘simple’. r ∈ C is called the residue, while Φ̂(ζ) is called the minor of
φ̂(ζ). Finally, we have:

Definition 2.10 (Simple resurgent function). A simple resurgent function ψ̂(ζ) is such that ψ̂(ζ) =
cδ+ φ̂(ζ) ∈ δC⊕C{ζ} and, for every accessible singularity ω ∈ Ω, and for every path γ starting at the origin,
dodging Ω and ending close enough to ω (i.e. a disc can be found around the endpoint of γ such that ω is
the only encompassed singularity), the analytic continuation of ψ̂(ζ) along γ has a simple singularity at ω.
The subspace of simple resurgent functions is indicated by δC⊕ R̂simp

Ω .

Hitherto, the only assumption made on the set of singularities Ω is that it be not dense, so that endless
continuability of Definition (2.8) is ensured for holomorphic germs φ̂(ζ). In the cases of our concern, Ω will
be a very regular set: for example, we shall see that for the Stirling series it is Ω = 2πiZ. Such regularity
entails a very desirable closure property of δC⊕R̂simp

Ω . Referring to [Sau14], we have the following:
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Proposition 2.3. Let Ω be closed under addition. Then the subspace of simple Ω-resurgent func-
tions δC ⊕ R̂simp

Ω ⊂ δC ⊕ C{ζ} is a differential algebra with the derivation ∂̂ in (2.25), the ordinary
addition and the convolution product ∗ defined by (2.27). Because B is an isomorphism (2.26), the
space B−1(δC ⊕ R̂simp

Ω ) is also a differential algebra with the derivation ∂, the ordinary addition and
the ordinary Cauchy product · . The latter algebra is the algebra of simple Ω-resurgent formal
series and is denoted by R̃simp

Ω , which is a subalgebra of C[[z−1]]1.

Convolution product: an example

Let us digress for a little while to show an illustrative example. Consider the holomorphic germs at the
origin

φ̂1(ζ) :=
1

ζ − ω1
, φ̂2(ζ) :=

1

ζ − ω2
. (2.75)

These admit a meromorphic continuation to C\{ω1, ω2}, as they have a simple pole at ω1, ω2 respectively.
Yet, we cannot simply claim that they belong to the convolutive algebra δC ⊕ R̂simp

Ω with Ω = {ω1, ω2}.
Indeed, upon taking their convolution product, we find:

(φ̂1 ∗ φ̂2)(ζ) =

ˆ ζ

0

dζ ′
1

ζ ′ − ω1

1

ζ − ζ ′ − ω2
=

1

ζ − (ω1 + ω2)

ˆ ζ

0

dζ ′
(

1

ζ ′ − ω1
+

1

ζ − ζ ′ − ω2

)
(2.76)

=
1

ζ − (ω1 + ω2)

ˆ ζ

0

dζ ′
(

1

ζ ′ − ω1
+

1

ζ ′ − ω2

)
.

The latter expression clearly has a pole at ω1 + ω2. Since ω1 + ω2 does not belong to Ω, Ω is not stable
under addition: as a consequence δC ⊕ R̂simp

Ω is unstable under convolution products and therefore is not
an algebra. We need then to ensure that Ω be closed under addition, as assumed in Proposition 2.3, so that
convolution products between any two resurgent functions do not generate additional singularities. Notice
that we are always allowed to add to Ω a finite set of points, or even a countable infinity of points if they
are sufficiently distant from each other so as to comply with the hypothesis made in Definition 2.9. Were
we to find a holomorphic germ φ̂(ζ) at the origin that has simple poles located at 2πiZ∗ in the Borel plane
(as we will when dealing with the Stirling series), we can safely claim that it is a simple resurgent function
of the convolutive algebra δC ⊕ R̂simp

2πiZ , although φ̂(ζ) has no pole at the origin (if it had, it would be no
holomorphic germ at the origin!).
Similarly, if φ̂(ζ) has only a pole at ζ = −1, we can safely claim that it belongs to the algebra δC⊕ R̂simp

Z .
We can not, however, set Ω = Q+ iQ, although −1 ∈ Q+ iQ, because the rational numbers, as opposed to
the integers, are a dense set and therefore it would be impossible to find a disc of finite radius in C\Ω, as
assumed in Definition 2.9.

2.3.2 Alien derivatives and transseries

By now, we are convinced that the divergence of a 1-Gevrey formal power series φ̃ ∈ z−1C[[z−1]]1 is testified
by its Borel transform φ̂ = Bφ̃ having one or more poles in the Borel plane (hearken back to Proposition
2.1: if φ̃ is divergent, the radius of convergence of φ̂ is only finite, meaning that there is at least one pole
in the Borel plane). If, furthermore, we assume that φ̃ ∈ R̃simp

Ω for some discrete set of points Ω, then
all the singularities of φ̂ ∈ δC ⊕ R̂simp

Ω will be simple or logarithmic poles. The idea underlying alien
derivatives is that of rigorously defining an object that ‘measures’ the singularity at any given ω ∈ Ω of the
analytic continuation of a resurgent function φ̂(ζ). Note that, by endless continuability (2.8), it is possible to
analytically continue φ̂(ζ) to a holomorphic function on a disc D adherent to ω; the rigorous definition of the
alien derivative makes use of this important requirement. We refer to [Sau14] for such a definition; opting
for a more pedestrian approach, following rather [Dor19], we merely define the alien derivatives by explicitly
giving their action on a simple Ω-resurgent function. It must be noted though that this operational definition
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is just the result of a more general definition which is valid for any kind of resurgent function (namely having
non-simple singularities and where Ω is not necessarily closed under addition).

Definition 2.11 (Alien derivative). Consider a discrete set Ω closed under addition. For any ω ∈ Ω, the
alien derivative at ω is a map

∆ω : δC⊕ R̂simp
Ω → δC⊕ R̂simp

Ω

such that, if ψ̂ ∈ δC⊕ R̂simp
Ω can be written as aδ + φ̂(ζ), where φ̂(ζ) has residue r ∈ C and minor Φ̂(ζ) at

ω, then
∆ωψ̂ = rδ + Φ̂(ζ). (2.77)

By a slight abuse of notation, we shall denote the map B−1 ◦∆ω ◦ B : R̃simp
Ω → R̃simp

Ω by the same symbol
∆ω. In this case, one has

∆ωψ̃ = r + Φ̃ (2.78)

where ψ̃ = B−1ψ̂ and Φ̃ = B−1Φ̂. Remark that the operator B−1 is well defined as the Borel transform is an
isomorphism of differential algebras, as expressed by (2.26).

The reason why the alien derivative is given such a name is that it is actually a derivative3. More precisely,
under the necessary conditions, it obeys the Leibniz rule (Theorem 30.6, [Sau14]):

Theorem 2.7. Let Ω be a discrete set closed under addition. Then for any ω ∈ Ω the alien derivative
∆ω obeys the Leibniz rule. Namely, given φ̂1, φ̂2 ∈ δC⊕ R̂simp

Ω and φ̃1, φ̃2 ∈ R̃simp
Ω

∆ω(φ̂1 ∗ φ̂2) = φ̂1 ∗ (∆ωφ̂2) + (∆ωφ̂1) ∗ φ̂2, (2.79)

or, equivalently,
∆ω(φ̃1 · φ̃2) = φ̃1 · (∆ωφ̃2) + (∆ωφ̃1) · φ̃2. (2.80)

Moreover, the alien derivatives are well-behaved also under non-linear operations. Let us state a generalisa-
tion to Theorem 2.4 (Theorem 30.9 of [Sau14]).

Theorem 2.8. Let Ω be closed under addition. Let φ̃, ψ̃, χ̃ ∈ R̃simp
Ω be simple Ω-resurgent formal

power series, with χ̃ having no constant term. Let also H ∈ C{t} be a convergent power series. Then
the compositions ψ̃ ◦ (Id + φ̃) and H ◦ χ̃ are simple Ω-resurgent formal power series (i.e., they belong
to R̃simp

Ω ) and, for ω ̸= 0

∆ω(ψ̃ ◦ (Id + φ̃)) = (∂ψ̃) ◦ (Id + φ̃)∆ωφ̃+ e−ωφ̃(∆ωψ̃) ◦ (Id + φ̃); (2.81)

∆ω(H ◦ χ̃) =
(
dH

dt
◦ χ̃
)
·∆ω(χ̃). (2.82)

Observe in especial how the composition of a convergent series with a formal power series does not add any
poles on the Borel plane.

Despite being a derivation, the alien derivative (in the multiplicative algebra R̃simp
Ω ), does not commute

with the derivation ∂ = d
dz . This would be a very desirable property. It can be proved though, that the

dotted alien derivative, defined as
∆̇ω := e−ωz∆ω , (2.83)

commutes with ∂: namely, [∆̇ω, ∂] = 0. At this stage though, this definition is rather poorly rigorous. Indeed
e−ωz cannot be expanded in powers of z−1, so it does not belong to the algebra C[[z−1]]. The action of ∆ω

3In case the reader were rather wondering about the alien, we should do Jean Écalle some justice: the original French
attribute to these derivatives was, a bit more modestly, étranger. Apparently though, in the English translation, it was agreed
that these objects are so unusual and unfamiliar that they must be born not simply of a foreign country, but rather of an
unearthly, alien world.
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returns a (simple) Ω-resurgent formal power series, so that the multiplication by e−ωz seems to imply that
the algebra R̃simp

Ω is not closed under the action of the dotted alien derivatives. Indeed it is not: we must
extend it to the algebra of (simple) Ω-resurgent transseries, which following [Sau14] we name Ẽ(Ω). A
transseries Φ̃ ∈ Ẽ(Ω) is a formal sum of formal power series, each equipped with a ‘formally multiplicative’
symbol :

Φ̃(z, σ⃗) =
∑
n

e−ωnzφ̃nσn (2.84)

where, for every n, φ̃n ∈ R̃simp
Ω is simple Ω-resurgent power series. For every n, ωn ∈ Ω, and e−ωnz

is a symbol called simple resurgent symbol. The parameters σ⃗ = (σ1, ..., σn, ...) are just bookkeeping
parameters, which will serve the purpose of selecting a specific φ̃n (a sector of the transseries). This can be
done, for instance, by means of differentiation with respect to σn and setting all the parameters to 0 to zero
afterwards. The dotted alien derivative is then understood to be a derivation on the algebra Ẽ(Ω), which
also inherits from R̂simp

Ω the derivation ∂ : Ẽ(Ω)→ Ẽ(Ω), which acts in the intuitive way:

∂Φ̃(z, σ⃗) =
∑
n

(
e−ωnz∂φ̃n − ωne

−ωnzφ̃n

)
σn (2.85)

and it can be proved to commute with any dotted alien derivative ∆̇ω.

The algebra of Ω-resurgent transseries Ẽ(Ω) inherits its algebraic structure from R̃simp
Ω if Ω is closed under

addition. In fact, it is sufficient to state(
e−ω1zφ̃1

)
·
(
e−ω2zφ̃2

)
=: e−(ω1+ω2)φ̃1 · φ̃2 (2.86)

whence we see the necessity of Ω being closed under addition in order for Ẽ(Ω) to be closed under products
and deserve so the name of algebra. Thanks to (2.85), it is actually a differential algebra with the derivative
∂.

A clarification is due. The algebra Ẽ(Ω) is made out of R̃simp
Ω by the addition of the simple resurgent

symbols e−ωz for every ω ∈ Ω. Hence, we must not think of e−ωz as a function: actually, they are no more
functions than formal power series are. Their suggestive though misleading writing is due to the fact that,
upon applying the Borel-Laplace summation operator, the resurgent symbols turn into actual functions (very
much like formal power series). By definition, given φ̃ ∈ R̃simp

Ω summable in an arc of directions I, we have

S I(e−ωzφ̃) = e−ωzS I φ̃, (2.87)

where e−ωz is a symbol on the left hand side, and a function on the right.

2.3.3 The Stokes automorphism

Our previous hint at the need to promote formal power series to transseries is admittedly unsatisfactory;
yet, by introducing the Stokes automorphism, we shall provide a more convincing evidence for this necessity.
The presence of poles in the Borel plane along a certain direction θ prevents us from applying the Borel-
Laplace operator S θ correctly. The best we can do is to apply it at angles θ+ε, or θ−ε, infinitesimally close
to θ. Albeit the lines of integration are infinitesimally close to each other, the two Borel sums S θ+εφ̃ and
S θ+εφ̃ (with φ̃ ∈ R̃simp

Ω for a certain Ω some of whose points lie on the direction θ) will yield two different
results whose difference is not of the order ε. The Stokes automorphism is the formal way to express such a
‘jump’: namely we have the following

Definition 2.12 (Stokes Automorphism). Let Ω be a non-empty, discrete set, closed under addition. Let
Φ̃ ∈ Ẽ(Ω) be a simple Ω-resurgent transseries. Then the Stokes automorphism is a map

Sθ : Ẽ(Ω)→ Ẽ(Ω) (2.88)

such that
S θ−εΦ̃ = S θ+ε ◦SθΦ̃. (2.89)
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Note that the Stokes automorphism is defined on the whole space of transseries Ẽ(Ω) in which R̃simp
Ω is

embedded (a resurgent power series can be viewed as a transseries with only one sector and no resurgent
symbol). Consider for simplicity Φ̃ = φ̃ ∈ R̃simp

Ω : the Stokes automorphism Sθ will act non-trivially
(differently from the identity) on φ̃ only if its Borel transform φ̂(ζ) has a pole at ω ∈ Ω with argω = θ.
In this case θ is said to be a Stokes line. In fact, it should be clear enough that the difference between
two Borel sums S θ+εφ̃ − S θ−εφ̃ can be non-infinitesimal only if φ̂(ζ) has a pole along θ, and thus the
Stokes automorphism cannot act as the identity in this case. This fact can be further clarified by the next
proposition, which states that the Stokes automorphism can be expressed in terms of the alien derivatives
labelled by a pole ω with argument θ.

Proposition 2.4. The Stokes automorphism Sθ at a direction θ can be expressed as

Sθ = exp

(∑
ω∈Ωθ

e−ωz∆ω

)
= exp

(∑
ω∈Ωθ

∆̇ω

)
(2.90)

where Ωθ ⊆ Ω is the subset of singularities ω ∈ Ω lying along the direction θ in the Borel plane.

As an alien derivative ∆ω, acting on φ̃, yields a non-vanishing result only if φ̃ has a pole at ω, we clearly see
then that the Stokes automorphism Sθ will act on φ̃ as the identity unless ∆ωφ̃ ̸= 0 for some ω ∈ Ωθ.

Although in Definition 2.12 the Stokes automorphism has been defined on the space of Ω-resurgent trans-
series Ẽ(Ω), we may observe that, since we can make sense of alien derivatives also on Cδ ⊕ R̂simp

Ω , it is
clear that we can also have the Stokes automorphism act on the image of Ẽ(Ω) under the Borel operator,
B(Ẽ(Ω)), which we call Ê(Ω). This operation is a bit subtle, as Ê(Ω) must be defined in compliance with
(2.87). For this purpose, let φ̃ ∈ R̃simp

Ω with Bφ̃ = aδ + φ̂(ζ), and consider the sector of the transseries
e−ωzφ̃. Then, in taking the Borel image of e−ωzφ̃ ∈ Ẽ(Ω), we must in some way keep track of the resurgent
symbol e−ωz. To do so, we introduce a new ‘identity’ δω for every ω ∈ Ω, such that, for every θ,

Lθ(aδω)(z) := ae−ωz (2.91)

in the same spirit as (2.42). Then we let

B
(
e−ωzφ̃

)
:= aδω + φ̂ω(ζ). (2.92)

The Borel transform φ̂(ζ) is now ‘dressed’ with subscript ω is meant to keep track of the sector of the
transseries. If φ̃ is 1-summable along θ (i.e φ̂(ζ) admits analytic continuation on this direction) the Laplace
operator Lθ is then defined to act as

Lθ(aδω + φ̂ω)(z) = ae−ωz + e−ωz

ˆ eiθ∞

0

dζe−zζφ̂(ζ). (2.93)

Remark that again on the right-hand side e−ωz is now a function and not a symbol. We refer to [Sau14] for
further details about this.

It is a general algebraic fact ([Sau14]) that the logarithm of an automorphism is a derivation, or conversely
the exponentiation of a derivation yields an automorphism. As the alien derivatives are indeed derivations,
this explains why the Stokes automorphism is indeed an algebra automorphism on the space of transseries
Ẽ(Ω) (or its image under the isomorphism B), as expressed by the following (Theorem 30.2 [Sau14]):

Theorem 2.9. Let Ω be a discrete non-empty set closed under addition. Then the Stokes automorphism
is compatible with the Cauchy product on Ẽ(Ω) and with the convolution product on Ê(Ω). Namely,
given two transseries Φ̃, Ψ̃ ∈ Ẽ(Ω) and their Borel transforms Φ̂, Ψ̂ ∈ Ê(Ω) we have

Sθ(Φ̃ · Ψ̃) = SθΦ̃ ·SθΨ̃ ∈ Ẽ(Ω), (2.94)

Sθ(Φ̂ ∗ Ψ̂) = SθΦ̂ ∗SθΨ̂ ∈ Ê(Ω),
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where the convolution product on transseries is defined in analogy to the Cauchy product in (2.86).

The Stokes automorphism is an algebra isomorphism on Ẽ(Ω) or equivalently on its Borel image Ê(Ω): these
algebras are then closed under the action of Sθ. Consider the transseries (2.84), which is the most general
member of Ẽ(Ω). In light of the previous observation, we must conclude that the action of Sθ upon Φ̃(z, σ⃗)
will return another transseries in the form

SθΦ̃(z, σ⃗) = Φ̃(z, σ⃗′). (2.95)

The action of the Stokes automorphism can then be viewed as a transformation of the transseries parameters
σ⃗

{σn}
Sθ−−→ {σ′

n} (2.96)

which implements correctly the transformation of a transseries into another. The differences σ′
n − σn = Sθ

n

are called the Stokes constants. In plenty of physical applications (see for instance [Dor19], [SV23], and
the conjectures put forth in [GM23]) there is actually only one Stokes constant, which of course largely
simplifies the alien calculus.

2.3.4 Median resummation

In most of the cases of our concern, divergent power series will exhibit poles on the Borel plane on the real
line, either at θ = 0 or θ = π. Let us focus on the former case: the presence of poles at θ = 0 prevents us from
computing the Laplace integral along the positive real line, which is the natural line of integration if we wish
to resum the transseries to a real valued function of a positive real variable z (such like an inverse coupling
constant). The two lateral summation operators S ε and S −ε will then produce two different functions of
z differing by an exponentially suppressed and imaginary function. The difference is encoded in the Stokes
automorphism S0, but we still have to understand how to produce a sensible, real-valued and unambiguous
function of z. The solution to this problem is provided by the median resummation ([Dor19], Appendix C
of [SV23]). As the Stokes automorphism is defined through an exponential, one can easily define its powers
by

Sν
θ = exp

(
ν
∑
ω∈Γθ

∆̇ω

)
. (2.97)

It can then be proved that the following summations, yield the same result:

S θ
med := S θ−ε ◦S−1/2

θ = S θ+ε ◦S1/2
θ (2.98)

(note how the very definition given by (2.89) strongly suggests that the above indeed holds). In particular,
for the case of greatest physical interest θ = 0,

S 0
med := S ε ◦S1/2

0 = S −ε ◦S−1/2
0 . (2.99)

The operator S 0
med has a very desirable property: it commutes with complex conjugation. Namely, given a

transseries Φ̃(z, σ), we have

S 0
med

(
Φ̃(z, σ)

)∗
=
(
S 0

medΦ̃(z, σ)
)∗
. (2.100)

Thanks to this property, we can claim that the median resummation operator S 0
med will yield a consistent

holomorphic function of z even when the asymptotic series in powers of z−1 (for large z) has poles on the
Borel plane lying on the positive real line. If z = x is taken to be real, then the median resummation will
yield a real valued function of x. In fact, as it will be clarified by the example shown i the next section, the
median resummation ensures that all the imaginary ambiguities caused by the lateral resummations cancel.

The following sections of this chapter are dedicated to some illustrative examples in which the tools of
summability and resurgence are employed in so simple a way, as to allow us to perform explicit computations
of Borel transforms and alien algebras.
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2.4 The Euler series

In this section we review two simple, and yet very educational, examples: first of a Borel-summable series,
secondly of a non Borel-summable series which, as such, exhibits the Stokes phenomenon. In 1760, in an
article titled De seriebus divergentibus ([EA18]), Euler considered a number of divergent power series for
which the limit of the truncated sums limN→∞

∑N
n an either is divergent or does not exist. At the time,

the tools of Borel-Laplace fine summation were yet to come; nevertheless, Euler managed to associate with
a number of such divergent series a finite number by employing the so-called Euler transform and Euler
resummation (see [Har56] for extensive treatment). Despite Euler’s original approach was quite different, we
can now understand his results in terms of Borel summability and alien calculus.

2.4.1 The alternate signs Euler series

The series considered by Euler is

1− 1! + 2!− 3! + ... =

∞∑
n=0

(−1)nn! (2.101)

which he called the Wallis series, but is now universally renown as the Euler series. In this case, the limit
of the partial sum clearly does not exist, as they oscillate with increasing amplitude. The original approach
by Euler was to consider the n-th differences

Dn =

n∑
k=0

(
n

k

)
an−k(−1)k (2.102)

where ak = k! in this case (the alternating sign is not taken into account). Then he proposed that the sum
should be

a0
2

+
D1

22
+
D2

23
+ ... =

∞∑
n=0

Dn

2n+1
(2.103)

where D0 := a0. By explicit computation, Euler was able to find the approximate solution ≃ 0.596. Let us
now retrieve the same result using the machinery of Borel summability and describe how the divergence of
the series manifests itself on the Borel plane. An exhaustive treatment of the Euler series can be found in
[Lod14].

In order to employ the theory developed in the previous sections, we can define the formal power series of
the algebra z−1C[[z−1]]1

φ̃E =

∞∑
n=0

(−1)nn!z−n−1 (2.104)

which we aim at evaluating at z = 1. This series is clearly 1-Gevrey, and thus its Borel transform can be
computed to be:

φ̂E =

∞∑
n=0

(−1)nζn =
1

1 + ζ
(2.105)

which, as we might have expected, has a finite radius of convergence equal to 1, and its sum has a pole
at ζ = −1. Except for the direction θ = π, which is the unique Stokes line, φ̂E is clearly analytically
continuable along any direction θ ∈ I = (−π, π): therefore, in the notation of section 2.2.2, we can safely
claim φ̂E ∈ N (I), with γ(θ) = 0. In fact, φ̂E(ζ) has no exponential growth, as φ̂E(ζ) actually decays for
large |ζ|, so γ(θ) can be taken to vanish identically. The Laplace transform Lθφ̂E is then well defined for all
θ ∈ I.

As the pole at ζ = −1 is a simple pole, φ̂E is a simple resurgent function in R̂simp
Ω , and therefore its

Borel- pre-image φ̃E is simple resurgent formal power series. But what is Ω? Certainly, we must ensure
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that ω = −1 belongs to Ω: to make it closed under addition, we can simply set Ω = Z. Although infinitely
many discrete points have been added, none of the assumptions made above is violated, as the points are
not densely accumulating.
We can now compute the whole alien algebra of φ̃E : namely, for every ω ∈ Ω, we compute the action of the
(dotted) alien derivatives on φ̃E or equivalently on φ̂E . Since φ̂E is a meromorphic function, the action of
the alien derivatives is simply given by the residue of φ̂E at the pole ω: namely, in the multiplicative and in
the convolutive model respectively, we have

∆−1φ̃
E = 2πiδ, (2.106)

∆−1φ̂
E = 2πi,

while all the other alien derivatives simply vanish. The above equation summarises the whole alien algebra
of φ̃E (φ̂E in the convolutive model).

We intend now to find a well-defined function of z which we will eventually compute at z = 1. As Re(z) > 0,
we must ensure that Re(ζ) > 0 along the line of integration, so that the exponential e−zζ appearing in the
Laplace integral is decaying. This leaves us the wide rage of directions (−π/2, π/2). However, if we want to
assign to the series (2.104) a real value when z = 1, as it is reasonable, we have to choose the line θ = 0.
Since this is not a Stokes line (θ ∈ I), we can proceed straightforwardly and find the Borel sum φE(z),
holomorphic on the domain D(I) = {z ∈ C : − 3

2π < arg(z) < 3
2π} by

φE(z) := (L0φ̂E)(z) =

ˆ ∞

0

dζe−zζ 1

1 + ζ
. (2.107)

The domain D(I) should be understood as a subset of the Riemann surface of the logarithm C̃: the Borel
sum φE(z) is then multi-valued whenever Re z < 0. Although the origin is not included in D(I), we can
observe that

lim
z→∞

φE(z) = 0 (2.108)

along any direction θ ∈ I: the point at the infinity can then be added to D(I). Slightly more intuitively, we
can define fE(t) = φE(1/t), namely

fE(t) =

ˆ ∞

0

dζe−
ζ
t

1

1 + ζ
(2.109)

with fE : D(I) → C, as the domain D(I) is mapped into itself upon letting z → 1/z. Then we can extend
the domain of fE to D(I) ∪ {0}, by letting

fE(0) := lim
t→0

fE(t) = 0. (2.110)

fE is not analytic (holomorphic) at 0, but only C∞: indeed its Taylor series at 0 is simply the initial formal
power series φ̃E with z → 1/t,

f̃E =

∞∑
n=0

(−1)nn!tn+1, (2.111)

which has vanishing radius of convergence. The non-analyticity at t = 0 is then the imprint that the
divergence of φ̃E leaves on its Borel sum. This property is strongly related to another feature of f̃E , namely
its monodromy. Thereby, we simply mean that f̃E is not periodic of period 2π, for a fixed radius, on the
Riemann surface of the logarithm (for instance, f̃E(eiπ) ̸= f̃E(e−iπ)). Indeed, if that were the case in a
neighbourhood of the origin, then f̃E would be analytic thereat (see e.g. [Bal94]), which we know it cannot
be the case due to the divergence of φ̃E .

Having resummed the initial divergent series (2.104) via the Laplace integral (2.107) , we can evaluate it
numerically at z = 1 and find φE(1) ≈ 0.596... in agreement with Euler’s result, obtained in a much different
way. Before ending the section, it is interesting to observe that the Borel resummation can be used to make
sense of oscillatory series even if the coefficients do not grow factorially. For instance, the notorious

1− 1 + 1− 1 + ... (2.112)
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can be viewed as the Borel sum of the series
∑∞

n=0(−1)nz−n−1 computed at z = 1. The Borel transform
is easily found to be e−ζ : as the formal power series is formally convergent, its Borel transform has infinite
radius of convergence, in agreement with Proposition 2.1. Thus, the Borel sum of the above formal power
series is given by the Laplace integral (in the direction θ = 0):

ˆ ∞

0

dζe−zζ−ζ =
1

1 + z
, (2.113)

which for z = 1 returns the expected value of 1/2. Similarly, one can consider

1− 2 + 3− 4 + ... (2.114)

which can be associated with the series
∑∞

n=0(−1)n(n+1)z−n−2, whose Borel transform is ζe−ζ . As expected,
this has infinite radius of convergence and exponential size no larger than 1. Then the Borel sum is given
by the Laplace transform along θ = 0

ˆ ∞

0

dζe−zζ−ζζ =
1

z + 1

ˆ ∞

0

dζe−zζ−ζ =
1

(z + 1)2
(2.115)

which evaluates to 1/4 for z = 1. Both these examples were also discussed by Euler in [EA18], who found the
values 1/2 and 1/4 with the method of the n-th differences sketched at the beginning of this section. For a
rigorous discussion of the Euler resummation method and its relation with the Borel resummation method,
we refer to Hardy’s book [Har56].

2.4.2 Modified Euler series

Inspired by the previous results, we could also consider the formal power series

φ̃ =

∞∑
n=0

n!z−n−1. (2.116)

Interestingly, this is the formal power series solution to the differential equation

f ′(z) + f(z) =
1

z
(2.117)

and it is actually the same as the Euler series φ̃E after switching the sign of z be z → −z. The Borel
transform is then

φ̂ = Bφ̃ =

∞∑
n=0

ζn =
1

1− ζ
. (2.118)

As before, we can set Ω = Z and observe that φ̂ ∈ R̂simp
Ω . Much in analogy to the previous case, we have

the alien algebra:

∆1φ̃ = −2πiδ (2.119)
∆1φ̂ = −2πi.

If we now attempt to take the Laplace-transform along the real line L0φ̂, we encounter a pole at ζ = 1,
which prevents the integration. Thus, θ = 0 is a Stokes line, and therefore the two lateral sums S ϵ and
S −ϵ will yield two different results, differing by an imaginary and exponentially suppressed quantity. Aware
of the action of the only non-vanishing alien derivatives (2.119), we readily find the action of the Stokes
automorphism on φ̃, which we can now view as a transseries of Ẽ(Z):

S0φ̃ = exp

(∑
ω∈Ω0

∆̇ω

)
φ̃ = exp

(
e−z∆1

)
φ̃ =

(
1 + e−z∆1 +

1

2!
e−2z∆2

1 + ...

)
φ̃ (2.120)

= φ̃+ e−z∆1φ̃ = φ̃− 2πie−z ∈ Ẽ(Z),
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as all the higher powers of the alien derivatives vanish. Owing to the very definition of the Stokes auto-
morphism (2.89), this means that

(S ϵ −S −ϵ)φ̃ = 2πie−z. (2.121)
It is expedient to stress again that e−z bears two different meanings in the previous equations: it is a symbol
in the former (2.120), while it is a function in the latter (2.121). The difference between the two Laplace
integrals can also be found by a contour integral along a path called Hankel contour H (see Figure 2.2a),
enclosing the pole at ζ = 1. The integral can be solved by the residue theorem, yielding

(Lϵ − L−ϵ)φ̂ =

˛
H

dζe−zζ 1

1− ζ
= 2πie−z. (2.122)

It is noteworthy that this result is telling us something meaningful about the solution to the differential
equation (2.117): it is actually a solution to the homogeneous equation, which the power series solution
could not have captured. Indeed, the exponential term e−z is non-analytic at z → ∞ and falls off faster
than any other term in the power series.

How, then, do we find a sensible real-valued function φ(z) that can be interpreted as the sum of φ̃? As
explained in section 2.3.4, we need to resort to the median resummation. This can be written as

φ(z) = S 0
medφ̃ = S ϵ ◦S1/2

0 φ̃ (2.123)

= S ϵ
(
φ̃− πie−z

)
= Lϵφ̂− πie−zLϵδ

=

ˆ ∞+iϵ

0

dζe−zζ 1

1− ζ
− πie−z,

where S
1/2
0 φ̃ was computed by recalling the alien algebra (2.119) and the definition (2.97). The integral in

(2.123) will have an imaginary part which can be computed following a half-circle of infinitesimal radius r
centred at ζ = 1 and passing above it, as shown in Figure 2.2b. Hence, setting ζ = 1 + reit, the imaginary
part of the previous integral is

lim
r→0

ˆ 0

π

dt rieite−z(1+reit) 1

1− (1 + reit)
(2.124)

= lim
r→0

−ie−z

ˆ 0

π

dt e−z(reit) = iπe−z,

which, as expected, exactly cancels the transseries contribution added to φ̃ by the action of S1/2
0 in (2.123).

The full median resummation (2.123) is then given by the real part of the integral, which is

φ(z) = lim
r→0

[(ˆ 1−r

0

dζ +

ˆ ∞

1+r

dζ

)(
e−zζ 1

1− ζ

)]
. (2.125)

Note that the result is finite: the infinities close to ζ = 1 are of opposite sign and cancel. Upon computing
the above integral numerically we can evaluate the series

1 + 1! + 2! + 3! + ... (2.126)

as φ(1) ≈ 2.7317.

2.5 The Stirling series

The Euler series discussed earlier is arguably the simplest example of a Borel-summable formal power series.
In this section, closely following the lines of [Sau14], we will describe in detail a slightly more complicated
example: the Stirling series. This series can be understood as the power series providing the subleading
corrections by which the Stirling approximation differs from the Gamma function. As it will be clarified in
the next section, the Borel sum of the Stirling series is a definable function in the o-minimal structure RG

described in [DS00] and reviewed in section 1.5.3: this implies that the Gamma function is definable in RG

on the interval (0,∞).
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Im ζ

Re ζ

Lε

L−ε

H

(a) Laplace integration paths and the Hankel contour H.

Re ζ

Im ζ

ζ = 1

Lε

(b) Integration contour topologically equivalent to that of
Lϵ on the left.

Figure 2.2: Borel plane with a pole at ζ = 1 and integration contours for the lateral Laplace operators Lϵ

and L−ϵ.

2.5.1 Borel transform for the Stirling series

The Stirling series can be viewed as the formal ratio between the Gamma function and the Stirling approx-
imation. For large integers n the Stirling approximation provides an estimate for n!:

n! ≈
√
2πn nne−n n→∞. (2.127)

It is also well known that n! = Γ(1 + n) for every integer n. The Gamma function then can be used to
promote the factorial to a continuous function. After rewriting the above as (n − 1)! ≈

√
2πnn−1/2e−n, we

can rephrase it in terms of the continuous variable x ∈ R by

Γ(x) ≈
√
2π xx−1/2e−x x→∞. (2.128)

The Stirling function λ(z) is then defined to be the ratio between the Gamma function and the Stirling
approximation function:

λ(z) =
1√
2π
z1/2−zezΓ(z) z ∈ C\R− (2.129)

where z is now a complex variable which must be understood in the limit Re(z) → ∞. A property of
paramount importance of the Gamma function is its ‘factorial’ property

Γ(z + 1) = zΓ(z), (2.130)

from which a similar property will be inherited by the Stirling function λ(z). It is straightforward to derive
that one has

λ(z + 1) = eλ(z)(1 + z−1)−z−1/2. (2.131)

For our purposes, it will be convenient to define µ(z) := log λ(z). Then from (2.129) it is easily inferred that
µ(z) will obey

µ(z) = −1

2
log(2π)−

(
z − 1

2

)
log(z) + z + log Γ(z). (2.132)

Rather than solving for λ(z) and µ(z), we shall focus on their formal power series solutions of the equations
(2.129) and (2.132): these are the Stirling series λ̃ and the logarithmic Stirling series µ̃, respectively. Formally



70 Chapter 2. Borel Summability and Resurgence

we still have µ̃(z) = log(λ̃(z)): hence, from (2.131) we deduce that

µ̃(z + 1) = µ̃(z) + 1− (z + 1/2) log
(
1 + z−1

)
(2.133)

=: µ̃(z) + ψ̃(z),

where ψ̃ can be written conveniently as

ψ̃(z) = −1

2
log
(
1 + z−1

)
+ z(z−1 − log

(
1 + z−1

)
). (2.134)

This provides an equation for µ̃(z). In order to solve it, we calculate its Borel transform µ̂: recalling property
2 in Lemma 2.1, we have that, for c = 1,

B[T1µ̃](ζ) = e−ζ µ̂(ζ), (2.135)

hence we can use (2.133) to write µ̂ as

µ̂(ζ) =
1

e−ζ − 1
ψ̂(ζ), (2.136)

where ψ̂ = Bψ̃. The latter is then the object that we must compute in order to find µ̂.

By looking at (2.134), we realise that the first thing to compute is the Borel transform of the logarithm
log
(
1 + z−1

)
. This is:

B

(
−

∞∑
n=1

(−1)n

n

1

zn

)
= −

∞∑
n=1

(−1)n

n!
ζn−1 =

1

ζ
(1− e−ζ) =: L̂. (2.137)

Recalling now the third point in Lemma 2.1, we are enabled to apply the Borel operator B to (2.134). We
obtain:

Bψ̃ = −1

2
L̂(ζ) +

d

dζ
(1− L̂(ζ) (2.138)

=
1

2

e−ζ − 1

ζ
+

d

dζ

(
1 +

e−ζ − 1

ζ

)
=

1

2

e−ζ − 1

ζ
− e−ζ − 1

ζ2
− e−ζ

ζ
=: ψ̂(ζ).

Having computed ψ̂(ζ), we but have to plug it in (2.136) and finally find

µ̂(ζ) =
1

ζ2

{
−1 + ζ

2
+

ζ

eζ − 1

}
. (2.139)

We can notice that the bracketed quantity can be written in terms of the Bernoulli numbers B2k: this allows
us to write

µ̂(ζ) =

∞∑
k=1

B2k

(2k)!
ζ2k−2 (2.140)

whence we can readily infer that µ̃ is the series in powers of z−1 given by

µ̃ =

∞∑
k=1

B2k

(2k)!
(2k − 1)!

1

z2k−1
=

∞∑
k=1

B2k

2k(2k − 1)

1

z2k−1
, (2.141)

which amounts to taking the formal Laplace transform of µ̂.
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2.5.2 Borel plane and Stokes phenomenon

Having computed the Borel transform µ̂(ζ), we should now understand whether it has poles or not and,
if yes, of what kind they are and where they are located in the Borel plane. A quick glance at (2.139) is
sufficient to convince ourselves that the poles are located at ζ = 2πim, with m ∈ Z. Observe though that, as
we should expect of a Borel transform, there is no pole at ζ = 0, as the power series (2.140) also indicates.
Indeed, the Laurent series at zero is

µ̂(ζ) =
−1
ζ2

+
1

2ζ
+

1

ζ

1

(ζ + ζ2/2 + ζ3/6 + ...)
(2.142)

=
−1
ζ2

+
1

2ζ
+

1

ζ2

(
1− ζ

2
+
ζ2

12
+ ..

)
=

1

12
+ o(ζ)

which is indeed the first term in the expansion (2.139): B2 = 1/6, thus B2

2! = 1
12 . Hence, we conclude

that the poles are located at 2πiZ∗ and that the directions θ = ±π
2 are the Stokes lines associated with µ̃.

Furthermore, it can be easily argued that the poles are all simple: therefore, µ̂(ζ) is a meromorphic simple
resurgent function, endlessly continuable in C\2πiZ∗. Moreover, it is easy to see from (2.139) that µ̂(ζ)
is bounded along any direction (other than the Stokes lines iR±): it follows that the Laplace transform of
µ̂(ζ), whenever it is defined, will yield a function holomorphic on a non-compact domain. Specifically, we
have

Proposition 2.5. The logarithmic Stirling series µ̃ is 1-summable along θ = 0. Therefore, we have

µ(z) =

ˆ ∞

0

dζe−zζ 1

ζ2

{
−1 + ζ

2
+

ζ

eζ − 1

}
(2.143)

and analytic and such that µ(z) ∼1 µ̃ uniformly on a Sokal disc Π0
0.

In fact, µ(z) admits µ̃ as uniform asymptotic expansion on every closed subsector of C/R−, which can be
seen by rotating the line of integration of the Laplace integral.

The presence of two Stokes lines iR± (at θ = ±π
2 ), introduces an ambiguity in the Laplace integral.

Setting I+ = (−π
2 ,

π
2 ) and I− = (π2 ,

3π
2 ), we will have two different types of Laplace integrals LI+

and LI−

depending on which interval (either I+ or I−) the direction θ of the line of integration belongs to. Thus,
we will have two functions µ+(z) = S I+

µ̃ and µ−(z) = S I−
µ̃ . Since µ̂(ζ) has no exponential growth, for

every direction θ along which µ̂ is 1-summable, Lθµ̂ is defined on Πθ
0 := {z ∈ C : Re(zeiθ) > 0}: hence we

infer that the domains of holomorphicity of µ+ and µ− are, respectively:

µ+(z) :
⋃

θ∈I+

Πθ
0 = C\R−, (2.144)

µ−(z) :
⋃

θ∈I−

Πθ
0 = C\R+.

Explicitly, the two Borel sums are given by:

µ+(z) = Lθµ̂ =

ˆ ∞eiθ

0

e−zζ µ̂(ζ) θ ∈ I+, (2.145)

µ−(z) = Lθµ̂ =

ˆ ∞eiθ

0

e−zζ µ̂(ζ) θ ∈ I−.

where µ+(z) is simply the analytic continuation of the earlier µ(z), as 0 ∈ I+.

It is then natural to ask what the difference between these solutions is. In order to do so, we must
distinguish two cases:
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Im(z) < 0: The lower complex plane corresponds to Laplace integrations taken along θ ∈ (0, π2 ) ⊂ I+ or
θ ∈ (π2 , π) ⊂ I

−. Thus, we can compute the difference µ+(z)−µ−(z) following the integration contour γ+ in
Figure 2.3a. Another way of seeing it is that the exponential e−zζ must be decaying: we must then require
that Re(zζ) > 0, which for Im(z) < 0 enforces Im(ζ) > 0. Thus the contour γ+ must be closed in the upper
part of the Borel plane.
The integral can be computed easily with Cauchy theorem. Recalling that the residue of 1

eζ−1
at ζ = 2πim,

with m ∈ Z∗, is 1, we have:

µ+(z)− µ−(z) =

˛
γ+

dζe−zζ µ̂(ζ) =

˛
γ+

dζe−zζ

{
−1 + ζ

2
+

ζ

eζ − 1

}
1

ζ2
(2.146)

= 2πi

∞∑
m=1

e−2πi mz 1

2πim
=

∞∑
m=1

1

m
e−2πi mz

= − log
(
1− e−2πiz

)
.

Im(z) > 0 : Following the same thread of reasoning as above, we conclude that the integration must be
taken along γ− as in Figure 2.3a. Hence:

µ+(z)− µ−(z) =

˛
γ−
dζe−zζ µ̂(ζ) =

˛
γ−
dζe−zζ

{
−1 + ζ

2
+

ζ

eζ − 1

}
1

ζ2
(2.147)

= −2πi
−∞∑

m=−1

e−2πi mz 1

2πim
=

∞∑
m=1

1

m
e2πi mz

= − log
(
1− e2πiz

)
.

It should be observed how the exponential corrections in (2.146) and in (2.147) are always decaying expo-
nentials given the assumption made on the imaginary part of z.

Re ζ

Im ζ

2mπi

−2mπi

γ+

γ−

I+I−

(a) Borel plane for the logarithmic Stirling series µ̂. The
integration contours γ+ and γ− are taken for Im(z) < 0
and Im(z) > 0 respectively.

Re z

Im z

µ+(z) µ−(z)

(b) Domains of holomorphicity of µ+(z) and µ−(z).

Figure 2.3: Borel plane (left) and Laplace plane (right).
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2.5.3 Alien algebra and Stokes automorphism

The computation of (2.146) and (2.147) amounts precisely to computing the Stokes automorphism for µ̂ (or,
equivalently, for µ̃). Since µ̂(ζ) is a meromorphic function with only simple poles on the imaginary axis (
see Figure 2.3a), the action of the alien derivative ∆2πim simply returns the residue at the pole ζ = 2πim,
multiplied by 2πi. Hence we can equivalently write (in the convolutive and in the multiplicative model
respectively) the full alien algebra of the logarithmic Stirling series:

∆̇2πimµ̂ =
1

m
δ2πim, (2.148)

∆̇2πimµ̃ =
1

m
e−2πi mz.

It is then clear that the action of any two alien derivatives on µ̂ or µ̃ will yield 0. Therefore, the action of
the Stokes automorphisms along the two Stokes lines reads:

Sπ
2
µ̂ = exp

( ∞∑
m=1

∆̇2πim

)
µ̂ = µ̂+

∞∑
m=1

1

m
δ2πim , (2.149)

Sπ
2
µ̃ = exp

( ∞∑
m=1

∆̇2πim

)
µ̃ = µ̃+

∞∑
m=1

1

m
e−2πi mz ;

and

S−π
2
µ̂ = exp

( −∞∑
m=−1

∆̇2πim

)
µ̂ = µ̂+

−∞∑
m=−1

1

m
δ−2πim = µ̂−

∞∑
m=1

1

m
δ2πim , (2.150)

S−π
2
µ̃ = exp

( −∞∑
m=−1

∆̇2πim

)
µ̃ = µ̃+

−∞∑
m=−1

1

m
e−2πi mz = µ̃−

∞∑
m=1

1

m
e2πi mz.

These are exactly the same equations previously found in (2.146) and (2.147). In fact, recalling the definition
of the Stokes automorphism in (2.89) one recovers from (2.149)

µ+(z) = S
π
2−εµ̃ = S

π
2 +εSπ

2
µ̃ = S

π
2 +εµ̃+

∞∑
m=1

1

m
e−2πi mz (2.151)

= µ−(z) +

∞∑
m=1

1

m
e−2πi mz

which is (2.146); similarly from (2.150) we retrieve

µ−(z) = S −π
2−εµ̃ = S −π

2 +εS−π
2
µ̃ = S −π

2 +εµ̃−
∞∑

m=1

1

m
e2πi mz (2.152)

= µ+(z)−
∞∑

m=1

1

m
e2πi mz

which is (2.147).

2.5.4 Analytic continuation and poles of the Stirling function λ

We now turn our attention back to λ(z). First, let us note that, since µ̂(ζ) is an even function, as it is clear
from (2.140), the substitution ζ → −ζ defines the following relation. For θ ∈ I− we have that:

µ−(z) =

ˆ ∞eiθ

0

dζe−zζ µ̂(ζ) = −
ˆ ∞eiθ+π

0

dζezζ µ̂(ζ) = −µ+(−z), (2.153)
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which holds for z ∈ C\R+, namely on the domain of holomorphicity of the µ−(z).

We can now move back to λ(z) = eµ
+(z) for z ∈ C\R−. The reason why we choose to exponentiate µ+(z)

rather than µ−(z) is that we want to interpret λ(z) as the analytic continuation to the complex plane of a
real valued function λ(x) = (2π)−1/2x−x+1/2exΓ(x), which, for x integer, has the desired interpretation as
the ratio between (n− 1)! and the Stirling approximation thereof

√
2π nn−1/2e−n. We then rule out µ−(z),

which is not defined on the positive real line.
We show now that we can find an analytic continuation of λ(z) on R−. Consider Im(z) < 0. Then, according
to (2.146), and availing ourselves of the above result (2.153), we have

λ(z)λ(−z) = eµ
+(z)+µ+(−z) = eµ

+(z)−µ−(z) = e− log(1−e−2πiz) =
1

1− e−2πiz
. (2.154)

Notice that both the second and the third equality signs are justified on the lower complex plane: the former
is valid on C\R+, the latter again on Im(z) < 0. Similarly, one has for Im(z) > 0:

λ(z)λ(−z) = eµ
+(z)+µ+(−z) = eµ

+(z)−µ−(z) = e− log(1−e2πiz) =
1

1− e2πiz
. (2.155)

So, it is possible to analytically continue λ(z) from the lower complex plane into the upper and vice versa;
yet, the two analytic continuations are different. Nevertheless, as the above formulas indicate, they both
have simple poles at the negative integers; we will now to calculate the residues at such poles and thereby
infer those of the Gamma function. Let us start again from Im(z) < 0. For an integer k ∈ N, we have

Resz=−k(λ(z)) = Resz=k(λ(−z)) = Resz=k

(
1

1− e−2πiz

1

λ(z)

)
(2.156)

=
1

2πi

(
1√
2π
k−k+1/2Γ(k)ek

)−1

=
−i√
2π

kk+1/2

k!
e−k

where in the last line we have argued that the residue of 1
1−e−2πiz at k is 1

2πi and then we have substituted
Γ(k) = (k − 1)!, since k is a positive integer. Similarly, for Im(z) > 0, by following the same computations
we find

Resz=−k(λ(z)) =
i√
2π

kk+1/2

k!
e−k, (2.157)

since now the residue of 1
1−e2πiz is −1

2πi . This results allow us to obtain the residue of the Gamma function
at the negative integers. Indeed, we must have

Resz=−k(λ(z)) =
1√
2π

(−k)k+1/2e−k Resz=−k(Γ(z)) (2.158)

which, by comparison with (2.156) and (2.157), tells us that

Resz=−k(Γ(z)) =
(−1)k

k!
. (2.159)

Notice how, to obtain a unique result for the poles of Γ(z), we must choose for Im(z) < 0 the branch of the
square root (−1)1/2 = −i, while for Im(z) > 0 we must have (−1)1/2 = i. Only then will (2.158) match
both (2.156) and (2.157) while at the same time fixing the correct vale for the residue of Γ at the negative
integers, reported in (2.159).

It is quite remarkable how alien calculus enables us to gain information about the poles of the Gamma
function at the negative integers. The only information about the Gamma function that we have introduced
into our formulas are the property (2.130) and the asymptotic behaviour of Γ(x) for large positive x: yet,
such information proves to be sufficient to know the behaviour of Γ(x) at its poles, located at arbitrarily
large negative integers.
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2.5.5 Reflection formula

For the sake of completeness, we provide a proof of the reflection formula

Γ(z)Γ(1− z) = π

sin (πz)
(2.160)

by availing ourselves of the previous results. We can start by rewriting the left-hand side by using the
definition of λ(z) as given in (2.129), obtaining

Γ(z)Γ(1− z) = 2π

e
zz−1/2(1− z)−z+1/2λ(z)λ(1− z). (2.161)

Hearkening back to (2.131), we can write λ(z − 1) in terms of λ(z) by

λ(1− z) = e(1− z−1)z−1/2λ(−z). (2.162)

We can then exploit either (2.154) or (2.155). Let us choose the former, so Im(z) < 0. Plugging everything
into (2.161), we eventually have:

Γ(z)Γ(1− z) = 2π

1− e−2πiz
(−1)z−1/2. (2.163)

Because we are dealing with Im(z) < 0, we choose (−1)z−1/2 = e−πi(z−1/2) = ie−πiz. So, finally,

Γ(z)Γ(1− z) = 2πi

1− e−2πiz
e−πiz =

π
eiπz−e−iπz

2i

(2.164)

=
π

sin (πz)
.

Had we chosen Im(z) > 0 we would have found instead

Γ(z)Γ(1− z) = 2π

1− e2πiz
(−1)z−1/2, (2.165)

which gives consistently the same result only if we take (−1)z−1/2 = eπi(z−1/2) = −ie−πiz.

2.6 Tameness and Borel summability

In this final section, we aim at showing how Borel summability is connected with o-minimality. More
precisely, we will show that the o-minimal structures RG and RG ,exp described in section 1.5.3 are the
natural o-minimal structures that can host the Borel sums of Borel-summable formal power series. The
Gevrey functions described therein, as the name might suggest, are nothing else than the Borel sums of
Borel-summable formal power series. This idea will be key to show, in the following chapters, the tameness
of some partition functions: as for now though, we shall limit ourselves to elaborate further on the examples
of the Euler series and the Stirling series, introduced in the previous sections.

2.6.1 The quasi analytic family of Gevrey functions

Here we wish to match the notations introduced in section 1.5.3 with those of section 2.2 about Borel
summability and motivate the assumptions made about the definable functions of RG . Consider f(x) = f1(x)
in (1.47). Then f(t) is defined on a sector S(R,ϕ, κ) for some radius R and f(x) is its real-valued restriction
onto [0, R]. We want now to argue why the assumptions made in section 1.5.3 imply that f(x) is the Borel
sum of a Borel-summable formal power series in the direction θ = 0.

First, following [Lod14], we generalise the notion of uniform asymptotic expansion to a non-uniform
expansion.
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Definition 2.13 (Asymptotic expansion). Consider a function f(t) holomorphic on an open sector S(R,α, β) =
{t ∈ C∗ : 0 < |t| < R, α < arg(t) < β}. A function f(t) is said to admit an asymptotic expansion

∑
n=0 ant

n

in S if, for every closed4 subsector of S, namely for every S′ = {t ∈ C∗ : 0 < |t| ≤ R′, α′ ≤ arg(t) ≤ β′}
with α < α′, β′ < β, R′ < R, one has ∣∣∣∣∣f(t)−

N∑
n=0

ant
n

∣∣∣∣∣ ≤ CS′tN+1 (2.166)

where C ′
S is a constant which depends on N,α′, β′ and R′.

This definition is clearly a generalisation of Definition 2.5. The asymptotic expansion is uniform if the above
bounds hold on the whole sector S (with a constant CN depending only on N). This definition can be
specialised to the case of a Gevrey class 1/κ.

Definition 2.14. The asymptotic expansion in (2.166) is of Gevrey class 1/κ if we can write

CS′ = AS′BN
S′(N !)κ (2.167)

for two constants AS′ , BS′ depending on α′, β′, R′.

Again, a uniform asymptotic expansion of order κ, as in Definition 2.7, is found when we can find two
constants A,B for which the above bound is valid on the whole S(R,α, β).

We now recall Propositions 2.2.11 and 2.3.11 of [Lod14]. The former provides a necessary and sufficient
condition for a holomorphic function on a sector S to admit an asymptotic expansion; the latter, on the
other hand, specialises the condition to an asymptotic expansion of Gevrey class 1/κ.

Proposition 2.6. Given f(t) holomorphic on S, (where S is an open sector S(R,α, β) = {t ∈ C∗ : 0 <
|t| < R, α < arg(t) < β} as above), f(t) admits an asymptotic expansion on S if and only if, for every
closed subsector S′ of S, and for every n ∈ N there exist an such that

lim
t→0

f (n)(t)

n!
= an (2.168)

where the limit is intended on all the possible directions of S′.

Proposition 2.7. Let f(t) as in Proposition 2.6. Then f(t) admits an asymptotic expansion of Gevrey
class 1/κ (of order κ) on a sector S if and only if, for every closed subset S′ of S as above, there exist
A′

S′ , B′
S′ such that, for every n ∈ N ∣∣∣∣f (n)(t)n!

∣∣∣∣ ≤ A′
S′(B′

S′)n(n!)κ. (2.169)

where again A′
S′ , B′

S′ depend on n, α′, β′, R′.

We then understand that the first requirement of Section 1.5.3 intends to guarantee the existence of an
asymptotic expansion for the holomorphic function f(t) on the sector S(R,ϕ, κ) bisected by the direction
θ = 0; the second requirement, on the other hand, ensures that the asymptotic series of f(t) is actually of
Gevrey class 1/κ. Moreover, the asymptotic expansions are uniform, as the constants mentioned in section
1.5.3 are valid on the whole sector S(R,ϕ, κ).

These two requirements are still insufficient to ensure that f(t) is Borel-summable along the line θ = 0.
The key point is the further demand that ϕ be larger that π/2. Together with the previous assumptions,

4Closed in C∗.
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ϕ > π/2 ensures that Nevanlinna-Sokal theorem 2.6 applies. This can be simply argued by observing that
the sector S(R,ϕ, κ) contains the Sokal disc Dκ

c with c = R−1/κ:

Dκ
c :=

{
t ∈ C : Re t−1/κ > R−1/κ

}
=

{
t ∈ C : 0 < |t| < R cosκ

(
θ

κ

)}
, (2.170)

which finally ensures that f(t) is κ-summable in the direction θ = 0 and by Nevanlinna-Sokal theorem, is
associated with a unique asymptotic expansion whose Borel sum yields f(t). The algebra of functions f(t)
satisfying the requirements of section 1.5.3 is then quasi-analytic.
Requiring that f(t) be analytic and satisfy uniform Gevrey constraints on the domain S(R,ϕ, κ), larger than
the minimal domain given by Sokal disc Dκ

c (with c = R−1/κ) is not restrictive. This can be understood in
terms of Lemma 1 of Section 3.2 in [Bal94]. For simplicity, let us fix κ = 1. Then:

Lemma 2.2. Given an asymptotic series φ̃ is 1-summable in a given direction d, it is also be 1-summable
in the directions comprised between d+ ε and d− ε, for ε > 0 small enough.

This means that, if f(t) is the Borel sum of φ̃ ∈ C[[t]]1 along d = 0, and therefore is analytic on the Sokal
disc D1

c(θ)(θ) = {t ∈ C : Re(eiθt−1) < c(θ)} with θ = 0, it will also be analytic on

D(ε) =
⋃

θ∈(−ε,ε)

D1
c(θ)(θ) (2.171)

where c(θ) is such that the Borel transform φ̂ = Bφ̃ is bounded by |φ̂(ζeiθ)| ≤ C(θ)ec(θ)|ζ| for every θ in the
open arc of directions I := (−ε, ε). We use here a similar notation to that of (2.57) but observe that D(ϵ) is
the same as D(I), with I as above, only after mapping z → 1/t; it will be clear from context whether we are
working in neighbourhoods of ∞ or of 0. The domain D(ε) clearly contains a sector S(R,ϕ, 1) of opening
larger than π for appropriate R.

Definable functions always take values on the real line R and map them to real values. To ensure that
the Borel sum in the direction θ = 0, f(x), take real values when x ∈ R, we can simply request that the
associated formal power series φ̃ have real coefficients, namely φ̃ ∈ R[[x]]1/κ. Thus, recalling that in section
1.5.3 we have also requested that 0 ≤ κ ≤ 1, we are led to state a key fact, upon which all the results
presented in the following chapters will depend on:

Observation 2.1. The Borel sum f(x) of a formal power power series φ̃ ∈ R[[x]]1 of the small variable
x of Gevrey class 1 and 1-summable in the direction θ = 0, restricted on a closed interval [0, R], is a
tame function, definable in the o-minimal structure RG .

As an example, let us hearken back to section 2.4 about the Euler series. The Euler function fE(t) defined
in (2.109) for a small complex variable t can be turned into a definable function of RG , as it is the Borel sum
of a 1-summable formal power series, i.e. the Euler series, with real coefficients an = (−1)nn!. As stated
explicitly in [DS00], fE(t) satisfies the assumptions of section 1.5.3: more precisely, it belongs to G (R,ϕ, 1)
for every R ≥ 0 and for every ϕ ∈ (0, π). Therefore fE(x) : [0, R]→ R is definable in RG .
In the next section, we generalise our Observation 2.1 to κ larger than 1.

2.6.2 Reduction to 1-summability

The theorem in [DS00] requires 0 < κ ≤ 1, apparently limiting the choice of Gevrey class. We illustrate here
how this is not quite restrictive. A similar and more extensive treatment can be found in [Lod14], Section
2.3.
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Consider an asymptotic series φ̃ =
∑∞

n=0 ant
n+1 of Gevrey class 1/κ, with κ > 1. Then we have |an| ≤

ABn(n!)κ. Yet, consider now a new formal series χ̃ = t1−κφ̃ ◦ tκ. Then we can write

χ̃ =

∞∑
m=0

bmt
m+1 (2.172)

where now bm = 0 if m ̸= κn for all n, and bm = an when m = κn for some n. Then

|bm| ≤ AB
m
κ

((m
κ

)
!
)κ

(2.173)

which for the appropriate rescaled constants Ã, B̃, is equivalent to |bm| ≤ ÃB̃m(m!).
It can easily be seen that the Borel transforms χ̂(ζ) = B1χ̃ and φ̂(ζ) = Bκφ̃ are related by χ̂(ζ) = φ̂(ζκ).
The pole structure in the Borel plane, then, does indeed change: every Stokes line of χ̃ spawns κ new equally
spaced Stokes lines for φ̃. Nevertheless, if χ̂(ζ) does not have poles on R+, certainly φ̂(ζ) will also have no
poles on R+. Furthermore, if φ̂(ζ) has exponential size no larger than 1/κ on R+, then χ̂(ζ) has exponential
size no larger than 1 on R+. More precisely, if there exist two positive constants A, c and a half-strip Sδ := S0

δ

as given by (2.51) where, for every ζ ∈ Sδ, |φ̂(ζ)| ≤ A exp
(
c|ζ|1/κ

)
, then clearly |φ̂(ζ)| ≤ A exp(c|ζ|) for every

ζ ∈ Sδ. Thus, we conclude then that a κ-summable formal power series φ̃ can be turned by an appropriate
algebraic change of variable, into a 1-summable formal power series χ̃.
If χ̃ is 1-summable, we can compute its Borel sum χ(t) and claim that it is definable in RG , by virtue of the
Observation 2.1. But the Borel sum of φ̃, φ(t), is nothing else than t1−pχ(tp), and because the change of
variable is algebraic, φ(t) is also definable in RG . Indeed, algebraic functions are definable in any o-minimal
structure and, recalling Lemma 1.3, the composition of definable functions is still definable. The conclusion
of this section is then:

Observation 2.2. The Borel sum f(x) of a formal power power series φ̃ ∈ R[[x]]1/κ of the small
variable x of Gevrey class 1/κ and κ-summable in the direction θ = 0, restricted on a closed interval
[0, R], is a tame function, definable in the o-minimal structure RG .

2.6.3 Tameness of the Stirling function

The Borel sum µ(z) and the Gamma function

Let us now explore the consequences of Observation 2.1 on the Stirling series. Having argued that the poles
in the Borel plane for µ̃ (2.141) lie on the imaginary axis, and that the the Borel transform ( 2.139) has no
exponential growth, we concluded that µ̃ is 1-summable: its Borel sum µ(z), computed by taking the Laplace
integral for θ = 0, is given in Proposition 2.5 and is analytic on Π0

0, whereon µ̃ is its uniform asymptotic
expansion. Recall though that, as stated in (2.145), this domain can be enlarged to C\R− by rotating the
line of integration of the Laplace transform in the domain I+ := (−π

2 ,
π
2 ). By virtue of Proposition 2.6, the

limits
lim
z→∞

µ(n)(z) (2.174)

are known to exist for every n and are given by the coefficients in (2.141) multiplied by the appropriate
factorial factor. The Gevrey functions of G (R,ϕ, 1) though, are defined by their analytic continuations on
neighbourhoods of the origin: we cannot yet claim directly that µ(x) is definable in RG . Still, the function

f : [0, 1]→ R (2.175)

f(x) =

{
µ(1/x) x ̸= 0

limx→0 µ(1/x) x = 0

must be definable in RG , as now the limit of each n-th derivative for x → 0 exists, and it obeys uniform
1-Gevrey bounds on every closed subsector of the neighbourhood of 0

D(π) =
⋃

θ∈I+

D1
1(θ) = {x ∈ C∗\R− : |x| ≤ 1}, (2.176)
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with the notations of the previous sections. Hence, being related to the definable function f algebraically,
µ(x) must be also definable in RG on to [1,∞). Moreover, µ(x) is simply analytic on (0, 1) and analytically
continuable through 0. Hence µ(x) restricted to (0, 1) is definable in Ran, which is a substructure of RG .
Recalling now (2.132), we will have that

Γ(x) = exp ◦
(
(x− 1

2 ) log x− x+ 1
2 log(2π) + µ(x)

)
(2.177)

which implies that Γ : (0,∞) → R is definable in RG ,exp, as stated in [DS00] (recall how compositions and
products preserve definability by virtue of Lemma 1.3).

Stokes lines of µ̃

Here we wish to use the logarithmic Stirling series µ̃ to show why Stokes lines impair the hypothesis made
in section 1.5.3. For instance, let us focus on the Stokes line θ = π/2 and convince ourselves that we cannot
find a sector of opening larger than π and centred on the line iR+, for which the hypothesis of section RG

are satisfied for either Borel sum µ+(z) or µ−(z) in (2.145). Before moving on, let us sum up some facts
that we learnt in section 2.5.

1. µ̃ is not 1-summable along θ = π/2 as the Borel transform µ̂ (2.139) has poles on this line.

2. The Laplace integrals can be taken either side of the Stokes line, either for θ ∈ I+ or θ ∈ I−. The Borel
sums, µ+(z) and µ−(z) respectively, are then holomorphic respectively on C\R− and C\R+: hence
they are holomorphic on a sectors centred on iR± of opening angle infinitesimally smaller than π.

3. We could then wonder if we can analytically continue them through the real lines R+ and R−. Equations
(2.146) and (2.147) teach us that we can: there are two ways to do it, depending on whether we start
from the upper or the lower complex plane. If we mean to find an analytic continuation for µ+(z)
through the negative real line R−, we have an ambiguity: we can either choose it to be µ−(z) −
log
(
1− e−2πiz

)
or µ−(z) − log

(
1− e2πiz

)
, depending on whether the path along which the analytic

continuation is performed starts, respectively, on the upper plane Im(z) < 0 or on Im(z) > 0. This is in
fact a monodromy caused by a branch cut: the analytic continuation of µ+(z) starting from Im(z) < 0
and crossing R− does not match the value it takes at Im(z) > 0 . The same applies to the analytic
continuation of µ−(z) through R+.

4. The corrections log
(
1− e−2πiz

)
and log

(
1− e2πiz

)
are decaying exponentials on Im(z) < 0 and Im(z) >

0 respectively, whose derivatives are identically vanishing at z → ∞: this means that both analytic
continuations of µ+(z) to R− have the same Taylor series at infinity.

5. The Taylor series at infinity of both µ+(z) and µ−(z) (and of all their analytic continuations) are the
same: they are nothing else than the asymptotic series µ̃ given by (2.141).

To compare with o-minimality results in section 1.5.3, let t = 1/z. Since the domains of µ+(z) and µ−(z)
are not bounded, the domains of µ+(1/t) and µ−(1/t) are again exactly those shown in (2.3b).
Consider now an algebra A of one-variable holomorphic functions defined on a sector centred on iR+

S(R,ϕ) =
{
t ∈ C : 0 < |t| < R,−ϕ+

π

2
< arg(t) < ϕ+

π

2

}
(2.178)

for some R > 0, in analogy to the algebra of holomorphic functions G (R,ϕ, 1), holomorphic on a sector
S(R,ϕ, 1) = {t ∈ C : 0 < |t| < R, | arg t| < ϕ}. We also assume that, for any function f ∈ A , limt→0f

(n)(t)
exists and we declare that:

f(0) = lim
t→0

f(t). (2.179)

f is then defined on S(R,ϕ) ∪ {0}, smooth at 0 but not necessarily analytic there. According to Watson-
Nevanlinna theorem (see the introduction of [DS00] and [Bal94]: it is a very close relative of Nevanlinna-
Sokal theorem 2.6 once Lemma 2.2 is taken into account), an algebra of functions with the aforementioned
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properties can be quasi-analytic only if the angle ϕ is larger than π/2 (so that the overall opening of the
sector is larger than π). Our detailed knowledge of the Stirling series then throws light on why it must be
the case. Were we allowed to consider holomorphic functions on a sector of opening smaller than π, then our
algebra would contain both µ+(1/t) and µ−(1/t): as pointed out earlier, these have the same Taylor series
at 0 (namely, at z =∞) and therefore the Taylor map would not be injective on the algebra A. The opening
angle of the sector being larger than π ensures then that the bisecting line iR+ of the sector S(R,ϕ) is not
a Stokes line for any function in A: this would impair quasi-analyticity, as the Stokes phenomenon implies
the existence of two holomorphic functions with the same Taylor series.

We might now wonder why we cannot analytically continue µ+(1/t) to R− and µ−(1/t) to R+, in order
to obtain holomorphic functions on a larger sector of opening larger than π. To see this, let us rewrite the
equations (2.146) and (2.147) :

µ+(1/t)− µ−(1/t) = − log
(
1− e−2πim/t

)
:= ∆+ Im(t) > 0, (2.180)

µ+(1/t)− µ−(1/t) = − log
(
1− e2πim/t

)
Im(t) < 0. (2.181)

Remark how the sign of the imaginary part is now switched due to z → 1/t. Having fixed the sector S(R,ϕ)
to lie at Im(t) > 0, there is now only one way to analytically continue them: we have to use (2.180). If we
were now to analytically continue µ+(1/t) through R−, we would introduce a line where:

lim
t→0

log
(
1− e−2πim/t

)
does not exist (2.182)

which would not satisfy the first requirement of section 1.5.3. The reason is of course that the imaginary
part of t vanishes and thus the exponential is purely imaginary. These considerations are depicted in Figure
(2.4).

Re t

Im t

µ+(1/t)

µ+(1/t) = µ−(1/t) + ∆+

µ−(1/t)−∆+

Re t

Im t

µ−(1/t)

µ−(1/t) = µ+(1/t)−∆+

µ+(1/t) + ∆+

Figure 2.4: Analytic continuation of µ+(1/t) (right) and µ−(1/t) (left). The analytic continuations are now
unique, but the limit for t→ 0 is now ill-defined.



Chapter 3

Tame partition functions and correlation
functions

In this chapter we present our first results, bringing together the theory o-minimality and Borel summability.
First, we will explain in section 3.1 how perturbative series in powers of a small coupling constant, arising
in quantum field theories from the sum over Feynman diagrams, are in fact divergent and must be Borel-
resummed. As a consequence, amplitudes and partition functions are non-analytic in the weak-coupling limit
and, moreover, in absence of the Stokes phenomenon, they can be viewed as Borel sums of their perturbative
asymptotic expansions. Under this assumption, it will follow that they are tame functions, definable in the
o-minimal structure RG . Thus, we will be able to provide support to the Tameness Conjecture, indicating a
strategy to prove the tameness of observable functions.

In section 3.2 , we will focus on quantum field theories on point-like spacetime, so that path integrals reduce
to ordinary integrals. In these theories, only one, self-interacting boson field ϕ will be present; furthermore,
there will be only one small, real coupling constant λ, which we will nonetheless have to promote to a
complex parameter for our purposes. In the simplest examples, we will show how perturbative expansions
can be computed explicitly and proved to be Borel-summable by analysing their Borel transforms . In section
3.3, we will consider a more general theory with a polynomial interaction. In this case, computing Borel
transforms explicitly will no longer be feasible and we will then resort to Nevanlinna-Sokal theorem to prove
Borel summability. Finally, in section 3.4 we will show how the Stokes phenomenon can affect even very
simple theories on a point: we will be then compelled to take a different approach to prove the tameness of
the partition function.

3.1 Perturbative QFT

Perturbation theory is an essential tool to obtain predictions from any quantum field theory. As it is well-
known, path integrals cannot be solved exactly, and we are forced to settle for approximate solutions, given
by perturbative power series. In this section we elucidate some properties of such series.

3.1.1 Divergence of perturbative series

In this chapter we shall be concerned with partition functions and correlation functions depending on a
single small coupling constant λ. The coupling constant measures the strength of the interaction between
the fields, so that when it is set to zero the theory is free, i.e. the path integral is Gaussian. As λ is thought
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to be small, the most common approach to solving a path integral

A(λ) =
ˆ
Dϕ e−S0[ϕ]−λSint[ϕ]ϕ(x1)...ϕ(xn) (3.1)

is the perturbative one: after Taylor expanding the interaction term e−λSint[ϕ], the path integral is split on an
infinite sum of Gaussian integrals, which can be computed exactly. Such procedure yields a series in powers
of λ, so that an amplitude function A(λ) (or the partition function Z) is represented by a power series

a0 + a1λ+ a2λ
2 + ... . (3.2)

Every coefficient an is a number which is usually expressed as a finite sum over Feynman diagrams with the
same number n of vertices: indeed, the Feynman rules associate with every vertex a factor of λ. Of course,
for the purposes of phenomenological applications, the series must be truncated at some power of n = nmax.
Notwithstanding the unquestionable success of this approach in making predictions for experiments, it is
essential to inquire whether the exact value of A(λ) (as might be measured by an ideal experiment) would
match the sum of all the whole power series (3.2), were it possible to perform it exactly. Only then would
the claim that our theory is really predictive be entirely justified. Unfortunately, in many cases (especially
in bosonic field theories) the answer is in the negative: a power series such as (3.2) is divergent. Roughly, the
reason is that Feynman diagrams stem from illegally commuting a sum, arising from the Taylor expansion of
the exponential of interaction term, e−λSint[ϕ], with the path integral

´
Dϕ. The consequence of this violation

is that the number of Feynman diagrams at every order, i.e. the number of possible Wick contractions, grows
faster than n!: Feynman diagrams are then said to proliferate. Being a series like (3.2) divergent, we are
compelled to resort to the tools introduced in the previous chapter to resum the divergent series into a
function, A(λ), which could be in principle measured by the experimentalist with arbitrary precision. As
already remarked, the prominent feature of Borel sums A(λ) is that they are not analytic at the weak
coupling limit λ = 0, namely when the theory is free. This feature was guessed long ago by F. Dyson in
[Dys52] in the case of QED: we briefly present here his arguments.

In QED amplitudes are computed as perturbative power series in the coupling constant e2 of the fermion
field ψ(x) with the abelian gauge field Aµ(x). If these power series were convergent, they would sum into a
function analytic at e2 = 0. Therefore, it would be possible to analytically continue the amplitude function
to negative values of e2. These values would describe a theory in which the sign of the Coulomb potential is
reversed and, as a consequence, charges of the same sign attract, rather than repel, each other. Therefore,
in this ‘analytically continued world’ an electron-positron pair would separate, rather than annihilate, in
order to reach the lowest energy state. Although there is a high potential barrier to overcome, there will
be always a finite probability for an electron-positron pair to be created due to quantum tunnelling; when
the pair is created though, due to the reversed sign of the interaction, it does not annihilate. It follows
that, in the analytically continued theory, every physical state is unstable against the production of large
numbers of particles. Note that this theory would be described by any point of our hypothetical function
infinitesimally close to 0: this is the contradiction which leads to the conclusion that perturbative power
series are divergent, so that their Borel sums are not analytic at 0.

Satisfied that perturbative power series are divergent, we appreciate the importance of the resummation
methods expounded in the previous chapter to uphold that, despite their divergence, perturbative power
series describe a well-defined function and thus carry a physical meaning. Motivated by the Tameness Con-
jecture of section 1.8, we then ask ourselves if the amplitudes, viewed as the Borel sums of their asymptotic,
perturbative power series, are tame functions.

3.1.2 Taming perturbative power series

The answer to this question lies in section 2.6: we argued there that Borel sums of κ-summable power series
at θ = 0 and with real coefficients are definable in the o-minimal structure RG . Our strategy is then clear.
Given an amplitude A(λ) – or a partition function Z(λ), which can be viewed as an amplitude with no field
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insertions – we will perform a perturbative expansion such as (3.2). We will then find a formal, divergent
power series φ̃. If we manage to identify its Gevrey class to be 1/κ, we then have

The power series φ̃ is κ-summable along R+ =⇒ The Borel sum φ(λ) is definable in RG .

This is essentially the content of Observations 2.1 and 2.2. In turn, we remind ourselves that, given an
asymptotic power series φ̃, its summability is determined by the properties of its formal κ-Borel transform
φ̂(ζ) := Bκφ̃: namely, if φ̂(ζ){

has no poles on R+

has exponential size ≤ 1/κ on a horizontal strip Sδ

=⇒ φ̃ is κ-summable along R+. (3.3)

It is worthwhile to stress why we are interested in Borel summability along θ = 0. As we want to interpret
λ as a real number, we are forced us to take the Laplace transform (2.62) on a line where Re ζ1/κ > 0. This
gives an ample range of directions; yet, if the formal power series φ̃ has real coefficients, the only Laplace
integral that will yield a real-valued Borel sum φ(λ) is θ = 0. It is essential that the Borel sum take only
real values, as tame functions only take values in R.

This is the basic idea that we shall use in the next section to prove the tameness of some partition func-
tions for Euclidean, bosonic theories on a point: on a point-like spacetime, the path integral reduces to an
ordinary integral, simplifying the treatment immensely. In later sections though, upon considering even but
slightly more complicated models, this approach will no longer be feasible, as the explicit computation of the
perturbative expansion φ̃ will no longer be possible; nor, as a consequence, that of the Borel transform φ̂.
Nevertheless, Borel summability can be proved by resorting the second statement of Nevanlinna-Sokal the-
orem 2.6, applied directly to the partition function expressed in its path integral representation. Definability
in RG will then follow similarly.

3.2 Theories on a point with monomial interaction

In this section we deal with Euclidean theories on a point of a scalar field with a monomial interaction.
This will allow us to express the Borel transforms of the asymptotic expansions in a closed form, in terms
of known functions.

3.2.1 Real ϕ4 theory on a point

We begin with the simplest possible example of a quartic interaction. We will establish that the related
partition function is a tame function, definable in RG . Following [GSV23], consider the Euclidean action

S(ϕ;λ) =
m2

2
ϕ2 +

λ

4!
ϕ4 (3.4)

for a positive coupling λ and a real bosonic field ϕ. After the substitutions

ϕ→
√

3

2λ
ϕ, g =

3m4

4λ
, (3.5)

we have
S(ϕ; g) = gϕ2 +

g

8
ϕ4, (3.6)

whence the partition function to be computed is given by the path integral (which is in fact an ordinary
integral)

Z(g) =

ˆ ∞

−∞
dϕe

−g

(
ϕ2+

ϕ4

8

)
. (3.7)
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Remarkably, the partition function for this theory can be computed exactly. Recall that the modified Bessel
function K1/4(z) is defined by the integral

K1/4(z) =

ˆ ∞

0

dt cosh

(
t

4

)
e−z cosh(t) | arg(z)| < π

2
. (3.8)

If we introduce the change of variable

x =
√
2 sinh

(
t

4

)
, (3.9)

we will have that, by a twofold application of the duplication formulas

cosh (t) = 2 cosh2
(
t

2

)
− 1 = 2

(
2 sinh2

(
t

4

)
+ 1

)2

− 1 = 2(x2 + 1)2 − 1, (3.10)

while
dt cosh

(
t

4

)
=

4√
2
dx. (3.11)

Hence we can rewrite (3.8) as

K1/4(z) =
4√
2

ˆ ∞

0

dxe−z(2x4+4x2+1) =
√
2e−z

ˆ ∞

−∞
dxe−z(4x2+2x4) (3.12)

=
e−z

√
2

ˆ ∞

−∞
dxe

−z
(
x2+

1
8x

4
)
,

where in the last integral we recognise the partition function associated with the action (3.6), with z = g.
Thus, we have proved that:

Z(g) =
√
2egK1/4(g). (3.13)

Notice that, despite the integral representation is only valid in the right-half of the complex plane, K1/4(z)
only has one singularity at z = ∞, so the above formula holds for all g ∈ C. The singularity at ∞ is
essential: therefore, as foreseen by our earlier arguments, Z(g) is non-analytic in the weak coupling limit
g → ∞ (λ → 0). Because the Bessel differential equation equation is a second order ODE, it was argued
in [GSV23] that Z(g) is definable in the sharply o-minimal structure RPfaff, which we described in section
1.6.3. Yet, these observations are rather case-specific and it is not clear how to extend them to more general
cases. We will prove now that Z(g) is naturally definable in RG as well; to do so, we have to analyse it
perturbatively.

Let us then pretend that we are not skilled enough to recast the ‘path’ integral
´
dϕe−S(ϕ;g) into the form

of (3.8). We must then proceed perturbatively by computing the Taylor series of Z(g) at g =∞. This can be
done in practice by Taylor-expanding the quartic interaction and then exchanging the sum with the integral:

Z(g) =

ˆ ∞

−∞
dϕe−gϕ2

∞∑
n=0

(−1)n

n!

(
gϕ4

8

)n

(3.14)

∼
∞∑

n=0

(−1)n

n!

(g
8

)n ˆ ∞

−∞
dϕe−gϕ2

ϕ4n.

It is of the utmost importance to highlight that the exchange of the sum with the integral that we used to
pass from the first to the second line is not allowed: we refer to Appendix C for the conditions under which
the exchange is legal. As a consequence, the power series on the right-hand side is divergent: we can no
longer claim that it is equal to the function on left-hand side, but merely that it is its asymptotic expansion
at g =∞.
The Gaussian integral can be expressed as a Gamma function, yielding the formal power series

Z(g) ∼
∞∑

n=0

(−1)n

n!

1

8ngn+1/2
Γ

(
2n+

1

2

)
=:
√
πgφ̃. (3.15)
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Setting φ̃ :=
∑∞

n=0 ang
−n−1, and recalling that Γ(n/2) =

√
π2−(n−1)/2(n− 2)!! for any odd n, we can write

explicitly

an =
(−1)n

n!

(4n− 1)!!

32n
, (3.16)

which diverges factorially as ∼ n!. Therefore, φ̃ belongs to the Gevrey class 1/1 = 1. Observe how (4n− 1)!!
is indeed the number of Wick contractions among 4n fields under Gaussian integration, i.e. the number of
Feynman diagrams: it can now be seen explicitly that they indeed proliferate, namely their number grows
like 2n! (up to exponentials Bn), causing the perturbative power series φ̃ to be divergent.
The Borel transform of φ̃, φ̂ = Bφ̃, can be computed with Mathematica: it yields

φ̂(ζ) =

∞∑
n=0

(−1)n

32n
(4n− 1)!!

(n!)2
ζn =

2

π

K

(
1
2 −

1

2
√

1+ζ/2

)
(1 + ζ/2)1/4

, (3.17)

where K(z) is the complete elliptic integral of the first kind. The only pole of φ̂(ζ) is ζ = −2, and in the
large ζ limit, φ̂(ζ) is decaying: thus, as there are no poles upon the positive real axis, we conclude that
φ̃ is 1-summable. Therefore, the formal power series is the asymptotic expansion of order 1 of Z(g), i.e.
Z(g) ∼1

√
πgφ̃(g), uniformly on the domain Π0

0 (but actually, on every closed subsector of the larger C\R−,
very much in analogy to the Euler series discussed in section 2.4). Explicitly, we will have

Z(g) ∼1

√
π

g

∞∑
n=0

(−1)n

n!

(4n− 1)!!

(8g)n4n
(3.18)

uniformly on Π0
0. Upon comparison with (3.13), the latter expression yields an asymptotic expansion for the

modified Bessel function (3.8):

K1/4(z) ∼1

√
π

2z
e−z

∞∑
n=0

(−1)n

n!

(4n− 1)!!

(8z)n4n
(3.19)

∼1

√
π

2z
e−z

(
1 +

( 14 − 12)

1!8z
+

( 14 − 12)( 14 − 32)

2!(8z)2
+ ...

)
for |z| → ∞, which matches the expansion stated in [AW95] , Chapter 11. By this example, we can clearly see
how, as anticipated earlier, the illegal exchange of the sum with the integral in (3.14) produces an asymptotic
expansion for Z(g), rather than a convergent series.

Hearkening back to section 2.2, we compute the Borel sum of φ̃ by the Laplace integral

φ(g) := S 0φ̃ =

ˆ ∞

0

dζe−gζφ̂(ζ). (3.20)

By virtue of Observation 2.1, we are entitled to conclude that φ(g) is definable in RG . Hence, Z(g) = √πgφ(g)
is also definable in RG , being related to φ(g) algebraically (recall Lemma 1.3). By numerical integration,
it can be checked that, as we should expect, √πgφ(g) =

√
2egK1/4(g). It is important to realise that the

reason for which the poles in Borel plane lie on the negative axis ultimately narrows down to the asymptotic
series φ̃, as defined by 3.18, having alternating signs.

The Borel summability of the partition function in this very simple example is also proved in [Riv09] by
means of Loop Vertex Expansion: we will explain the basics of this theory and its application to this very
example in Chapter 4. This proof is rather indirect, and exploits Nevanlinna-Sokal theorem rather than
computing the Borel transform of the perturbative power series. Although our approach is in this case much
simpler, it lacks the generality which enables the author [Riv09] to extend his results to far more general
models, as we shall review in the later sections.
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3.2.2 Real ϕ2p theory on a point

Let us now extend the previous result to a more general monomial interaction. We then consider the
Euclidean action

S(ϕ;λ) =
m2

2
ϕ2 + λϕ2p (3.21)

which defines a QFT on a point and where p > 1 is an integer. Upon setting y2 = m2

2 ϕ
2 and redefining the

coupling with λ
(

2
m2

)p → λ, the partition function reads
ˆ ∞

−∞
dϕe−

m2

2 ϕ2−λϕ2p

=

√
2

m

ˆ ∞

−∞
dϕe−ϕ2−λϕ2p

=: Z(λ). (3.22)

Again proceeding perturbatively, in analogy to the previous case, we find

Z(λ) =

√
2

m

ˆ ∞

−∞
dϕe−ϕ2

∞∑
n=0

(−1)n

n!

(
λϕ2p

)n (3.23)

∼p−1

√
2

m

∞∑
n=0

(−1)n

n!
λn
ˆ ∞

−∞
dϕe−ϕ2

ϕ2pn =

√
2

m

∞∑
n=0

(−1)n

n!
λnΓ

(
np+

1

2

)
=:

√
2

λm
φ̃.

It is easy to convince oneself that now φ̃ is a formal power series (without constant term) of Gevrey class
1/(p−1): in fact the Gamma function Γ(np+1/2) grows like (np)! for large n, which in turn grows like (n!)p

up to exponentials. In the above equation, we have introduced the sign ∼p−1 as, in analogy to the previous
case, we expect the right-hand side to be the asymptotic expansion of Z(λ): because of the Gevrey class of
φ̃, the order of the asymptotic expansion must be p− 1. However, we still do not know on what domain of
the complex plane the asymptotic expansion is valid, as we have not proved the Borel summability of φ̃ yet.
In order to do so, we now compute its Borel transform explicitly.

Lemma 3.1. The Borel transform of φ̃, Bp−1φ̃ = φ̂(ζ) is

φ̂(ζ) =
√
πaFb

[
a⃗

b⃗

∣∣∣∣∣− pp

(p− 1)p−1
ζ

]
, (3.24)

where a = |⃗a|, b = |⃗b| with a = p, b = p− 1 anda⃗ =
(

1
2p ,

3
2p , ...,

2p−1
2p

)
b⃗ =

(
1

p−1 ,
2

p−1 , ..., 1
)
.

(3.25)

Proof. We begin by recalling the most general definition of the hypergeometric function aFb

[
a⃗
b⃗

∣∣∣x], where

a = |⃗a|, b = |⃗b|:

aFb

[
a⃗

b⃗

∣∣∣∣∣x
]
=

∏b
i=1 Γ(bi)∏a
i=1 Γ(ai)

∞∑
n=0

∏a
i=1 Γ(ai + n)∏b
i=1 Γ(bi + n)

xn

Γ(n+ 1)
. (3.26)

We then observe that, for any integer n, recalling that xΓ(x) = Γ(x+ 1)

Γ(x+ n)

Γ(x)
=

Γ(x+ n)

Γ(x+ (n− 1))

Γ(x+ n− 1)

Γ(x+ (n− 2))
· · · Γ(x+ 1)

Γ(x)
(3.27)

= (x+ n− 1)(x+ n− 2) · · · x.

By comparing (3.24) with (3.26), we realize that it suffices to prove that

Γ
(
np+ 1

2

)
Γ (n(p− 1) + 1)

=
√
π

a∏
i=1

Γ(ai + n)

Γ(ai)

(
b∏

i=1

Γ(bi + n)

Γ(bi)

)−1(
(p− 1)p−1

pp

)n

. (3.28)
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Let us focus on the first product. Plugging in the values in (3.25) and resorting to (3.27) we have
a∏

i=1

Γ(ai + n)

Γ(ai)
=

(
1

2p
+ n− 1

)
...

(
1

2p
+ 1

)(
1

2p

)
(

3

2p
+ n− 1

)
...

(
3

2p

)
...

...(
2p− 1

2p
+ n− 1

)
...

(
2p− 1

2p

)
.

The rows have n terms and the columns have p terms. By taking products starting from the top right corner
and moving first down the column and then moving to the column to the left, we have

a∏
i=1

Γ(ai + n)

Γ(ai)
=

(2np− 1)!!

(2p)np
=

1√
π
Γ

(
2np+ 1

2

)
1

pnp
, (3.29)

where we have recalled that Γ(n/2) =
√
π2−(n−1)/2(n− 2)!! for any odd n. Similarly, we can find

b∏
i=1

Γ(bi + n)

Γ(bi)
=

(
1

p− 1
+ n− 1

)
...

(
1

p− 1
+ 1

)(
1

p− 1

)
(

2

p− 1
+ n− 1

)
...

(
2

p− 1

)
...

...(
p− 1

p− 1
+ n− 1

)
...

(
p− 1

p− 1

)

=
(n(p− 1))!

(p− 1)n(p−1)
=

Γ(n(p− 1) + 1)

(p− 1)n(p−1)
,

which together with the earlier (3.29) yields the desired identity.

The poles of the hypergeometric function aFb

[
a⃗
b⃗

∣∣∣z] lie at z = 1 whenever a = b+ 1 (see the appendix of

[DGS22]). Hence the unique pole in the Borel plane of φ̂(ζ) lies at ζ = − (p−1)p−1

pp . Therefore φ̂(ζ) is analytic
in a horizontal strip Sδ including the positive real axis; it can also be argued that it has no exponential
growth thereon. We conclude that φ̃ is (p − 1)-summable: thus the Borel sum φ(λ) = Lp−1φ̂ admits φ̃ as
uniform 1/(p − 1)-Gevrey asymptotic expansion, namely φ(λ) ∼p−1 φ̃, on the Sokal disc Dp−1

0 = {λ ∈ C̃ :
| arg(λ)| < (p − 1)π2 }. Moreover, by rotating the line of integration of the Laplace integral from θ = −π to
θ = π, it can be easily argued that φ(λ) admits φ̃ as uniform Gevrey asymptotic expansion of order p− 1 on
every closed subsector of the enlarged Sokal disc {λ ∈ C̃ : | arg(λ)| < (p + 1)π2 }. We will elaborate further
on this feature in the next section.
By virtue of Observation 2.2, the Borel sum φ(λ) must be a definable function of RG . Hence, we infer that
the partition function for the action (3.21), Z(λ) =

√
2

mλφ(λ), is definable in RG for any integer p.

We remark that these partition functions were studied extensively in [FMQ20]. Therein, the resurgence
properties of the partition functions, and in particular the location of the poles in the Borel plane, were
determined from the differential equation obeyed by the partition function by means of the Newton polygon.
The ODE obeyed by the partition function isp−1∏

j=0

(2px∂x + 2j + 1) + ∂x

Z(x) = 0, (3.30)
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where for convenience we have set x = λ
2p . Observe that only for p ≤ 2 the ODE is of order less than 2

and can then be recast into a Pfaffian chain: we cannot therefore argue that these partition functions are
definable in RPfaff when p > 2. Although the differential equation could be turned in a Noetherian chain,
this would force us to restrict Z(x) to a closed domain of the type [ε, r] for some finite ε > 0; the reason being
that we would need the function f(x) = 1/x to appear in the chain. In this way we would not include the
weak coupling limit λ = 0 where the partition function is not analytic (and therefore not trivially definable
in Ran).

The connected correlation functions (also known as cumulants) can be proved to be Borel-summable in a
very similar fashion. Let the j-th moment Gj(λ) be:

Gj(λ) :=

ˆ ∞

−∞
dϕ e−ϕ2−λϕ2p

ϕ2j . (3.31)

As before, expanding the exponential yields the formal power series of Gevrey class 1/(p− 1), asymptotic to
Gj(λ)

Gj(λ) ∼p−1

∞∑
n=0

(−λ)n

n!
Γ
(
np+ j + 1

2

)
=:

1

λ
φ̃j . (3.32)

The Borel transform of φ̃j is then

Bp−1φ̃j =

∞∑
n=0

(−ζ)n

n!

Γ
(
np+ j + 1

2

)
Γ (n(p− 1) + 1)

=: φ̂j , (3.33)

which can be computed in a similar fashion as before.

Lemma 3.2. The Borel transform of φ̃j , Bp−1φ̃j = φ̂j(ζ) is

φ̂j(ζ) = Γ
(
1
2 + j

)
aFb

[
a⃗

b⃗

∣∣∣∣∣− pp

(p− 1)p−1
ζ

]
(3.34)

where a = |⃗a|, b = |⃗b| with a = p, b = p− 1 anda⃗ =
(

1+2j
2p , 3+2j

2p , ..., 2p−1+2j
2p

)
b⃗ =

(
1

p−1 ,
2

p−1 , ..., 1
)
.

(3.35)

Proof. The proof is quite analogous to the previous case. The only difference is that, in this case, we have
to show that

a∏
i=1

Γ(ai + n)

Γ(ai)
=

Γ
(
n(p− 1) + j + 1

2

)
Γ
(
j + 1

2

) . (3.36)

The left-hand side can be expanded as before, yielding the np products

a∏
i=1

Γ(ai + n)

Γ(ai)
=

(
1 + 2j

2p
+ n− 1

)
...

(
1 + 2j

2p
+ 1

)(
1 + 2j

2p

)
(
3 + 2j

2p
+ n− 1

)
...

(
3 + 2j

2p

)
...

...(
2p− 1 + 2j

2p
+ n− 1

)
...

(
2p− 1 + 2j

2p

)
.
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Reading the products from right to left and from the top to the bottom, we realize that the products at
the numerator run from 1 + 2j up to 2(np + j) − 1 (the product being only over the odd integers). So we
conclude that the above product is

a∏
i=1

Γ(ai + n)

Γ(ai)
=

(2(np+ j)− 1)!!

(2j − 1)!!

1

2np
=

(2(np+ j)− 1)!!

2np+j

2j

(2j − 1)!!
=

Γ
(
np+ j + 1

2

)
Γ
(
j + 1

2

) , (3.37)

as desired.

We can observe how the unique pole of φ̂j in (3.34) is the same as that of the earlier φ̂ in (3.24): the
location of the pole is therefore independent of j, and Borel summability follows from the properties of the
hypergeometric function as before. Thus, the function φj(λ) = Lp−1φ̂j is definable in RG and so is the
moment Gj(λ) =

1
λφj(λ), being related to it algebraically. Then the j-th cumulant Kj(λ), defined as

Kj(λ) := ⟨ϕ2j⟩ =
´∞
−∞ dϕe−ϕ2−λϕ2p

ϕ2j´∞
−∞ dϕe−ϕ2−λϕ2p

(3.38)

is also definable in RG , as it is the ratio between two definable functions of the same structure.

3.2.3 Complex (ϕϕ̄)p theory on a point

In this section, we will consider again a monomial potential, but for a complex field ϕ. This model was
discussed already [Riv17] by the more powerful methods of constructive field theory. The partition function
of our interest is that of a complex field in 0 dimensions with an interaction (ϕϕ̄)p, namely

Z(λ) =

ˆ
dϕdϕ̄
2πi e

−ϕϕ̄−λ(ϕϕ̄)p . (3.39)

The integral measure dϕdϕ̄
2πi can be rewritten in polar coordinates as 2ir

2πidθ∧ dr. Hence the partition function
rewrites

Z(λ) =

ˆ ∞

0

dxe−x−λxp

. (3.40)

Let us proceed perturbatively once more: upon Taylor-expanding the interaction term e−λxp

, we find a
formal power series φ̃ in λ given by

1

λ
φ̃ :=

∞∑
n=0

(−1)nλn

n!

ˆ ∞

0

dxe−xxpn =
1

λ

∞∑
n=0

(−1)nλn+1 (pn)!

n!
. (3.41)

In analogy to the case dealt with in the previous section, φ̃ clearly belongs to the Gevrey class 1/(p− 1), so
we can write φ̃ ∈ λR[[λ]]1/(p−1). The Borel transform of φ̃ is therefore φ̂ = Bp−1φ̂, which we can write as

φ̂(ζ) =

∞∑
n=0

(−1)nζn pn!

n!((p− 1)n)!
=

∞∑
n=0

(−1)nζn
(
pn

n

)
, (3.42)

which is exactly the function Fp(−z) in the notations of [Riv17]. As observed therein, the binomial coefficient(
pn
n

)
is closely related to the n-th Fuss-Catalan number

C(p)
n =

1

pn+ 1

(
pn+ 1

n

)
=

1

(p− 1)n+ 1

(
pn

n

)
. (3.43)

Fuss-Catalan numbers are associated with the generating function

Tp(z) =

∞∑
n=0

C(p)
n zn, (3.44)
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which satisfies the algebraic relation zT p
p (z) + 1 = Tp(z). Observing that

φ̂(ζ) = −ζ(p− 1)T ′
p(−ζ) + Tp(−ζ) (3.45)

where the prime denotes the derivative with respect to ζ, it is easy to prove that

φ̂(ζ) =
1

1 + pζT p−1
p (−ζ)

. (3.46)

According to Theorem III.1 in [Riv17], the radius of convergence of the Borel transform φ̂(ζ) is the same
of that of the Fuss-Catalan generating function (3.44) , which is Rp = (p−1)(p−1)

pp . As it might have been
expected, this is the same radius of convergence of the Borel transform in the case of the real field dealt with
in the previous section. Again according to Theorem III.1, φ̂(ζ) is holomorphic on C\[−Rp,−∞] and its
growth for Re(ζ)→∞ is polynomially bounded. Therefore, φ̃ is (p− 1)-summable. The partition function
Z(λ) admits φ̃ as uniform asymptotic expansion of order p − 1: namely, we have Z(λ) ∼p−1

1
λ φ̃(λ) on a

Sokal disc Dp−1
0 and, as before, the uniform asymptotic expansion is actually valid on any closed subsector

of Dp+1
0 . The latter conclusion was also reached in [Riv17] by finding an analyticity domain for Zp(λ) which

contains a Sokal disc Dp−1
0 : then Borel summability ensues from Nevanlinna-Sokal theorem, after proving

that uniform Gevrey constraints (like in Definition 2.7, with κ = p− 1) hold on the disc. Again, we remark
that Borel summability is ultimately owed to the alternate signs in the Borel transform (3.42), which cause
the pole to lie on the negative real axis.

Having proved that φ̃ is Borel-summable, we invoke again Observation 2.2 to conclude that its Borel sum

φ(λ) = (L0
p−1φ̂)(λ) =

1

(p− 1)

ˆ ∞

0

dζe−( ζ
λ )1/(p−1)

(
ζ

λ

) 1
p−1−1

φ̂(ζ) (3.47)

is definable in RG ; as a consequence Z(λ) = λ−1φ(λ) is definable in RG too, for all positive integers p.

It is worthwhile to observe how the Loop Vertex Representation (LVR) II-5 of [Riv17] is indeed equivalent
to the Borel-Laplace resummation procedure ‘in one stroke’. As opposed to the Loop Vertex Expansion (see
section 4.3), in which an auxiliary field is introduced by performing a Hubbard-Stratonovich transformation,
the LVR uses as auxiliary field the initial field itself (see also the introduction to [KRS19a]). Setting the
sources to 0, indeed, the LVR is

Z(λ) =

ˆ
dϕdϕ̄e−ϕϕ̄

∞∑
n=0

(
pn

n

)
(−1)nλn(ϕϕ̄)n(p−1) (3.48)

=

ˆ +∞

0

d(r2)e−r2
∞∑

n=0

(
pn

n

)
(−1)nλnr2n(p−1).

Upon redefining λr2(p−1) = ζ, one finds

Z(λ) =
1

λ(p− 1)

ˆ ∞

0

dζe−( ζ
λ )1/p−1

(
ζ

λ

) 1
p−1−1

φ̂(ζ) (3.49)

with φ̂ given by (3.42). We then readily recognise this integral as the Laplace transform (2.62) L0
p−1φ̂.

3.3 Theories on a point with polynomial interaction

In this section we consider a theory on a point with a polynomial interaction. Let us then consider the
partition function for a 0-dimensional, scalar, bosonic QFT

Z(λ) =

ˆ ∞

−∞
dϕ e−ϕ2−λV (ϕ) , (3.50)
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where we assume that V (ϕ) is a polynomial of degree 2p,

V (ϕ) = a2pϕ
2p + a2p−1ϕ

2p−1 + ...+ a1ϕ (3.51)

with a2p > 0 so that the integral is well-defined for a positive coupling λ. Moreover, under our assumptions,
V (0) = 0. In this case, the explicit computation of the Borel transform is not possible, and we must avail
ourselves of the second point of Nevanlinna-Sokal theorem 2.6 to prove Borel summability of of Z(λ). This
can be done in two steps: first, by finding an analyticity domain for Z(λ) which contains a Sokal disc Dp−1

0 ;
second, by proving that it is asymptotic to a 1/(p− 1)-Gevrey formal power series on that domain.

Before proceeding with the proof, let us dwell on an important point. A peculiarity of non-analytic, Borel-
summable partition functions is that they admit two different integral representations: one is the usual ‘path’
integral, as (3.50); the other is obtained by Borel-transforming their asymptotic expansion and then taking
the Laplace transform of the resulting function. It will be important to remark that integral representations
of functions of a complex variable only hold on a subset of their domain of definitions. For instance, consider
the function

f(λ) =

ˆ ∞

0

e−λydy =
1

λ
. (3.52)

The integral is well defined only for Reλ > 0, but obviously the result is analytic on the whole C∗. An
important observation for the following calculations is that a change of variable in the integral representation
allows us to perform indirectly an analytic continuation. For example, the change of variable y → y/

√
λ

leads to
f(λ) =

ˆ ∞

0

e−
√
λy dy√

λ
(3.53)

where now the integral is well defined for Reλ1/2 > 0, namely for λ ∈ C\R−. The change of variable in the
integral has then allowed us to analytically continue f(λ) to a larger set. We shall use this idea extensively.

3.3.1 Analyticity Domain

To find the analyticity domain of Z(λ), let us rewrite (3.50) by making the leading term in the potential
explicit, namely by setting V (ϕ) = v(ϕ) + ϕ2p (we set a2p = 1 for simplicity). Then

Z(λ) =

ˆ ∞

−∞
dϕ e−ϕ2−λϕ2p−λv(ϕ). (3.54)

This is analytic on {λ ∈ C : Reλ > 0}, but this domain can be extended by means of a change of variable.

We let ϕ2 = λ
− q−1

qp x2, for a general positive integer q. Since we are eventually interested in a real coupling
λ, we make the change of variable thinking of λ as being real and we only afterwards do we look into the
analytic continuation to the complex values. We then have

Z(λ) =

ˆ ∞

−∞
dx λ

− q−1
2qp exp

{
−λ−

q−1
qp x2 − λ

1
q x2p − λv

(
λ
− q−1

qp x

)}
. (3.55)

Z(λ) is now analytic on the Sokal disc Dq
0 = {λ ∈ C̃ : Reλ

1
q > 0}, namely on {λ ∈ C̃ : | arg λ| < q π

2 }
1.

The analyticity domain can then be extended indefinitely, by letting q be large enough. However, we do
not merely seek an analyticity domain, but an analyticity domain whereon the function Z(λ) admit an
asymptotic expansion. As stated in [Lod14] and reported in Proposition 2.6, this is true if and only if the
limit for |λ| → 0 of Z(λ) and all its derivatives exists on every direction of Dq

0. If we change variable again

to y2 = |λ|−
q−1
qp x2 we clearly find

Z(λ) =

ˆ ∞

−∞
dy e

−iθ
q−1
2qp exp

{
−y2e−iθ

q−1
qp − |λ|

(
e
−i

θ
q y2p + v

(
e
−i

q−1
2qp θ

y

))}
(3.56)

1Recall that C̃ is the Riemann surface of the logarithm. We refer to [Sau14] for a rigorous definition and explanation.
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where λ = |λ|eiθ. When |λ| → 0, only the first term in the exponential survives. The limit will exist only

if Re e−iθ
q−1
qp > 0 for every θ such that |θ| < q π

2 : the limit indeed fails to exist when the term multiplying
−y2 at the exponential is purely imaginary. We must then impose

q − 1

qp
θ <

π

2
, (3.57)

which yields θ < π
2

qp
q−1 . By demanding that this hold for every θ, where |θ| < q π

2 , we obtain p
q−1 ≥ 1, whence

q ≤ p+ 1. The largest domain of analyticity in which Z(λ) admits an asymptotic expansion is then

−(p+ 1)
π

2
< θ < (p+ 1)

π

2
. (3.58)

This was to be expected. Indeed, in analogy to the monomial potential V (ϕ) = ϕ2p, we expect the asymptotic
expansion of Z(λ) to be of Gevrey class 1/(p− 1), and the associated Borel transform φ̂(ζ) to have a unique
pole on R−. Assuming that φ̂(ζ) has the correct exponential size, the Laplace transform L0

p−1φ̂ is analytic
on a sector of opening (p − 1)π centred on R+; however, it can be analytically continued to a sector of
opening α+(p− 1)π by rotating the integration line of the Laplace transform, where α is the opening of the
sector whereon φ̂(ζ) can be analytically continued (with exponential size at most 1/(p− 1)). In our case, α
is infinitesimally smaller than 2π: therefore the whole opening is (p + 1)π, which is indeed the opening of
the open sector in (3.58).

Thus, we infer that Z(λ) can be analytically continued on the Sokal disc of infinite radius Dp−1
0 = {λ ∈

C̃ : Reλ−
1

p−1 > 0}. The first assumption of Nevanlinna-Sokal theorem is then satisfied. Note that, for p ≥ 3,
the Sokal disc Dp−1

0 is a subset of C̃ but not of C .

As a final remark, observe that the change of variable ϕ2 = λ
− q+1

qp x2 would have led to the same analyticity
domain |θ| < q π

2 , but in this case, following the same lines as above, we would have found q < p − 1. This
should not be regarded as a contradiction, but simply as an example of how different changes of variables
provide different analytic continuations with different ranges of validity.

3.3.2 Gevrey Asymptotics

Next, we need to prove that Z(λ) admits an asymptotic expansion of Gevrey class 1/(p − 1). To do so,
we resort to Taylor expansion with integral remainder: given a function f(x) differentiable infinitely many
times at 0, one has

f(x) =

n∑
k=0

f (k)(0)

k!
xk +

xn+1

n!

ˆ 1

0

du(1− u)nf (n+1)(xu). (3.59)

Hence, after setting

k!ck :=
dk

dλk
Z(0) =

ˆ ∞

−∞
dϕe−ϕ2

(−V (ϕ))k, (3.60)

we have ∣∣∣∣∣Z(λ)−
n∑

k=0

ckλ
k

∣∣∣∣∣ =
∣∣∣∣λn+1

n!

ˆ 1

0

du(1− u)n
ˆ ∞

−∞
dϕe−ϕ2−λuV (ϕ)(V (ϕ))n+1

∣∣∣∣ . (3.61)

We now have to prove that the right-hand side can by bounded by λn+1ABn+1((n+1)!)p−1 for two constants
A,B independent of λ and n, uniformly on the Sokal disc Dp−1

0 = {λ ∈ C̃ : Reλ−
1

p−1 > 0}. To do so, we

perform a sequence of changes of variables like in the previous case. We first let ϕ2 = λ
−p+1

p2 x2: the integral
over ϕ takes then the form

I :=

ˆ ∞

−∞
dxλ

−p+1
2p2 exp

{
−λ−

p+1
p2 x2 − uλ−

1
px2p − uλv

(
λ
−p+1

2p2 x

)}
V n+1

(
λ
−p+1

2p2 x

)
. (3.62)
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As before, the modulus can be reabsorbed in the integration variable be letting y2 = |λ|−
p+1
p2 x2, whence

I =

ˆ ∞

−∞
dy e

−iθ
p+1
2p2 exp

{
−e−iθ

p+1
p2 y2 − u|λ|

[
e
−i

θ
p y2p + ...+ a1e

iθ
2p2−p−1

p2 y

]}
V n+1

(
λ
−p+1

2p2 y

)
. (3.63)

On the Sokal disc Dp−1
0 , we have |θ| < (p − 1)π2 : thus the integral is well defined because ei

θ
p has positive

real part for every θ. We now set out to put an upper bound to the integral. We can bound |I| by taking
the integral of the modulus of the integrand: this amounts to taking the real part of all the coefficients of
the polynomial at the exponential, and also to replacing V n+1 by |V n+1|. It will be convenient to separate
the terms with positive or negative coefficients at the exponential, by collecting them into two polynomials
f(y) and g(y). We can then write

|I| ≤
ˆ ∞

−∞
dy e−f(y)+g(y)h(y) (3.64)

where f(y) is a polynomial of degree 2p whose coefficients are all positive, and whose leading term is
u|λ| cos

(
θ
p

)
y2p; g(y) is a polynomial of degree smaller or equal to 2p − 1 whose coefficients are again all

positive; finally h(y) =
∣∣∣∣V n+1

(
ye

−iθ
p+1
2p2

)∣∣∣∣ is function which is positive on the whole domain of integration.

We now introduce the following lemma:

Lemma 3.3. Let f(y) and g(y) be two polynomials whose coefficients are all positive, and such that
the degree of f is even and deg f > deg g. Let us split the monomials of even and odd degree of f by
writing f(y) = P (y2) + yQ(y2), where P and Q are again polynomials of positive coefficients. Let h(y)
be a function such that h(y) ≥ 0 for every y and which grows polynomially for large y. Then there
exists a unique positive constant K such that

I =

ˆ ∞

−∞
dy e−f(y)+g(y)h(y) ≤

ˆ ∞

−∞
dy e−cP (y2)h(y) (3.65)

for every positive c ≤ K.

Proof. Consider the smooth function

F (c) =

ˆ ∞

−∞
dy
[
e−f(y)+g(y) − e−cP (y2)

]
h(y). (3.66)

Then we observe that:

1. F (0) = −∞, as

F (0) = I −
ˆ ∞

−∞
dyh(y), (3.67)

and the second term is divergent to +∞ as h(y) grows polynomially for large y;

2. F (∞) = I;

3. F ′(c) > 0, which can be seen by writing

F ′(c) =

ˆ ∞

−∞
dy
[
e−f(y)+g(y) + P (y2)e−cP (y2)

]
h(y) (3.68)

and by recalling that P (y2) is everywhere positive because it has positive coefficients.

Then, by the mean value theorem, there must exist K > 0 such that F (K) = 0 . As F ′(c) > 0, K is unique
and F (c) < 0 for every positive c < K.
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Thanks to the foregoing result, we are now enabled to write, for some c < K,

|I| ≤
ˆ ∞

−∞
dy e−cP (y2)

∣∣∣∣V n+1

(
ye

−iθ
p+1
2p2

)∣∣∣∣ (3.69)

where P (y2) = u|λ| cos
(

θ
p

)
y2p+cos

(
θ p+1

p2

)
y2+... . Indeed, for |θ| < (p−1)π2 , we have that cos

(
θ p+1

p2

)
> 0.

As all the terms in P (y2) are positive for every y, we can write

e−cP (y2) ≤ e
−c cos

(
θ
p+1
p2

)
y2

. (3.70)

This step enables us to split the integrals in (3.61), as now the dependence on u and |λ| is dropped. Moreover,
as |θ| < (p−1)π2 , we have cos

(
θ p+1

p2

)
> cos

(
π
2
p2−1
p2

)
=: ε. We can then bound |I| with the Gaussian integral

|I| ≤
ˆ ∞

−∞
dy e−cεy2

∣∣∣∣V n+1

(
ye

−iθ
p+1
2p2

)∣∣∣∣ , (3.71)

so that the dependence on θ of the exponential is also dropped.

We turn now our attention to
∣∣∣∣V (ye−iθ

p+1
2p2

)∣∣∣∣. The absolute value can be bounded by taking the sum of

the absolute values of every monomial. Then we will have∣∣∣∣V (ye−iθ
p+1
2p2

)∣∣∣∣ ≤ b2py2p + b2p−1|y2p−1|+ ... (3.72)

where bk =
∣∣∣ak cos(iθ (1− k(p+1)

2p2

))∣∣∣ ≤ |ai| and we take the absolute value of the odd powers of y. After
putting A := max{|ai|, i = 1, ..., p}, we have∣∣∣∣V (ye−iθ

p+1
2p2

)∣∣∣∣n+1

≤ An+1(y2p + ...+ |y|)n+1 = An+1
∑ (n+ 1)!

k1! · ... · k2p!

2p∏
i=1

(|y|i)ki (3.73)

where the sum runs over all the integers k1, ..., k2p such that k1 + ...+ k2p = n+ 1. Because these terms are
integrated over a Gaussian measure dye−cϵy2

, we can replace |y|j , for 1 ≤ j ≤ 2p(n + 1), with the leading
power y2p(n+1) (although it is of course not true that |y|j < y2p(n+1) for every y). Recalling that the sum
over the multinomial factors is bounded exponentially, as∑ (n+ 1)!

k1! · ... · k2p!
= (2p)n+1, (3.74)

we can finally write

|I| ≤ (2Ap)n+1

ˆ ∞

−∞
dy e−cε y2

y2p(n+1) =
1√
cε

(
2Ap

(cε)p

)n+1

Γ
(
p(n+ 1) + 1

2

)
. (3.75)

The integral over u in (3.61) is now trivial and we finally reach∣∣∣∣∣Z(λ)−
n∑

k=0

ckλ
k

∣∣∣∣∣ ≤ λn+1

(n+ 1)!

1√
cε

(
2Ap

(cε)p

)n+1

Γ
(
p(n+ 1) + 1

2

)
(3.76)

for every n and for every λ ∈ Dp−1
0 . The asymptotic expansion is of Gevrey class 1/(p − 1) due to the

factor of (n + 1)! at the denominator. It is instructive to observe that the Gevrey bounds are uniform
because ε is finite: tracing back our steps, we realise the importance of our (seemingly prescient) change

of variable ϕ2 = λ
−p+1

p2 x2, as opposed to the earlier ϕ2 = λ
− 1

p+1x2 which led us to the maximal domain
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{λ ∈ C̃ : | arg(λ)| < π
2 (p + 1)} whereon Z(λ) admits an asymptotic expansion. Indeed, had we chosen the

latter, we would have found a vanishing ε and the Gevrey bounds would not have been uniform. This teaches
us the rather subtle lesson that a Borel-summable functions admits uniform Gevrey asymptotic expansion
only in closed subsectors of the maximal domain whereon it admits an asymptotic expansion.

Using the Stirling approximation, one can then find two positive constants Ã, B̃ and rephrase the latter
equation as ∣∣∣∣∣Z(λ)−

n∑
k=0

cnλ
k

∣∣∣∣∣ ≤ ÃB̃n+1((n+ 1)!)p−1λn+1. (3.77)

Thus, Nevanlinna-Sokal theorem 2.6 is satisfied and Z(λ) is Borel-summable, and more precisely (p − 1)-
summable: in other words, it is the Borel sum of its (p − 1)-summable asymptotic expansion. Clearly, this
proof is also comprehensive of the monomial interaction cases, i.e. V (ϕ) = ϕ2p, dealt with in the previous
sections. Observe that Borel summability of Z(λ) is inherited from the Borel summability of the partition
function for the monomial potential V (ϕ) = ϕ2p. Indeed, the formal power series

φ̃ :=

∞∑
n=0

(−λ)n

n!

ˆ ∞

−∞
dϕ e−ϕ2

V n(ϕ) (3.78)

has alternating signs from n large enough, since eventually the Gaussian integration of leading term (a2pϕ
2p)n,

which grows like Γ(np+1), will dominate entirely the subleading terms. This feature pushes the pole in the
Borel plane on the negative real axis R−.

Invoking once more Observation 2.2, we can conclude that Z(λ), when restricted on a finite interval
λ ∈ [0, R] ⊂ R, with R > 0, is a tame function, definable in the o-minimal structure RG .

3.3.3 Correlation functions

In analogy to the monomial potential, the correlation functions are also Borel-summable. The j-th moment

Gj(λ) :=

ˆ ∞

−∞
dϕ e−ϕ2−λV (ϕ)ϕj (3.79)

with V (ϕ) a polynomial as above, can be proved to be Borel-summable following the same steps as before.

After putting h(y) =

∣∣∣∣yje−iθj
p+1
2p2 V n+1

(
ye

−iθ
p+1
2p2

)∣∣∣∣, the only difference is that, instead of (3.75), we will

get

|I| ≤ (2Ap)n+1

ˆ ∞

−∞
dy e−cε y2

y2p(n+1)+j =
1√

(cε)j+1

(
2Ap

(cε)p

)n+1

Γ
(
p(n+ 1) + j+1

2

)
. (3.80)

For the Gamma function we can write, if j = 2k,

Γ
(
p(n+ 1) + j+1

2

)
=
(
p(n+ 1) + 2k−1

2

) (
p(n+ 1) + 2k−3

2

)
...
(
p(n+ 1) + 1

2

)
Γ
(
p(n+ 1) + 1

2

)
(3.81)

≤
(
p(n+ 1) + j−1

2

)k
Γ
(
p(n+ 1) + 1

2

)
≤ (n+ 1)k

(
p+ j−1

2

)k
Γ
(
p(n+ 1) + 1

2

)
≤ ekn

(
p+ j−1

2

)k
Γ
(
p(n+ 1) + 1

2

)
;

similarly, when j = 2k + 1,

Γ (p(n+ 1) + k + 1) ≤ enk(p+ k)kΓ(p(n+ 1) + 1). (3.82)

Thus, the Gevrey bounds are also satisfied for Gj(λ), which is again (p− 1)-summable and a tame function
in RG . The cumulants

Kj(λ) := ⟨ϕj⟩ =
Gj(λ)

Z(λ)
(3.83)

are therefore tame functions of RG , being the ratio of two definable functions of the same structure.
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3.4 Resurgent QFT on a point

All the partition and correlation functions shown hitherto are Borel-summable. In this section, following
[CDU15], we show a QFT in zero dimensions whose partition function is affected by the Stokes phenomenon
at θ = 0 and therefore is not Borel-summable. Nevertheless, we will manage to argue that it is definable in
the o-minimal structure RPfaff described in section 1.6.3.

3.4.1 Perturbative and non-perturbative expansions

Consider the following partition function for a theory on a point:

Z(λ) =
1√
λ

ˆ π
2

−π
2

dxe−
1
2λ sin2(x). (3.84)

The potential 1
2λ sin2(x) is a tame function, since the interval is restricted: we should then expect the

partition function to be tame. The potential presents now a minimum at x = 0 and a saddle at x = ±π/2.
Hence we perform perturbation theory first around the minimum. Setting x = arcsin y and 2λt = y2, we
have

Z(λ) =
2

λ

ˆ 1

0

dy√
1− y2

e−
y2

2λ =
√
2

ˆ 1
2λ

0

dt√
t

e−t

√
1− 2λt

. (3.85)

Expanding the square root, we find a divergent formal power series:

√
2

∞∑
n=0

(2n− 1)!!

2nn!
(2λ)n

ˆ 1
2λ

0

dt√
t
tn =

√
2

π

∞∑
n=0

Γ
(
n+ 1

2

)
n!

(2λ)nγ

(
n+

1

2
,
1

2λ

)
, (3.86)

where γ is the incomplete Gamma function. Yet, for fixed n, in the limit λ→ 0, this differs by the complete
Γ only by non-analytic terms, so we find the formal power series√

2

π

∞∑
n=0

Γ2
(
n+ 1

2

)
n!

(2λ)n =:

√
2

π

1

2λ
φ̃0 (3.87)

with φ̃0 ∈ λR[[λ]], as found in [CDU15]. Note the absence of the alternating signs, which impairs Borel
summability. The Borel transform can actually be computed exactly: Mathematica yields

Bφ̃0 =

∞∑
n=0

Γ2
(
n+ 1

2

)
(n!)2

(2ζ)n = 2K(2ζ) (3.88)

where K is the elliptic integral of the first kind. With (3.26), it is also easy to find

Bφ̃0 = 2π 2F1

(
a⃗

b⃗

∣∣∣∣∣2ζ
)

=: φ̂0(ζ) (3.89)

with a⃗ =
(
1
2 ,

1
2

)
and b⃗ = (1). In either case, there is a pole at ζ = 1/2, so that the series is not 1-summable:

we are then unable to invoke Observation 2.1 to argue the tameness of the partition function in RG .

Roughly, the perturbative power series φ̃0 fails to be Borel-summable because of the non-perturbative
effects, which must be computed around the saddle point x = ±π/2. The perturbation around these points
can be expressed as the perturbation around x = 0 by simply reversing the potential by λ → −λ, and
then multiplying by the value of the action at ±π/2, namely e−

1
2λ . From a different viewpoint, e−

1
2λ is

the resurgent symbol e−ω/λ, where ω is the unique pole in the Borel plane located at ζ = 1/2 . This
pole however, is neither simple nor logarithmic, so φ̂0(ζ) is not a simple resurgent function in the sense of
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Definition 2.10. We refer to [CDU15] for a careful treatment of this model in terms of the Lefschetz thimbles.
The non-perturbative formal expansion is

e−
1
2λ

√
2

π

∞∑
n=0

Γ2
(
n+ 1

2

)
n!

(−2λ)n =: e−
1
2λ

√
2

π

1

2λ
φ̃1 (3.90)

with φ̃1 ∈ λR[[λ]]. Its Borel transform is, in analogy to (3.89),

Bφ̃1 = 2π 2F1

(
a⃗

b⃗

∣∣∣∣∣− 2ζ

)
=: φ̂1(ζ). (3.91)

where again a⃗ =
(
1
2 ,

1
2

)
and b⃗ = (1). Although the partition function indeed admits φ̃0 as 1-Gevrey

asymptotic expansion, namely Z(λ) ∼1

√
2
π

1
2λ φ̃0, the asymptotic expansion will not be uniform on a Sokal

disc D1
c (for any positive c). In fact in this model, as the pole of φ̂0 at ζ = 1/2 indicates, the Stokes

phenomenon occurs at θ = 0, and therefore Z(λ) is not the Borel sum of either the two formal power series
φ̃0 or φ̃1. Rather, the correct object whose median resummation returns the actual function Z(λ) is the
transseries

Z(λ, σ) = Φ̃0(λ) + σe−
1
2λ Φ̃1 (3.92)

where Φ̃0 =
√

2
π

1
2λ φ̃0 is the perturbative sector and Φ̃1 =

√
2
π

1
2λ φ̃1 is the non perturbative sector, as

indicated by the resurgent symbol e−1/2λ.

3.4.2 Resurgence of the non-perturbative sector

As φ̂0(ζ) has a pole along the positive real line, namely in the direction θ = 0, the action of the Stokes
automorphism S0 will be non-trivial on φ̃0. We can compute this action explicitly by exploiting Cauchy
theorem. Let us define H to be the Hankel contour in the Borel plane which winds clockwise around the half
line (1/2,∞), exactly as we did for the modified Euler series in Figure 2.2a. Then let ε > 0 to be a small
angle: following [CDU15], we compute(

S ε −S −ε
)
φ̃0 =

˛
H

dζe−ζ/λφ̂0(ζ) (3.93)

= 2π

ˆ ∞

1
2

dζe−ζ/λ

[
2F1

(
1
2 ,

1
2

1

∣∣∣∣∣2(ζ + iε)

)
− 2F1

(
1
2 ,

1
2

1

∣∣∣∣∣2(ζ − iε)
)]

.

Whenever a1 + a2 = b as it is the case here, the discontinuity of the hypergeometric function 2F1

(
a⃗
b⃗

∣∣∣t) is
described by the identity

2F1

(
a1, a2
b

∣∣∣∣∣t+ iε

)
− 2F1

(
a1, a2
b

∣∣∣∣∣t− iε
)

=
2πiΓ(b)

Γ(a1)Γ(a2)
2F1

(
b− a1, b− a2

1

∣∣∣∣∣1− t
)
. (3.94)

Hence, we find

(
S ε −S −ε

)
φ̃0 = 4πi

ˆ ∞

1
2

dζe−ζ/λ
2F1

(
1
2 ,

1
2

1

∣∣∣∣∣1− 2ζ

)
(3.95)

= 4πie−1/2λ

ˆ ∞

0

dζe−ζ/λ
2F1

(
1
2 ,

1
2

1

∣∣∣∣∣− 2ζ

)

where, quite remarkably, the vectors a⃗ and b⃗ are unchanged: we still have a1 = a2 = 1
2 , b = 1. Therefore,

the last integral is nothing else then the Laplace transform of (3.91). Hence, we can conclude that(
S ε −S −ε

)
φ̃0 = 2ie−1/2λS 0φ̃1 = 2ie−1/2λS εφ̃1 (3.96)
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where in the last line we have argued that, since φ̂1(ζ) has no poles on R+, tilting the line of the Laplace
integration by ε does not affect the result. Recalling the definition of Stokes automorphism (2.89), we realise
that we have proved that

S0φ̃0 = φ̃0 − 2ie−1/2λφ̃1 (3.97)

which, recast in terms of the transseries Z of (3.92), yields

S0Z(λ, 0) =

√
2

π

1

2λ
S0φ̃0 =

√
2

π

1

2λ

[
φ̃0 − 2ie−1/2λφ̃1

]
= Z(λ,−2i). (3.98)

This means that, as −2i is the Stokes constant associated with the Stokes phenomenon of this problem. As
the above equation shows, the Stokes automorphism relates in a very simple way the perturbative sector to
the non-perturbative one: in other words, φ̃1 resurges from φ̃0, whence the name resurgence.

3.4.3 Tameness of the partition function

As described in the previous sections, the perturbative power series φ̃0 is not 1-summable: we cannot then
argue the definability of Z(λ) in RG . Yet, we can observe that

Z(λ) =
1√
4λ
e−

1
4λ

ˆ π

−π

e
cos y
4λ =

π√
λ
e−

1
4λ I0

(
1

4λ

)
(3.99)

where I0 is the modified Bessel function of the first kind. This is very reminiscent of the case treated in
section 3.2.1. In analogy to [GSV23], we can exploit this fact to argue the tameness of this partition function
in the o-minimal structure RPfaff, described in section 1.6.3. Let g = 1/(4λ) and let Z̃(g) = Z(g)/(2π

√
g).

Then we have
Z̃(g) = e−gI0(g). (3.100)

We can equivalently argue for the tameness of Z̃(g) rather than of Z(g), as they are related algebraically.
The modified Bessel function Iα(g) obeys the differential equation[

g2
d2

dg2
+ g

d

dg
− (g2 + α2)

]
Iα(g) = 0. (3.101)

Thus, for α = 0 and setting I0(α) = e−gZ̃(g) we find:[
d2

dg2
+

(
2 +

1

g

)
d

dg
+

1

g

]
Z̃(g) = 0. (3.102)

We can then write the following Pfaffian chain:
ζ1(g) = 1/g

ζ2(g) =
Z̃′(g)

Z̃(g)

ζ3(g) = Z̃(g)


ζ ′1 = −ζ21
ζ ′2 = −ζ22 − ζ2(ζ1 + 2)− ζ1
ζ ′3 = ζ3ζ2

(3.103)

which proves that Z(g) is definable in RPfaff. In this case then, the presence of a differential equation ensures
the tameness of a non-Borel-summable partition function. The same model has already been considered in
[DGS22], where it was argued that the partition function for this model is also definable in Ran, exp.

Although RPfaff is a different structure from RG , we can recall from section 1.6.3 that the Pfaffian closure
of an o-minimal structure remains o-minimal. Therefore, we can argue that the Borel-summable partition
and correlation functions presented in the previous sections of this Chapter and the partition function Z(λ)
presented in this section (which is not Borel-summable) are all definable in a unique o-minimal structure
P(RG ), namely the Pfaffian closure of RG . However, we can hardly expect that all non-Borel-summable
partition and correlation functions be definable in RPfaff, so that the problem of establishing the tameness
of these functions systematically remains open. It is nonetheless tempting to speculate that some more
non-Borel summable partition functions may be definable in the Pfaffian closure of RG . We shall leave these
questions for future research.



Chapter 4

Constructive QFT

In this chapter we aim at extending our previous results to more general theories: to do so, we will need
to introduce constructive field theory. Constructive field theory (see e.g. the introduction of [Riv07] and
[Riv09] for a brief pedagogical review) provides an alternative to perturbative field theory, avoiding the
blemish of divergence that affects perturbative expansions. As explained in section 3.1, perturbative field
theory expresses an amplitude A(λ) as series in powers of the coupling λ: since Feynman diagrams proliferate,
the sum is divergent, and thus it merely provides an asymptotic expansion to the function A(λ), which is
our true purpose to compute. However, a divergent series is always asymptotic to infinitely many functions1,
so that a theory purely based on perturbative expansions is not truly predictive and, according to the stern
judgement of J. Magnen and V. Rivasseau in [Riv07], is in fact no theory at all. Constructive field theory
aims at expanding the path integral in a such a way that divergences are avoided. In order to fulfil this quite
ambitious end, the common notion of sum over Feynman diagrams must be forsaken in favour of a sum over
forests and spanning trees. The deep insight is that it is not necessary to know the full loop structure of
Feynman diagrams to capture all the information they carry: the latter is stored in their loop-less subgraphs,
namely their spanning trees. This realisation led to the formulation of the ‘constructive golden rule’ ([MR08;
Riv07])

Thou shall not know all the loops, or thou shall diverge!

In the first section of this chapter, 4.1, we will introduce the basic terminology and the BKAR forest formula,
which lies at the foundation of constructive QFT. In section 4.2, we will clarify the relationship between
constructive and perturbative QFT by explaining how Feynman diagrams are related to spanning trees. We
will then show how, when combined with the Loop Vertex Expansion, constructive field theory provides a very
powerful tool to prove Borel summability of partition functions and amplitudes: we will apply these tools
explicitly to the ϕ4 theory on a point in section 4.3. In the remaining sections, referring to the literature,
we will point out how these methods can be used to show the Borel summability of more general partition
functions. In light of the observations stated since section 2.6, these partition functions will be tame in RG .

1To understand why, suppose φ̃ ∈ xR[[x]]1 is a 1-summable formal series, so that on a Sokal disc D1
c its Borel sum φ(x) = S 0φ̃

satisfies φ(x) ∼1 φ̃. Then for any a ∈ R, the function φ(x) + af(x), with f(x) given by our prototypical example of a non-
analytic function at the origin with vanishing Taylor series at x = 0, namely (1.33), admits the same asymptotic expansion on
the same domain. Recall also the discussion about quasi-analytic algebras of functions in section 2.6.
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100 Chapter 4. Constructive QFT

4.1 The BKAR forest formula

The essential ingredient of constructive expansions is the so-called BKAR forest formula, which we introduce
in this section from a purely algebraic point of view. In order to do so, we first have to define some terminology
of graph theory, following mostly [AR95; Riv09; GRS14] and references therein.

Let us begin with the definition of a graph

Definition 4.1 (Graph). A graph G = (V,E) is a set of vertices V and a set of edges E. An edge is a
pair of two (not necessarily distinct) elements of V : namely, if e ∈ E, then e = (a, b) with a, b ∈ V . Such a
and b are called the ends of e.

Remark how in the set of edges E we may find a pair (a, b) more than once; moreover, we may also find an
edge e = (a, a) in which case e is called a loop (a tadpole in physicists’ jargon). If a ̸= b, with a, b ∈ V , we
will say that e = a(a, b) is a link.

Consider a graph G over n vertices, i.e. for which the cardinality |V | of V is n. It will be often convenient
to identify V with the set {1, ..., n}, so as to label every vertex with a number i, i ∈ {1, ..., n}. Let then Pn be
the set of all the unordered pairs (i, j), with i ̸= j and i, j ∈ {1, ..., n}. The cardinality of Pn is therefore

(
n
2

)
,

and an unordered pair (i, j) ∈ Pn is a link, which will be indicated with l. We introduce now the following

Definition 4.2 (Unordered Forest). A u-forest (unordered forest) F over n vertices is a graph (V,E), where
V = {1, ..., n}, with with no cycles (loops in physicists’ language). Namely, E is a subset of Pn such that
one cannot find a subset of E of the form {(i1, i2), (i2, i3), ..., (ik, i1)}.

It will be important in the following to focus on connected forests, namely forests F = (V,E) such that,
taken any two distinct vertices i, j ∈ V , there exists a path P ⊆ E ⊂ Pn, where P = {(i, i1), (i1, i2), ..., (ik, j}
connecting i and j. Because a forest has no cycles the path P is unique. This fact will be crucial to define
the forest formula.

Definition 4.3 (Spanning tree). A spanning tree T is a connected forest (V,E) over n vertices which
touches every vertex at least once. Namely, for every vertex i ∈ {1, ..., n}, there exists an edge (in fact, a
link) e ∈ E such that one of the ends of e is i: e = (i, i′) = (i′, i).

The number of links which jut out of a vertex v is called the coordination number of v, and is indicated
by c(v). A vertex with coordination number equal to 1 is called a leaf of the spanning tree.

Let us remark here some results that will be useful later. The number of links of a spanning tree T over n
vertices is n− 1. To convince oneself of this, one can observe that all trees over n vertices can be obtained
by rearranging the links of one of the trees which join all the vertices into a unique path (i.e., a tree with
only two leaves): these trees have obviously n−1 vertices. As a consequence, the sum of all the coordination
numbers is

n∑
i=1

ci = 2(n− 1), (4.1)

because in summing over the coordination numbers of all the n vertices every link is counted twice. Observe,
incidentally, that adding one link to any given tree would create a cycle (or loop). Finally, let us also state
without proof a very important result which is at the heart of constructive theories:

Theorem 4.1 (Cayley). The number of spanning trees over n vertices is nn−2 .

The reason of the importance of this result is that, for large n, we can infer from the Stirling approximation
(2.127) that nn−2 ∼ (n!)enn−3/2. Thus, the number of spanning trees over n vertices grows roughly as n!
up to ‘convergent’ exponential terms.
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We are now ready to state the BKAR (Brydges-Kennedy-Abdesselam-Rivasseau) forest formula (see es-
pecially [AR95] for extensive treatment and proofs). Consider a smooth function f(x) = f(x1, ..., xN ) of N
variables, where N is a triangular number, namely N =

(
n
2

)
for some integer n. Let us then draw a forest F

over n vertices: we can relabel each variable of f with one of the
(
n
2

)
links of F. Note that, to do so, we must

fix an ordering of the
(
n
2

)
elements of Pn, which can be done arbitrarily. Moreover, let us assign a weight

(or weakening factor) wl to every link l. With a slight abuse of notation, if F = (V,E) and l ∈ E, we will
write l ∈ F without any risk of confusing links with vertices. Then the forest formula states that

f(1, ..., 1) =
∑
F

ˆ 1

0

(∏
l∈F

dwl

)(∏
l∈F

∂

∂xl

)
f(x)

∣∣∣
xF(w)

(4.2)

where the sum runs over all the unordered forests over n vertices. The point xF(w) at which the complicated
derivative is evaluated is defined as follows:

• If l = (i, j) is such that l ∈ F, then xl = wl.

• If l = (i, j) is such that l /∈ F, but there exists a path P = {(i, i1), (i1, i2), ..., (ik, j)} in the forest which
connects i and j, then xl is defined to be the infimum of the weights wl of the path P , namely:

xl = inf
0≤s≤k

{wls} (4.3)

where we have put ls = (is, is+1), so that P = {l1, l2, ..., lk} and we agree that i0 := i, ik+1 := j. This
operation is well-defined because the path P is unique, if it exists.

• Finally, if l = (i, j) is such that l /∈ F and there is no path P connecting i and j, then xl = 0.

Clearly, the N -tuple xF(w) depends both on the topology of the forest F and on the values of the weights
wl, whence our notation. As a final remark, note that the sum includes also the trivial forest, i.e. the empty
forest with no links. In that case, the products over the links l ∈ F are empty and they should be understood
as being a multiplication by 1.

To convince ourselves that the formula makes sense, we can test it for n = 2, which implies N = 1. There
are only two forests over 2 vertices, namely the empty forest and the tree whose only link is (1, 2) (Figure
4.1 below). Then, being mindful of the above conventions, we have

f(1) = f(0) +

ˆ 1

0

dw1
∂

∂x
f(x)

∣∣∣
w1

(4.4)

which is simply the fundamental theorem of calculus.

1 2 1 2

Figure 4.1: Forests over n = 2 vertices.

4.2 Feynman diagrams and spanning trees

Before setting out to apply the BKAR forest formula to quantum field theories, it will be expedient to
discuss how spanning trees in constructive field theory are related to Feynman diagrams and perturbative
field theory. An illuminating discussion con be found in [RW13], which we relate here briefly.

To fix ideas, let us quickly recap the example of section 3.2.1. For convenience, let us rewrite here the
partition function in a slightly different way:

Z(λ) =

ˆ ∞

−∞

dϕ√
2π
e−

ϕ2

2 −λ
8 ϕ4

, (4.5)
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so that the Gaussian measure dµ(ϕ) := dϕ√
2π
e−ϕ2/2 is normalized and with unit covariance. As already

observed, the perturbative series obtained by Taylor-expanding the interaction term e−
λ
8 ϕ4

and illegally
commuting the sum with the integral is divergent. We proved that, on a Sokal disc D1

0,

Z(λ) ∼1

∞∑
n=0

an

(
−λ
8

)n

(4.6)

where now, since the covariance (or propagator) is unitary, all the Feynman diagrams evaluate to 1 and
therefore an is simply given by the number of Wick contractions in the Gaussian integral

´
dµ(ϕ)ϕ4n:

an =
4n!

22n(2n)!
= (4n− 1)!! . (4.7)

Thus, as already remarked, Feynman diagrams proliferate. Thus, in general terms, perturbative field theory
expresses an amplitude A as a formal sum over Feynman graphs G, namely

A =
∑
G

AG, (4.8)

where AG is the amplitude of each Feynman graph. Constructive field theory, on the contrary, expresses it
as a sum over spanning trees T. To do this, consider the spanning trees T of G: namely, if G = (V,E) the
spanning trees T = (V,L) with L ⊆ E. To each such tree, we can assign a weight w(G,T) such that∑

T⊂G

w(G,T) = 1. (4.9)

Then we will have
A =

∑
G

AG =
∑
G

∑
T⊂G

w(G,T)AG =
∑
T

AT, (4.10)

where the tree amplitude AT is clearly

AT =
∑
G⊃T

w(G,T)AG. (4.11)

The weights can be computed explicitly: it was proved in [RW13] that

w(G,T) =

ˆ 1

0

∏
l∈T

dwl

∏
l/∈T

xT(w) (4.12)

where, as before, xT(w) is the infimum of the weights wl′ along the path that joins the two ends of the link
l. There is also an alternative definition, based on the notion of Hepp sector. For a graph G = (V,E), a
Hepp sector is simply an ordering σ = {σ(1), ..., σ(|E|)} of the edges E, namely a pairing between the set
E and the integers {1, ..., |E|}. For each of these, Kruskal greedy algorithm ([Kru56]) finds a spanning tree
T(σ) which minimizes the sum

∑
l∈T σ(l), then one can actually define the weights w(G,T) as

w(G,T) =
N(G,T)

|E|!
(4.13)

where N(G,T) is the number of Hepp sectors such that T(σ) = T.

The idea behind constructive field theory is that the sum in (4.10) is convergent. In practice though
(at least for theories with a quartic interaction), instead of repacking the sum over Feynman diagrams as
shown before, the Feynman graphs with four-vertices resulting from perturbative expansion of the ‘path’
integral (4.5) are substituted by graphs with three-vertices. This can be achieved by performing a Hubbard-
Stratonovich transformation and integrating out the initial field: the loops in the initial diagrams are then
shrunk to loop vertices while the initial vertices are replaced by propagators of the new field. Only then
is the sum proved to be be convergent and to be the Borel sum of the perturbative asymptotic expansion.
This method is dubbed Loop Vertex Expansion and we will show the simplest application thereof in the next
section.
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4.3 Constructive ϕ4 on a point

In this section, we will illustrate how, with the aid of the BKAR forest formula (4.2), the partition function
Z(λ) for a ϕ4 Euclidean theory in zero dimensions dealt with in section 3.2.1 can be expressed constructively.
Most interestingly, this approach will enable us to prove the Borel summability of Z(λ), this time by exploiting
the second point of Nevanlinna-Sokal theorem 2.6. We will follow the lines of [Riv09] and adapt from [ELT21].

4.3.1 Loop Vertex Expansion

Consider again the partition function of a bosonic ϕ4 model in 0 dimensions (4.5). Recalling the identity

e−
λ
8 ϕ4

=

ˆ ∞

−∞

dσ√
2π
e−

σ2

2 −i
√

λ
2 ϕ2σ (4.14)

we can perform a Hubbard-Stratonovich transformation, so as to trade the field ϕ for σ: by doing so, the
quartic interaction ϕ4 becomes a cubic mixed interaction ϕ2σ. The initial field can then be integrated away
to find:

Z(λ) =

ˆ ∞

−∞

ˆ ∞

−∞

dϕ√
2π

dσ√
2π
e−

ϕ2

2 −σ2

2 −i
√

λ
2 σϕ2

=

ˆ ∞

−∞

dσ√
2π
e−

1
2 log(1+iσ

√
λ)e−

σ2

2 (4.15)

=

ˆ
dµ(σ)

∞∑
n=0

1

n!
V n(σ)

where dµ(σ) is the Gaussian measure of unit covariance dσ√
2π
e−σ2/2 and V (σ) is the loop vertex V (σ) =

− 1
2 log

(
1 + i

√
λσ
)
, whence the name Loop Vertex Expansion (LVE).

We now wish to apply the forest formula (4.2). To do so, we must introduce replicas of the auxiliary field
σ. To be more precise, we introduce n fields σ1, ..., σn and make the substitution

V n(σ)→
n∏

i=1

V (σi) (4.16)

We can think of every replica as ‘living’ on a vertex i of a graph of n vertices. For consistency, we must
now rewrite the integral measure in a similar fashion. We introduce then a normalized Gaussian measure
of degenerate covariance dµC({σi}), where the covariance C is a symmetric matrix whose diagonal entries
are simply equal to 1: Cii = 1. Since there are

(
n
2

)
off-diagonal entries, we can now set them to be equal to

the variables xl of a function f of
(
n
2

)
variables. Then Cij = xl, with l = (i, j) and i ̸= j. The measure is

degenerate because, when all the xl are equal to 1, all the entries of the n-by-n matrix C are equal to 1 and
thus C has rank 1. This divergence is absorbed in the normalization. Explicitly, one can write

dµC({σi}) =
dσ1√
2π
e−

σ2
1

2

n∏
i=2

δ(σ1 − σi)dσi ; (4.17)

more conveniently though, the action of the Gaussian integration with normalized measure dµC can be
expressed as a differential operatorˆ

dµC({σi})f(σ1, ..., σN ) = e
1
2Cij∂i∂jf(σ1, ..., σN )

∣∣∣
σi=0

, (4.18)

where N =
(
n
2

)
, ∂i = d

dσi
and repeated indices are summed over, each from 1 to n. In this way, the

divergences are already taken into account and the result is well-defined. The integral

f(C) :=

ˆ
dµC({σi})

n∏
i=1

V (σi) (4.19)
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is now a function of the
(
n
2

)
off diagonal couplings Cij : we can then use the forest formula. Exchanging the

sum with the integral, we obtain

f(C) =
∑
F

ˆ 1

0

(∏
l∈F

dwl

)(∏
l∈F

∂

∂Cl

)ˆ
dµC({σi})

n∏
i=1

V (σi)

∣∣∣∣∣
C=CF(w)

(4.20)

where by Cl we mean Cij = Cji, since l = (i, j); moreover, CF(w) is the matrix whose entries Cl are computed
according to the prescription listed above for the vector of

(
n
2

)
components xF(w). A key observation to

make is that the covariance CF(w) remains positive (see [AR95] for the proof), so that the Gaussian integral
remains well-defined. The derivatives can be easily computed using the representation of the Gaussian
integral as a differential operator (4.18): they simply bring down a product of pairs of derivatives with
respect to the replicas σi. We can then write

f(C) =
∑
F

ˆ 1

0

(∏
l∈F

dwl

)ˆ [(∏
l∈F

∂

∂σi(l)

∂

∂σj(l)

)
n∏

i=1

V (σi)

]
dµCF(w)({σi}) (4.21)

where again the integration over the Gaussian measure can be re-expressed as a differential operator. In the
above formula, we write i(l) and j(l) for the two ends of the link l = (i, j). Of course, which is which is not
important because derivatives commute.

We can now write a constructive expansion for Z(λ) and F (λ) = logZ(λ). Exchanging the sum with the
integral in (4.15) we have

Z(λ) =

∞∑
n=0

1

n!

∑
F

ˆ 1

0

(∏
l∈F

dwl

)ˆ [(∏
l∈F

∂

∂σi(l)

∂

∂σj(l)

)
n∏

i=1

V (σi)

]
dµCF(w)({σi}) (4.22)

where now the sum over the forests over n vertices is repeated for every n. The full power of this machinery
though is displayed when we consider logZ(λ). It can be proved that, in analogy to Feynman diagrams, a
very similar formula holds: it suffices to substitute for the sum over forests of n vertices a sum over spanning
trees of n vertices, i.e. connected forests. The sum will now start from n = 1 ([Riv09]). Then we have that
the free energy F (λ) = logZ(λ) is given by

F (λ) =

∞∑
n=1

1

n!

∑
T

ˆ 1

0

(∏
l∈T

dwl

)ˆ [(∏
l∈T

∂

∂σi(l)

∂

∂σj(l)

)
n∏

i=1

V (σi)

]
dµCT(w)({σi}). (4.23)

The prescription to calculate CT(w) (or xT(w) in our earlier notation) is the same as for forests: the only
observation is that now there always exists a path in T connecting any two vertices i, j. The usefulness
of the tree formula above is that spanning trees, unlike forests or Feynman diagrams, only grow factorially
according to Cayley theorem. As opposed to the perturbative power series, whose coefficients are given by
sums over Feynman diagrams with a fixed number of vertices, the sum over trees is convergent, as we will
show next; moreover, it converges to the Borel sum of the perturbative power series. In the following sections
we sketch the proof of the Borel summability of F (λ) resorting to Nevanlinna-Sokal theorem 2.6, point 2.

4.3.2 Analyticity domain

In order to prove Borel summability, we have to find first a domain of analyticity in λ. Let us first observe
that the derivatives of the loop vertices read(

d

dσ

)k

V (σ) = −
(
d

dσ

)k
1

2
log
(
1 + i

√
λσ
)
= −1

2

(−i
√
λ)k

(1 + i
√
λσ)k

(k − 1)! . (4.24)

Since there are n replicas of every loop vertex, we can then rewrite the integrand of (4.23) as

−λ
(n−1)

2n

n∏
i=1

1

(1 + i
√
λσ)ci

(ci − 1)! (4.25)
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where ci is the coordination number of the vertex i and we recall that their sum is 2(n− 1). We then bound
the module of the integral by taking the integral of the module. If we let λ = reiθ, we have∣∣∣∣ 1

1 + i
√
λσ

∣∣∣∣2 =

((
1− r1/2σ sin

(
θ
2

))2
+ rσ2 cos2

(
θ
2

))−1

(4.26)

=
(
1 + rσ2 − 2r1/2σ sin2

(
θ
2

))−1

=

(
1− sin2

(
θ
2

)
+
(
r1/2σ − sin

(
θ
2

)2)2)−1

≤ 1

cos2
(
θ
2

) .
This is nothing else than the one-dimensional version of Lemma 1 in [ELT21]. Hence, we can bound the
integrand (4.25) by

λn−1

2n
[
cos
(
θ
2

)]2(n−1)

n∏
i=1

(ci − 1)! (4.27)

which no longer depends on the auxiliary fields σi. Therefore, the Gaussian integral gives simply 1, as the
integral measure dµCT(w)({σi}) is normalized. Similarly, the integrals over the weights will also yield 1, as
the dependence of the integrand on the weights has been removed. We can then put an upper bound on the
coefficient Fn in the sum for F (λ) as

Fn ≤
1

n!

∑
T

λn−1

2n
[
cos
(
θ
2

)]2(n−1)

n∏
i=1

(ci − 1)! . (4.28)

The sum over the trees can be estimated by a sum over the trees with a fixed configuration of coordination
numbers {ci}, multiplied by (an upper bound of) the number of possible configurations. As argued in
[ELT21], the number of trees over n vertices with coordination numbers c1, ..., cn, which we call Ω(n{ci}),
can be bounded by:

Ω(n, {ci}) ≤
n!∏n

i=1(ci − 1)!
. (4.29)

To understand intuitively why the formula holds, one can first observe that the equality holds for the trees
‘without branches’, namely with only two leaves, as in Figure 4.2c . Then one simply estimates Ω(n{ci})
by dividing the number of all the possible labelling of the vertices (n!) by the number permutations up to
overall rotations at every vertex i, namely (ci − 1)!. This still implies overcounting. Consider for instance
n = 4: the only ‘branched’ tree is obtained by {ci} = (3, 1, 1, 1) and permutations thereof, which amounts
to 4 trees. Yet, the formula yields 12, as, for instance, the branched trees in Figure 4.2a, 4.2b below are
counted separately.

1

2 3

4

(a) Branched tree 1.

1

2 4

3

(b) Branched tree 2.

1

2

3

4

(c) ‘Branchless’ tree.

Figure 4.2: Three trees over four vertices

The only thing that remains to do is then to put an upper bound to the number K(n) of possible
configurations of coordination numbers on a tree of n vertices. Following again [ELT21], we can argue that,
since the sum of the n coordination numbers is 2(n− 1), K(n) is bounded by the area of the sphere Sn−1 of
radius

√
2(n− 1). The measure of the n-dimensional sphere Sn of radius R is

A(n;R) =
2π

n+1
2

Γ
(
n+1
2

)Rn, (4.30)
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hence that the area of the sphere of our interest is

A
(
n;
√

2(n− 1)
)
=

2π
n
2

Γ
(
n
2

) (2(n− 1))
n−1
2 . (4.31)

Using the Stirling approximation, we realise that the factorial terms cancel and so K(n) ≤ A(n) ≤ bn, for
an appropriate b. Therefore, for n ≥ 1, we have that

Fn ≤ cos2
(
θ
2

) λn−1

[cos
(
θ
2

)
]2n

bn (4.32)

Thus, the tree formula (4.23) is convergent whenever λ is contained in the cardioid domain

C :=
{
λ ∈ C : |λ| ≤ 1

b
cos2

(
θ

2

)}
(4.33)

which contains a Sokal disc D1
b , as required by Nevanlinna-Sokal theorem 2.6.

To make the proof complete, we also have to deal with the term n = 1, in which case there are no
derivatives acting on the loop vertices. However, we can rewrite it as (see [Riv09]):

ˆ ∞

−∞

dσ√
2π
e−

σ2

2 log
(
1 + i

√
λσ
)
=

ˆ ∞

−∞

dσ√
2π
e−

σ2

2

ˆ 1

0

dt
i
√
λσ

1 + ti
√
λσ

; (4.34)

then, by integrating by parts in σ, we find
ˆ ∞

−∞

dσ√
2π
e−

σ2

2

ˆ 1

0

dt
λt

[1 + i
√
λtσ]2

. (4.35)

In this way, this term can be treated in a similar fashion to the n ≥ 1 case. As there is of course only one
tree over one vertex this term is easily bounded: we have thus proved that the tree formula (4.23) is then
convergent for λ in the cardioid (4.33).

4.3.3 Gevrey bounds

Here we want to prove that F (λ) admits a 1-Gevrey uniform asymptotic expansion. Namely, for λ in a Sokal
disc contained in the cardioid C found earlier, for every r ∈ N, there exist a1, ..., ar such that∣∣∣∣∣F (λ)−

r−1∑
n=0

λnan

∣∣∣∣∣ ≤ λrABrr! (4.36)

for two constants A,B independent of λ and r.

To estimate the right-hand side of (4.36), namely the remainder of order r, can be expressed by Taylor’s
integral remainder theorem:

Rr(F (λ)) =
λr

(r − 1)!

ˆ 1

0

du(1− u)r−1F (r)(λu). (4.37)

To compute it, we resort to the BKAR formula for F (λ) (4.23). Solving for the derivatives of the loop
vertices, it reads

F (λ) =

∞∑
n=1

1

n!

∑
T

ˆ 1

0

(∏
l∈T

dwl

)
(−i
√
λ)2(n−1)

(−2)n

ˆ n∏
i=1

(ci − 1)!

(1 + i
√
λσi)ci

dµCT(w)({σi}). (4.38)
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Because of the factor (
√
λ)2(n−1), to find the remainder Rr, we have to expand the resolvent (1 + i

√
λσi)

−ci

up to order 2r − 2(n − 1) for every n. Note though that, since r is fixed, only a finite number of terms in
the sum will contribute: the others will be untouched and will converge in the cardioid C by virtue of the
foregoing discussion.

We now perform the expansion in powers of
√
λ. To begin with, observe that(

d

dx

)N (
1

1− ax

)c

=
(c+N − 1)!

(c− 1)!

aN

(1− ax)c+N
. (4.39)

Hence, expanding up to order 2r− 2(n− 1), we find that, for every n the modulus of the integrand of (4.38)
has remainder

λr

2n(2r − 2n+ 1)!

∑
N⃗

(2r − 2n+ 2)!∏n
i=1Ni!

ˆ 1

0

du(1− u)2r−2n+1
n∏

i=1

σNi
i (ci − 1)!

(1− i
√
λσiu)ci+Ni

(ci +Ni − 1)!

(ci − 1)!
. (4.40)

In this way, the integrand is correctly multiplied by λr for every n. The sum
∑

N⃗ runs over all the partitions
of 2r − 2(n− 1) into n distinguishable integers N1, ..., Nn and the multinomial factor

(2r − 2n+ 2)!∏n
i=1Ni!

(4.41)

guarantees that overcounting is avoided. The number of terms in the sum is(
2r − 2n+ 2 + n− 1

n

)
=

(
2r − n+ 1

n

)
≤
(
2r

r

)
≤ 22r. (4.42)

We can then bound the sum by multiplying the largest term by an exponential factor 22r. By similar
arguments as before, we can put an upper bound to the integrand by observing that, for every σi and u in
the respective intervals of integration, ∣∣∣∣ 1

1 + i
√
λσiu

∣∣∣∣ ≤ 1

cos
(
θ
2

) . (4.43)

If we restrain ourselves to the Sokal disc Reλ−1 > R−1, for an appropriate radius R no larger than the
radius b of the cardioid C found earlier, we shall have cos

(
θ
2

)
≥ 1/2. Therefore, recalling that

n∑
i

(ci +Ni) = 2r (4.44)

we are enabled to remove the resolvent, at the cost of of another overall exponential factor 22r: of course
one could prove the validity of the Gevrey bounds on a larger subset of the cardioid C simply by putting a
larger exponential bound Br ≥ 22r.

Having bounded the resolvents, the only dependence on the replicas σi is polynomial. Before dealing
with the Gaussian integral over the replicas, let us first perform the integral over u, which gives a factor of
(2r− 2n+2)−1. In this way, the two terms (2r− 2n+2)! cancel each other. Moreover, we have to deal with
the term

n∏
i=1

(ci +Ni − 1)!

(ci − 1)!Ni
=

n∏
i=1

(
ci +Ni − 1

Ni

)
. (4.45)

The binomial coefficient is bounded by 2ci+Ni−1 (see [ELT21]), so the product is bounded by 22r−n. There
is still one more product

∏n
i=1(ci−1)!, but this only depends on n, and convergence has already been argued

earlier.

We can now perform the Gaussian integrals and the integral over the wl:
ˆ 1

0

(∏
l∈T

dwl

) ˆ
dµCT(w)({σi})

n∏
i=1

σNi
i (4.46)
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Since we have
∑

iNi = 2r − 2n + 2 ≤ 2r, the Gaussian integrals are certainly bounded by Br(r!): after
putting this upper bound, the integral over the weights only gives 1. Only the terms up to n = r + 1
contribute: therefore we can factor out the bound Brr! and sum over the first r+1 terms. The sum has then
a bound of the form k1r!. The remaining (infinitely many) terms are bounded by ABnλn, as argued before,
so that their sum converges to a constant k2. As clearly k1r! + k2 ≤ (k1 + k2)r!, we find that eventually
(4.36) is satisfied. Nevanlinna-Sokal theorem then applies and F (λ) is Borel-summable, and in particular
1-summable. As already argued in section 3.2.1, this implies that the partition function (4.5) is definable in
RG .

4.3.4 Alternative viewpoint: composition of series

There is actually a much quicker way to prove the 1-summability of F (λ) = logZ(λ). As intuition suggests,
F (λ) inherits its 1-summability property from Z(λ). As shown in section 3.2.1, the 1-summability of Z(λ)
can be argued by computing explicitly its asymptotic expansion, taking its Borel transform and showing that
it has no poles on the positive real axis, nor exponential growth thereon; yet, as already shown in section
3.3, the more refined tool of Nevanlinna-Sokal theorem can also be exploited. Specifically, we can observe
first that the integral

Z(λ) =

ˆ ∞

−∞

dϕ√
2π
e−

ϕ2

2 −λ
8 ϕ4

(4.47)

is clearly analytic for Reλ > 0, which is nothing but a Sokal disc of infinite radiusD1
0 = {λ ∈ C : Reλ−1 > 0}.

Secondly, we can argue that Z(λ) admits a 1-Gevrey asymptotic expansion on this domain with Taylor’s
integral remainder theorem. Indeed, we have:∣∣∣∣∣Z(λ)−

r−1∑
n=0

anλ
n

∣∣∣∣∣ = λr

(r − 1)!

ˆ 1

0

du(1− u)r−1

ˆ ∞

−∞

dϕ√
2π
e−

ϕ2

2 −uλ
8 ϕ4

ϕ4r. (4.48)

The integral over the field ϕ can be easily bounded by observing that
∣∣∣∣e−uλ

8 ϕ4

∣∣∣∣ ≤ 1 for every λ ∈ D1
0. Then

the integral becomes Gaussian and simply yields:

ˆ ∞

−∞

dϕ√
2π
e−

ϕ2

2 ϕ4r =
22r√
π
Γ(2r + 1

2 ) = (4r − 1)!! =
4r!

22r(2r!)
. (4.49)

Then the integral over u provides the uniform Gevrey bounds on the Sokal disc D1
0∣∣∣∣∣Z(λ)−

r−1∑
n=0

anλ
n

∣∣∣∣∣ ≤ λr 4r!

22r(2r!)r!
≤ ABrr! , (4.50)

where the constants A,B can be found easily by using the Stirling approximation.

To transfer the 1-summability property of Z(λ) to its logarithm, observe first that the first coefficient of
the asymptotic expansion is simply 1. Then we can write

Z(λ) ∼1 1 + φ̃(λ) (4.51)

where φ̃(λ) ∈ λC[[λ]]1, i.e. it is a formal power series without constant term of Gevrey class 1, which we
also know to be 1-summable. We then hearken back to to Theorem 2.4: given φ̃(λ) as above, 1-summable in
an arc of directions I ⊂ (−π, π), we can then simply choose H(t) = log(1 + t) and argue that F (λ) = H ◦ φ̃
must be 1-summable in the direction of I. Although this approach looks simpler, it relies on showing
Borel summability of the partition function starting from its integral representation, which may not be
straightforward in more complicated (especially higher-dimensional) models.
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4.4 Partition functions for vector and matrix models

In this and the next section we mention some results of Borel summability obtained by means of the forest
formula and the Loop Vertex Expansion. By virtue of Observations 2.1 and 2.2, the Borel summability of
the partition function Z(λ) implies its definability in RG when restricted on a closed interval [0, R]. We
first relate results for matrix models, which extend QFTs on a point to a finite lattice of points; in the next
section we will move on to theories in higher dimensions.

4.4.1 Complex matrices on a point

Quartic Interaction

Matrix models with a quartic interaction were studied in [Riv07] by means of Loop Vertex Expansion,
extending the method portrayed in [Riv17] to complex N by N matrices Φ. The partition function to be
analysed can be written as

Z(λ) =

ˆ
dµ(Φ)e−

λ
N Tr{Φ∗ΦΦ∗Φ}, (4.52)

where dµ(Φ) is a normalized Gaussian measure

dµ(Φ) = π−N2

e−
1
2 Tr{Φ∗Φ}

N∏
i,j

dReΦijdImΦij . (4.53)

Following the method depicted in the previous section, the 1-summability of Z(λ) is proved by performing
first a Hubbard-Stratonovich transformation, thus trading a quartic interaction for a cubic one; then by
integrating out the original field Φ, finding thus the loop vertices; finally, by applying the forest formula.
Thus, Theorem 3.1 of [Riv07] states the 1-summability for Z(λ), uniformly in the size N of the matrix.
Therefore, recalling our Observation 2.1, we are entitled to conclude that the partition function for this
model is also definable in RG .

Higher order interaction

The previous results were extended to higher order interactions in [LR16]. Further improvements were
accomplished in [KRS19a; KRS19b] employing the Loop Vertex Representation and the Taylor BKAR forest
formula. As already anticipated in section 3.2.3, the Loop Vertex Representation (LVR) is a technique akin
to the Loop Vertex Expansion, except that instead of performing a Hubbard-Stratonovich transformation,
one uses the initial field itself as auxiliary field (see [Riv17]). The model considered has a partition function

Z(λ,N) =

ˆ
dMdM† exp

(
−Tr(MM†)− λ

Np−1 Tr(MM†)p
)
, (4.54)

where M is a N -by-N complex matrix and the integral measure can be written explicitly as dMdM† =∏
1≤i,j≤N dMij dM

†
ij .

The partition function Z(λ,N) was proved to be (p−1)-summable in Theorem 3 of [LR16]. More precisely,
it was proved to be analytic and to admit Gevrey bounds on a Sokal disc

Dp−1
ρ(p,N) := {λ ∈ C : Reλ−1/(p−1) > ρ(p,N)} (4.55)

where ρ(p,N) = ρpN
1+2/(p−1). This disc shrinks as N increases, but it was proved in [KRS19a; KRS19b]

that the analyticity domain can be extended to a domain P (ϵ) := {λ ∈ C : 0 < |λ| < η , | arg λ| < π − ϵ}
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which is uniform in N . We can therefore conclude that Z(λ,N), once restricted to an interval including the
origin, is definable in RG , for every N . Four our purposes, it is irrelevant that the Sokal disc (4.55) shrinks
as N increases. In fact, because Ran is a substructure of RG , given a definable function of RG defined on an
interval [0, r1], with r1 > 0, its analytic continuation to an interval [0, r2] remains definable in RG as long
as r2 is finite. A very recent improvement on this result is provided in [Riv24]. By considering a partition
function with sources

Z(λ,N, J, J†) =

ˆ
dMdM† exp

(
−NTr(MM†)− λTr(MM†)p +NTr(JM†) +NTr(MJ†)

)
(4.56)

we can compute the cumulant of order 2k (namely, a connected 2k-point correlation function)

Kk(λ,N) :=

[
∂2

∂J∗
a1,b1

∂Jc1,d1

...
∂2

∂J∗
ak,bk

∂Jck,dk

]
logZ(λ,N, J, J†)

∣∣∣∣∣
J=J†=0

(4.57)

where J∗
ai,bi

= J†
biai

. Theorem 1 guarantees that even the cumulants of order 2k are analytic in the cardioid
domain

C =
{
λ ∈ C : |λ| < 1

2(p− 1)
cosp−1

(
arg λ

p− 1

)}
(4.58)

uniformly in N , provided that ||JJ†|| < ϵλ for some ϵ depending on λ. Moreover, the same theorem
guarantees that the cumulants admit an asymptotic expansion of Gevrey class 1/(p − 1). Note that the
cardioid domain is in fact a Sokal disc Dp−1

c , with c = c(0) = (2(p− 1))p−1: the theorem then ensures Borel
summability. Consequently, the cumulants are also definable in RG as functions of the coupling λ.

4.5 Partition functions for higher dimensional theories

In the previous sections, all the examples analysed are 0-dimensional, namely QFTs on a point. Yet, the tools
provided by LVE can extend beyond 0-dimensional theories: in this section we relate thus further results
concerning theories in higher dimensions. This generalisation will compel us to impose UV and IR cutoffs
on the propagators to ensure the finiteness of the path integral: in the following examples, this will be done
using a slice of the renormalization group ([GRS14]).

4.5.1 Real ϕ4 theory in 4 dimensions

The Borel summability of the partition function for a scalar, polynomial theory in two dimensions was
studied already in [EMR75], and later in d dimensions in [AR95]. Both these methods involve the so-called
cluster field theory, which amounts to a discretisation of the spacetime and subsequently a Mayer expansion,
which removes the hard-core constraints between the clusters. Only afterwards is the forest formula applied,
which can be recast in terms of jungles as done in [AR95]. These methods are quite complicated and involve
a symmetry breaking due to the discretisation. In [MR08], a much simpler method is proposed, which
accomplishes the desired proof of Borel summability without breaking the symmetry.

Consider the field theory in 4 dimensions

Z(λ,Λ) =

ˆ
dµCj

e−λ
´
Λ
d4xϕ4

, (4.59)

where dµCj is the Gaussian measure of covariance Cj and Λ ⊂ R4 is a bounded region in which the quartic
interaction is localised. We refer to [GR13], section 3.1, for a detailed definition of Gaussian integral measures
in higher dimensions. As the problem is now no longer 0-dimensional, for the sake of convergence we must
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impose infrared and ultraviolet cutoffs at small and large momenta p, as explained in e.g. [Riv99]. Thus, Cj

is defined to be the j-th slice of the renormalization group, namely

Cj(p) =

ˆ M−2(j−1)

M−2j

dαe−α(p2+m2) (4.60)

or, in coordinate space

Cj(x, y) =

ˆ M−2(j−1)

M−2j

dα

(4πα)2
e−αm2

e−
(x−y)2

4α , (4.61)

where M is the ‘thickness’ of the slice (see [GRS14] for more details). With this assumption, by means of
the Loop Vertex Expansion and a rooted tree formula, the authors of [MR08] prove in Theorem 3.1 the Borel
summability of the ‘pressure’

p(λ) = lim
Λ→R4

logZ(λ,Λ)

|Λ|
(4.62)

uniformly in the in index slice j (and where |Λ| is the volume of Λ). In this case, it is necessary to take the
ratio between the free energy logZ(λ) and the volume |Λ| in order to obtain an intensive quantity, which
as opposed to extensive quantities do not diverge in the infinite volume limit. We conclude thus that the
pressure p(λ) defined above must be tame and definable in RG .

More significantly, in the same work, it was proved that the connected correlation functions (or cumulants)

K(x1, ..., x2p;λ) = lim
Λ→R4

1

Z(λ,Λ)

ˆ
dµCj

e−λ
´
Λ
d4xϕ4

ϕ(x1)...ϕ(x2p) (4.63)

are similarly Borel-summable and therefore definable in RG . It is remarkable to notice how these correlation
functions are Borel summable irrespective of the choice of the spacetime points x1, ..., x2p at which the field
insertions are computed: Borel summability is uniform in these parameters. However, this does not mean
that these functions are definable in some o-minimal structure also when viewed as functions of the spacetime
coordinates; although this should be expected in light of the Tameness Conjecture 1.1, we are only allowed
– to our present understanding – to pronounce ourselves on the tameness of the cumulants K(x1, ..., x2p;λ)
as functions of the sole λ.

4.5.2 Higher dimensional vector models

Here we relate the findings of [ELT21], regarding a theory for a vector field in dimension d ≤ 2 with a quartic
interaction. By means of constructive field theory, it was proved that the free energy for this model is also
Borel-summable. Consider the Euclidean action for N real bosonic fields Φ = (ϕ1, ..., ϕN )

S[Φ;λ] =

ˆ
ddx

1

2

N∑
i=1

C̃−1ϕ2i +
λ

4!

N∑
i,j,k,l

Wijklϕiϕjϕkϕl

 (4.64)

where Wijkl is a completely symmetric tensor. For d ≥ 1, the integral can be written explicitly as

ˆ
ddx =

ˆ β/2

−β/2

dt

ˆ ∞

−∞
dd−1x (4.65)

where t is the Euclidean time and C̃ is the (diagonal) propagator. For non-relativistic bosons, it reads

C̃−1 =
d

dt
− ℏ2

2m∗

d−1∑
i=1

d2

dx2i
+m, (4.66)
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where m∗ is the effective mass. For relativistic bosons it reads

C̃−1 = − d2

dt2
−

d−1∑
i=1

d2

dx2i
+m2. (4.67)

The authors of [ELT21] put a UV cutoff to the propagator, regularising it in the Schwinger reparametrisation
as in the previous example: explicitly, this amounts to fixing a cutoff jmax and writing

C̃ =

jmax∑
j=1

C̃j + C̃0 (4.68)

where for non-relativistic bosons in momentum space

C̃j(ω, p⃗) = (−iω + E)

ˆ M−2(j−1)

M−2j

dα e−α(ω2+E2) (4.69)

with E = m∗ + ℏ2

2m∗ p⃗
2. C̃0 is defined in the same way, but with the integral running from 1 to ∞ (we refer

again to [GRS14] for details). For relativistic bosons, instead, one has

C̃j(ω, p⃗) =

ˆ M−2(j−1)

M−2j

dα e−α(ω2+p⃗2+m2). (4.70)

In the above notations, p⃗ is the spatial momentum and ω = 2πn
β is the conjugate momentum of the Euclidean

time t; as before, M is a constant that fixes the thickness of the slice. Note that, as opposed to the case
dealt with in the previous section, there are no IR cutoffs in this regularisation prescription.

The partition function for this model is then

Z(λ) =

ˆ N∏
i=1

dϕi e
−S[Φ;λ], (4.71)

while the free energy is F (λ) = logZ(λ). For d = 2, the theory requires renormalization, which can be
implemented by using the Multiscale Loop Vertex Expansion (MLVE), detailed in [GR13]. This technique
features the introduction of auxiliary Grassmann fields, whose integration is treated constructively by an
additional sum over forests: this is why the MLVE eventually employs a two-level jungle expansion. Jungles
are, intuitively, forests nested into each other: we refer to [AR95] for an exhaustive definition. The authors
of [ELT21] proved that, under the assumption that Wijkl has only positive eigenvalues, the largest of which
we denote by w2

0, for non-relativistic bosons in d ≤ 1 and for relativistic bosons in d ≤ 2 the free energy
F (λ) is Borel-summable in a cardioid

|λ| ≤ O(1)
1

Nw2
0

cos2
(
θ
2

)
, (4.72)

where λ = |λ|eiθ and O(1) denotes constants depending on the specific model. While in the assumptions
above we have defined the model at a finite temperature, it was argued in the same work that the zero-
temperature limit β →∞ can be safely taken, preserving the Borel-summability of F (λ). Once more, Borel
summability implies that the free energy F (λ) is tame in the structure RG . Moreover, as the exponential
function ex is analytic on [0, R], by composition we infer that the partition function Z(λ) = eF (λ) must be
definable in RG as well. Remark that there is no need to extend RG to RG ,exp to perform this operation, as
we do not need the exponential to be defined on the whole positive real line R+.



Chapter 5

Summability and Resurgence in
Quantum Mechanics

In the previous chapters, we have illustrated how QFT amplitudes and partition functions can be expressed
perturbatively by asymptotic series in the coupling constant, which must be Borel-resummed. Yet, the scope
of application of perturbative asymptotic expansions is much broader, and it will be the purpose of this
chapter to explore it further.

As it is well known, the time-independent Shrödinger equation can be solved exactly but for very few
systems, such as the harmonic oscillator and the hydrogen atom; in all the other cases we must content
ourselves with approximate solutions. These usually consist in perturbative power series of a small parameter
g, measuring the degree of deviation of the physical potential from an ideal, simpler potential – like that of
the aforementioned harmonic oscillator – whose associated Shrödinger equation can be solved exactly. This
approach applies to both wavefunctions and energy eigenvalues, but throughout this chapter we will be only
concerned with the latter. To fix ideas, let us consider a perturbed harmonic oscillator, and let the parameter
g tune the anharmonic part of the potential. With due rescalings, the parameter g can be incorporated in the
Planck constant ℏ, which becomes then the only free parameter of the system; the perturbative expansion
of the ground state energy eigenvalue will then read

E(ℏ) =
1

2
ℏ+ E2ℏ2 + E3ℏ2 + ... .

It turns out, however, that such a series is once again divergent and must be Borel-resummed in order to
find a well-defined function of ℏ. Although the coefficients E2, E3, ... can be computed iteratively, they can
be more systematically found by means of the exact WKB method, whereby exact quantisation conditions
are established. We briefly present this theory in section 5.1. As it will become clear, these series may not
Borel-summable: specialising to the case of a cubic potential, in section 5.2 we will therefore employ alien
calculus to find the correct transseries whose median resummation yields the desired function.

In the same spirit of the previous chapters, our goal is to establish whether the energy function E(ℏ) is a
tame function in an o-minimal structure; when Borel summability fails though, we are unable to claim that
it is definable in RG . A different approach was then attempted, described in section 5.3, based on finding
numerically a differential equation obeyed formally by the perturbative asymptotic series. Still, when the
potential satisfies certain conditions, the series can be proved to be Borel-summable, whence it can be inferred
that the energy eigenvalues are tame functions of the coupling ℏ, definable in RG . It will be the purpose of
the last section 5.4 to relate one such example.
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5.1 Exact WKB method

The WKB approximation was developed in 1926 by Wentzel, Kramers and Brillouin as an approximation
method to solve the Shrödinger equation. In its modern version, called exact WKB method, it provides a
systematic way to solve perturbatively for the eigenvalues of the Hamiltonian. In this section we shortly
illustrate this technique.

5.1.1 Quantum periods

The exact WKB method is based on the definition of a complex manifold, called the WKB curve, and its
quantum periods. Here we shall limit ourselves only to the most essential definitions, referring to [SV23] and
references therein for further details.

Consider the Shrödinger equation with a polynomial potential V (x) of degree d

−ℏ2

2
ψ(x)′′ + V (x)ψ(x) = Eψ(x). (5.1)

After making the following ansatz

ψ(x; ℏ) = exp

(
i

ℏ

ˆ x

0

S(x′; ℏ)dx′
)
, (5.2)

the Shrödinger equation can be recast as a Riccati equation

S2(x; ℏ)− iℏS′(x; ℏ) = 2(E − V (x)). (5.3)

We can then expand S(x; ℏ) in power series as

S(x; ℏ) =
∞∑

n=0

pn(x)ℏn =: P (x; ℏ) +Q(x; ℏ), (5.4)

where P (x; ℏ) and Q(x; ℏ) contain all the even and odd powers of ℏ respectively. By plugging back in (5.3)
we obtain

P 2 +Q2 + 2PQ− iℏ(P ′ +Q′) = 2(E − V ), (5.5)

where the arguments (x; ℏ) have been dropped to avoid cluttering, and the prime denotes a derivative with
respect to x. By matching the even and odd powers of ℏ we observe that

2PQ− iℏP ′ = 0, (5.6)

whence we argue that Q is given by a total derivative Q = −ℏ
2

d logP
dx . Hence, we rewrite the WKB ansatz

(5.2) as

ψ(x; ℏ) =
1√

P (x; ℏ)
exp

(
i

ℏ

ˆ x

0

P (x′; ℏ)dx′
)
. (5.7)

As anticipated, the exact WKB method pivots around the definition of a WKB curve. This can be defined
as the phase space curve Σ embedded in the plane R2

Σ : y2 = p2(x) = 2(E − V (x)) (5.8)

where p(x) is the classical momentum and it can be readily inferred from (5.3) that p(x) = p0(x). However,
it is expedient to promote x to a complex variable. The right-hand side of the above equation will then
be defined on a Riemann sphere CP, which is obtained by the addition of the point at infinity to the
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complex plane C1. As the function p(x) is defined through a squared root, we must add branch cuts on
the real line connecting the roots of the polynomial E − V (x), which we will always assume to be d, and
also the point at infinity when d is odd. In fact, there will be two Riemann spheres – one for each choice
of sign in p(x) = ±

√
2(E − V (x)) – which must be glued along the branch cuts, so that one can pass from

either sphere to the other by crossing one of them. Indeed, the two spheres (sometimes more generally
called sheets) must coincide at the roots of the polynomial, where p(x) takes the unique value 0. After these
operations, the WKB curve Σ is promoted to the complex manifold of real dimension 2, on which the function
p(x) =

√
2(E − V (x)) is holomorphic and whose genus is determined by the degree d of the potential V (x).

Under the assumption that the polynomial E−V (x) has d real roots, the number of branch cuts is (d+1)/2
or d/2 for odd and even degree potentials respectively; the genus of the WKB curve Σ will be therefore
(d− 1)/2 or d/2− 1 respectively. In the following, we will be mostly concerned with the case d = 3, namely
with a cubic potential: in this case, the genus of the WKB curve is 1, thus Σ is simply a torus2, and this
construction reduces to the one depicted in Figure 5.2. We refer to [CMP03] for an exhaustive presentation
of how elliptic curves are complexified.

We are now ready to define quantum periods. By calling the roots of E − V (x) (namely the classical
turning points) a1, a2, ..., ad, we assume that the classically allowed regions are [a2n−1, a2n], while the classical
potential barriers lie at [a2n, a2n+1]. In turn, these will be associated respectively with cycles γAn and γBn

belonging to the homology group H1(Σ,C), of which they form a basis.

Definition 5.1. A quantum A period is defined as

ΠγAn
(E; ℏ) =

˛
γAn

S(x; ℏ)dx = 2

ˆ a2n

a2n−1

S(x; ℏ)dx = 2π tn(E; ℏ), (5.11)

while, similarly, a quantum B period is defined as

ΠγBn
(E; ℏ) =

˛
γBn

S(x; ℏ)dx = 2

ˆ a2n+1

a2n

S(x; ℏ)dx = i tDn (E; ℏ). (5.12)

We will also refer to tn(E; ℏ) simply as a quantum period; conversely, we will refer to tDn (E; ℏ) as a dual
quantum period.

The distinction between quantum A and B periods is meant to tell apart the periods by the regions, defined
by the roots of E−V (x), whereon the integration takes place. Quantum A periods are defined on classically
allowed regions: namely, the roots [a2n−1, a2n] enclose a minimum of E − V (x), which is why quantum A
periods are also referred to as ‘perturbative’. Conversely, quantum B periods are defined by an integration
on a classically prohibited region: namely, the roots [a2n, a2n+1] enclose a region where the potential V (x) is
higher than the energy E and thus they encode information about the tunnelling probability. The quantum
periods tn(E; ℏ) and the dual quantum periods tDn (E; ℏ) are simply convenient rescalings: in particular, both
tn(E; ℏ) and tDn (E; ℏ) are real.
It is worthwhile to remark that quantum periods are found by integrating along the cycles a meromorphic

1To convince oneself that C∪ {∞} is isomorphic to S2, it suffices to recall how the stereographic projection maps the plane
R2 ∼= C to the two-sphere subtracted of the north pole, which can be assigned to the extra point ∞.

2There is an alternative view on why the complexified WKB curve for a cubic potential is a torus. When the potential is
cubic, the WKB curve is an elliptic curve which can be cast in the form

y2 = 4x3 − g2x− g3 = p2(x). (5.9)

Suggestively, the Weierstrass function ℘(z) obeys the differential equation (see e.g. [Pas17])

(℘′(z))2 = 4℘3(z)− g2℘(z)− g3, (5.10)

for any z ∈ C. We realise then that ℘(t) with t ∈ R must be the solution to the classical equation of motion, namely x(t) = ℘(t)
and p(t) = dx/dt = ℘′(t). It turns out that ℘(z) has a double periodicity on the complex values: namely, there exist ω1, ω2 ∈ C
depending on g2 and g3, such that ℘(z + ω1) = ℘(z) and ℘(z + ω2) = ℘(z), which means that its fundamental domain is the
torus z ∼ z + ω1, z ∼ ω2. Therefore the WKB curve, which is nothing else than the complexified phase space {x, p(x)}, must
be isomorphic to the torus whereon the complexified time law has its fundamental domain.
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differential form S(x; ℏ) having a pole at infinity. Thus, quantum periods are different from the ordinary
notion of periods (see e.g. [BDU17]), defined by the integration of the holomorphic differential dz = dx/p(x).3

A closed expression for quantum periods will be very hard to come by, as we do not have a closed
expression for S(x; ℏ). However, we can expand S(x; ℏ) like in (5.4) and, having argued that only the even
powers contribute, we can write the formal power series

t̃n(E) =

∞∑
k=0

tn,2kℏ2k, (5.14)

t̃Dn (E) =

∞∑
k=0

tDn,2kℏ2k,

where

tn,k(E) =
1

π

ˆ a2n

a2n−1

p2k(x)dx, (5.15)

tDn,k(E) = −2i
ˆ a2n+1

a2n

p2k(x)dx.

It is worthwhile to dwell briefly on the physical significance of the leading term tn,0. Dropping for now the
subscript n, which simply labels a potential well where the motion is classically allowed, it reads

t0(E) =
1

π

ˆ a2

a1

dx
√
2(E − V (x)) =

1

π

ˆ a2

a1

dxp(x) (5.16)

where p(x) is the classical momentum, and the one-form dx p(x) is known as the Liouville one-form. The
leading (and ‘classical’) term to the quantum period t(E) is therefore a measure of the area of the phase
space. We will hearken back to this later, when dealing with quantisation conditions. Let us also remark
that the ‘quantum corrections’, i.e. tn,2k(E) for k ≥ 1 can be found by means of the differential operator
method, for which we refer to [FKN19] and the appendix A of [IMS19]. Moreover, quantum periods and dual
quantum periods are related by the Perturbative-Non Perturbative (PNP) relation (see [BDU17]), which can
be expressed as a quantum corrected Wronskian (where the derivatives are with respect to ℏ), as shown in
[SV23].

At this point, the reason for introducing quantum periods may still be obscure. As it will be explained
later, the interest in quantum periods resides in the fact that exact quantisation conditions can be expressed
in terms of them. More precisely, they are defined in terms of the Voros symbols:

Vγ = e
i
ℏΠγ (5.17)

where γ ∈ H1(Σ) is an independent cycle of the WKB curve Σ. We will clarify this later in section 5.1.3.

5.1.2 The DDP formula

In general, the perturbative expansion (5.14) will yield a divergent series. The divergence is caused by the
coefficients tn,2k and tDn,2k growing factorially like (2k)!: the power series t̃n(E) and t̃Dn (E) are therefore of
Gevrey class 1. In analogy to the asymptotic series of partition functions discussed earlier in section 3.2, the

3We refer again to [CMP03] for a thorough discussion about periods. As for why dx/p(x) is the unique holomorphic one-form
on the torus, recall that the WKB curve is isomorphic to a torus with x = ℘(z), y = p(x) = ℘′(z). It is then clear that

dx

y
=

d℘(z)

℘′(z)
= dz (5.13)

is the unique holomorphic one-form on the WKB curve (recall that on a compact complex manifold only the constant function
is everywhere holomorphic).



5.1. Exact WKB method 117

divergence of the power series (5.14) is due to the illegal commutation of the sum and the integral in the
definitions

tn(E; ℏ) =
1

π

ˆ 2n

a2n−1

dx

∞∑
k=0

p2k(x)ℏ2k, (5.18)

tDn (E; ℏ) = −2i
ˆ 2n+1

a2n

dx

∞∑
k=0

p2k(x)ℏ2k.

As we eventually want to interpret ℏ as purely real, and we know that the quantum (dual) periods tn and
tDn are real functions of ℏ, we are interested in performing a Borel resummation of their perturbative power
series along the line θ = 0. However, due to the presence of poles in the Borel plane, not all the formal
power series tn and tDn will be 1-summable in this direction: we must then promote them to transseries and
compute the full alien algebra of these power series. Luckily, there is a powerful and very general formula,
called the Delabaere-Dillinger-Pham (DDP) formula (see e.g. [IN15], [SV23]), which directly provides the
action of the Stokes automorphism on the Voros symbols.

Proposition 5.1 (Delabaere-Dillinger-Pham formula). If the period Πγ , having a Stokes line along θ,
is defined on a cycle γ which crosses n cycles γ1, γ2, ..., γn such that:

i

ℏ
Πγj

< 0 j = 1, 2, ..., n (5.19)

then one has that the following holds4:

SθVγ =

n∏
j=1

Vγ(1 + Vγi
)−⟨γ,γj⟩. (5.20)

where ⟨γ, γ′⟩ is the intersection number of the cycles γ, γ′, defined as the antisymmetric inner product

⟨γ, γ′⟩ =
¨

Σ

γ∗ ∧ (γ′)∗ = −(γ, γ′∗), (5.21)

where the star ∗ at the apex indicates the Poincaré dual and Σ is the complexified WKB curve.

The DDP formula is quite too general at this stage to compute the alien algebra of the quantum periods:
it will be then expedient to study more specific cases to deploy the power of this formula. Following [SV23],
we will discuss in the next section how the quantum periods and, as a consequence, the energy eigenvalues
for of a cubic potential, can be expressed by transseries. Before that though, let us explain how quantum
periods, through their Voros symbols (5.17), can provide exact quantisation conditions for the bound states
of a given one-dimensional potential.

5.1.3 Quantisation conditions

In quantum mechanics, as it is well known, bound states are quantised: they can labelled by a principal
quantum number n which only takes discrete values. However, finding directly from Shrödinger equation
the explicit dependence on n of the quantised eigenenergies of a time-independent Hamiltonian, even in only
one dimension, is seldom possible (the fortunate cases being the harmonic oscillator, the particle in a box
and very few others). The exact WKB method, as the name suggests, provides exact quantisation conditions
in terms of the Voros symbols (5.17): as it will be explained below, this can be achieved by enforcing that
the wavefunction ψ(x) fall off to 0 fast enough for x → ±∞ , so that it is correctly square-integrable (i.e.,
belongs to the space L2(R)). In this presentation, we mostly follow [Kam+23] and [IN15].

4The minus sign at the exponential is due to our conventions on the Stokes automorphism.
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Let us consider here a more general Shrödinger equation(
d2

dz2
− 1

ℏ2
V (z; ℏ)

)
ψ(z; ℏ) = 0 (5.22)

where
V (z; ℏ) = V0(z) + ℏV1(z) + ... (5.23)

is the term previously written explicitly as V (x)− E, enhanced by allowing the potential to have infinitely
many corrections in powers of ℏ. We can of course retrieve the previously discussed case by letting V (z; ℏ) =
V (z). The potential V (z; ℏ) transforms like a meromorphic quadratic differential, i.e, under a coordinate
transformation z → w(z) it transforms according to

V (z; ℏ)→ V (z(w), ℏ)
(
dw

dz

)2

− 1

2
ℏ2{z(w), w} (5.24)

where the latter term is the Schwarzian derivative

{z(w), w} =

(
d3z
dw3

)3
(
dz
dw

) − 3

2


(

d2z
dw2

)
(
dz
dw

)
2

. (5.25)

It will be useful to define the meromorphic quadratic differential

ϕ(z) = V0(z)dz ⊗ dz, (5.26)

on which we will later impose some regularity conditions. Moreover, by considering the ansatz

ψa(z; ℏ) = exp

(
i

ℏ

ˆ z

a

dz′S(z′; ℏ)
)
, (5.27)

where a is a classical turning point, i.e. a root of V0(z), we can write the Riccati equation

−S2(z; ℏ) + iℏ
dS(z; ℏ)
dz

= V (z; ℏ). (5.28)

If we again expand S(z; ℏ) =
∑

n=0 pn(z)ℏn, it will follow that p0 = ±
√
V0(z), which, as before, leads to an

ambiguity in the choice of the sign. As all the subsequent corrections pn(z) are calculated recursively, we
can call S+(z; ℏ) and S−(z; ℏ) the two determinations of S(z; ℏ). If we now set

P =
S+ − S−

2
, Q =

S+ + S−

2
, (5.29)

by simply plugging S+ and S− in (5.28) it can be easily inferred that again only P contributes while Q
is equal to a total derivative (in analogy to (5.6), although now P and Q have a different definition and
interpretation). Hence we have two wavefunctions ψ±

a (z; ℏ) differing by their phase

ψ±
a (z; ℏ) =

1√
P (z; ℏ)

exp

(
± i
ℏ

ˆ z

a

dz′P (z′; ℏ)
)
, (5.30)

which for later convenience we will stack into a two-row column vector

ψa(z; ℏ) =
(
ψ+
a (z; ℏ)

ψ−
a (z; ℏ)

)
. (5.31)

As the exponential is a power series in ℏ, the wavefunction can be itself expanded as a sum in powers of
ℏ. We can then wonder about the Borel summability of the wavefunction itself (uniformly in z). Following
[IN15], we define P0 and P∞ to be the locations of the zeros and the poles of ϕ respectively; we then make
the following technical assumptions:
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1. ϕ has at least 1 pole and 1 zero;

2. All the zeroes of ϕ are simple;

3. The order of any pole is ≥ 2.

Furthermore, to guarantee Borel summability everywhere except on a finite number of Stokes lines, we
assume that:

4. If p is a pole for Vn and n ≥ 1, then p ∈ P∞;

5. If ϕ has a pole at p of order m ≥ 3, then the order of Vn at p is < 1 +m/2, for every n ≥ 1;

6. If ϕ has a pole of order m = 2, then Vn has at most a single pole at p for n = 1, n ≥ 3 and V2(z) has
a double pole at p, with

V2(z) = −
1

4z2
+ o(z) as z → 0. (5.32)

We must now describe the complex manifold Σ whereon the wavefunction of the complex variable z is
defined. First, we remove from the complex plane the points Ptot = P0 ∪P∞. Since the perturbative correc-
tions pn(z) are determined iteratively depending on p0(z) = ±

√
V0(z), we perform the previous operations

twice, once for every Riemann sheet whereon the double-valuedness of p0 is resolved. As already explained,
on every sheet we draw branch cuts which connect the roots of V0 pairwise; moreover, due to the presence
of the factor 1/

√
P (z; ℏ) there will be an additional branch cut along the imaginary axis.

Having drawn the branch cuts, we must now trace the Stokes lines. In general, they may not be straight
lines, but they are given by:

Im

(
i

ℏ

ˆ z

a

dz′
√
V0(z′)

)
= 0 (5.33)

which amounts to setting the exponential factor in ψ±
a (z) as purely real. This implies the following:

a) The position of the Stokes lines depends on the phase that is given to ℏ to resolve the ambiguity in
Borel resummation at θ = 0.5

b) Along the Stokes line, the exponential is purely real: therefore ψ+
a (z) will either tend to 0 or infinity

along it. This allows us to establish an orientation on the Stokes line, from − to + (choosing ψ+
a (z)

rather than ψ−
a (z) for reference is of course purely conventional).

The trajectories defined as above can be classified as:

• saddle trajectories: they connect two roots of V0(z), belonging to P0;

• separating trajectories: they connect a root in P0 with a pole in P∞;

• generic trajectories: they connect two poles in P∞;

• close trajectories: they form a loop in Σ\Ptot;

• degenerate trajectories: they are trajectories whose limiting set is more than one point in at least one
direction.

5Here we adopt the convention most frequently used in the literature. Suppose that θ = 0 is a Stokes line for a formal
1-Gevrey series φ̃ of powers of ℏ. Then the resummation along θ is ill-defined, and one has to dodge the poles by either taking
the resummation at θ + ε or θ − ε. Equivalently, one can supply ℏ with a small imaginary part ε, so that the poles are lifted
by ε in the Borel plane and thus the resummation along θ = 0 is made legitimate. Observe though that, if Im ℏ = ε > 0, then
the poles in the Borel plane are pushed upwards and thus the resummation S 0φ̃ is equivalent to S −εφ̃, as the integration
contour of the Laplace transform dodges the pole from below ; conversely, if Im ℏ = −ε < 0, then the poles in the Borel plane
are pushed downwards and the resummation S 0φ̃ is equivalent to S εφ̃ , which now dodges the poles from above.
I am grateful to Alexander van Spaendonck for clarifying this subtlety to me.
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Finally, we must observe that, if ϕ has a simple zero at p, then there are always 3 Stokes lines flowing out
of p; if the pole is double though, there are more complicated shapes. Sticking to the former case, we can
observe that the Stokes graph, namely the collection of all the Stokes lines, will partition Σ in a number of
regions, which we denote as I, II, ... . If the potential defines N potential wells, with the above assumptions
(1-6) there will be 3N regions. The following picture adapted from [Kam+23] is hopefully clarifying.

a1 a2

a3 a4
x

+

+

−

+

+

−

+ −

+ +−

+

I II III IV V VI

(a) G+(Im ℏ > 0)

a1

a2 a3 a4
x

+

+

−

+

+

−

+ −

+ +−

+

I II III IV V VI

(b) G−(Im ℏ < 0)

Figure 5.1: Stokes graphs (in blue) and Stokes regions for a double well potential. The wavy red lines
indicate the branch cuts.

Because the Stokes lines depend on the phase of ℏ, there will be two Stokes graphs, G+ and G−, according
to the sign of the imaginary part of ℏ. We can finally state the following [IN15], [Kam+23], which tells us
how the wavefunctions cross the Stokes lines.

Theorem 5.1. Assume that the Stokes graphs G+, G− are saddle-free. Assume further that a ∈ P0 is
a simple turning point and that all the assumptions (1-6) are satisfied. Then, if a Stokes line C, issuing
from a , separates two regions I and II , the analytic continuation of the wavefunction ψa(z; ℏ) from
region II to region I, moving clockwise, obeys:

ψI
a(z; ℏ) =M±ψ

II
a (z; ℏ) (5.34)

where
M+ =

(
1 i
0 1

)
, M− =

(
1 0
i 1

)
, (5.35)

and the lower sign refers to the asymptotic behaviour of ψa(z, ℏ) along C, namely is the same label that
is attached to C at the endpoint other than a.

Note that the sign of the matrices M± is not the same sign labelling the Stokes graphs, which on the contrary
refers to the sign of the infinitesimal imaginary part of ℏ.

Having learnt how to cross the Stokes lines, we still have to show how the wavefunctions behave at
the crossing of a branch cut. Crossing branch cut amounts to choosing the opposite sign in the equation
p0(z) = ±

√
V0(z). This implies that the roles of S+ and S− get switched; hence, we argue from (5.29) that

P will change sign. Therefore the signs at the exponential of ψ+
a (z; ℏ) and ψ−

a (z; ℏ) (we assume here that
the Stokes region is fixed) will be exchanged. Because of the normalization term though, which includes a
square root, we have to add an extra factor of i. We then have

ψ′
a(z; ℏ) = Tψa(z; ℏ) (5.36)

where the prime indicates the crossing of the branch cut and the matrix T , in light of the previous discussion,
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is
T =

(
0 −i
−i 0

)
. (5.37)

Finally, we have to understand how the difference determinations of the wavefunction change if we trade a
root a1, where the integration begins, for an adjacent a2. This change of normalization must be performed
before crossing every Stokes line. The ansatz (5.27) tells us that

ψa1
(z; ℏ) = Na1,a2

ψa2
(z; ℏ), (5.38)

where

Na1,a2
= exp

( i
ℏ
´ a2

a1
dz′P (z′; ℏ) 0

0 − i
ℏ
´ a2

a1
dz′P (z′; ℏ)

)
(5.39)

or, more concisely

Na1,a2
=

(
V1/2
γ1,2 0

0
(
Vγ1,2

)−1/2

)
(5.40)

where byγ1,2 we indicate the cycle enclosing the region [a1, a2].

We are now ready to state the quantisation conditions. Moving clockwise from the rightmost determination
of the wavefunction ψ3N

a2N
(z; ℏ) to the leftmost ψI

a1
(z; ℏ) (where N is the number of potential wells and the

apex indicated the Stokes region) upon crossing every line we multiply the wavefunction by the matrices
shown above, depending on whether we are crossing a branch cut or a Stokes line and renormalizing before
crossing the latter. The process must be repeated twice: once for every Stokes graph or, if you will, for every
choice of the phase of ℏ. Consider, for example, a double well with four classical turning points, as in Figure
5.1. The method just described yields

ψI
a1
(z; ℏ) =M+Na1,a2

M+Na2,a3
TM−M+Na3,a4

M+Na4,a1
ψV I
a4

(z, ℏ) :=M+ψV I
a4

(z; ℏ) Im(ℏ) > 0;

ψI
a1
(z; ℏ) =M+Na1,a2

M+M−Na2,a3
TM+Na3,a4

M+Na4,a1
ψV I
a4

(z, ℏ) :=M−ψV I
a4

(z; ℏ) Im(ℏ) < 0.

(5.41)

The complex planes represented in Figure 5.1 are understood as the first Riemann sheet: we are then
eventually interested in the upper entry of the resulting column vector ψI

a1
(z; ℏ). We can observe that

the Stokes line issuing from a4 at an angle θ = 0 has a − (minus) label: this means that along this
direction,

(
ψV I
a4

(z; ℏ)
)+ (upper entry) falls off to zero, while

(
ψV I
a4

(z; ℏ)
)− (lower entry) blows up to infinity.

This happens for both Stokes graphs. The quantisation condition, which amounts to requiring the square-
integrability of the wavefunction, can then be stated as

M±
1,2 = 0. (5.42)

Recalling how the matrices M± and T are defined, we realise that the quantisation condition is just a
polynomial in the Voros symbols and their reciprocals. These are the exact quantisation condition provided
by the exact WKB method.

Notice how we have not one, but two quantisation conditions, depending on whether the imaginary part
of ℏ is positive or negative or, in other words, on whether the resummation of the transseries for the
Voros symbols is taken respectively below or above the positive real line R+ by applying (respectively) the
Borel-Laplace operators S −ε,S ε, where ε > 0 is a small positive angle. Nevertheless, the ambiguity is
resolved once the median resummation (section 2.3.4) of the Voros symbols transseries is taken: only then
the imaginary corrections cancel and the quantisation condition is, as it should, unique.

5.2 The cubic potential

Following [SV23], we will show in this section how to exploit the exact WKB method to express the eigenen-
ergies of a one-dimensional quantum system. Consider the time-independent Shrödinger equation for a cubic
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potential [
−ℏ2

2

d2

dx2
+

1

2
x2 − gx3 − E

]
ψ(x) = 0. (5.43)

It will be convenient to rescale x → x/g, E → E/g2, ψ(x/g) → ψ(x) and finally ℏ → ℏg2, so that the
Shrödinger equation will read [

−ℏ2

2

d2

dx2
+

1

2
x2 − x3 − E

]
ψ(x) = 0. (5.44)

We therefore define V (x) := 1
2x

2 − x3. Having thus merged the two parameters into the single ℏ, we can
now use it as a small parameter whereby to expand quantum periods and the energy E perturbatively.

Assuming that 0 < E < 1/54, the polynomial E − V (x) has 3 real roots a, b, c. As shown in Figure 5.2,
this implies that there is only one classically allowed region [a, b] where bound (though unstable) states can
exist; and only one tunnelling region [b, c] through which the particle can leak. We will call γA, γB the cycles
encircling the classical and the tunnelling regions, respectively. Since there are only two branch cuts, the
complexified WKB curve is simply a torus T, whose homology group H1(T,C) admits γA and γB as a basis
of independent cycles. Thus, there are only one perturbative period t(E; ℏ) and one dual period tD(E; ℏ).

a b c

E

γA γB

x

V (x)

(a) Cycles for the quantum A and B periods in red and blue
respectively. The wiggly lines indicate the branch cuts.

γA

γB

(b) Complexified WKB curve.

Figure 5.2: WKB curve and A and B cycles for the polynomial potential.

As foreshadowed in the previous section, the asymptotic series (5.14) for tn(E; ℏ) =: t(E; ℏ) and tDn (E; ℏ) =:
tD(E; ℏ), which we shall denote by t̃(E) and t̃D(E), are divergent series of Gevrey class 1. We must therefore
analyse their Borel planes and identify the precise location of the poles. As stated in [SV23], it can be shown
that the Borel transform of t̃D(E) has infinitely many poles, equally spaced along the the imaginary axis;
likewise, the Borel transform of the formal series t̃(E) has poles at

ω = ntD0 (E) n ∈ Z∗. (5.45)

For brevity, we will set A := tD0 (E) to be the instanton action, named thus because it encodes information
about the instantaneous tunnelling of the particle through the potential barrier. Recall that tD0 (E) is real:
therefore, the previous equation tells us that θ = 0 is a Stokes line for the series t̃(E). As the quantum
periods t(E; ℏ) and tD(E; ℏ) are real functions of the real variable ℏ, we are primarily interested in resumming
their asymptotic series along θ = 0: yet, due to the presence of the Stokes line, this is not possible. Hence,
the perturbative power series t̃(E) must be promoted to a transseries, whose non-perturbative sectors are
formally multiplied by the resurgent symbols e−ω/ℏ with ω ∈ Ω := AZ (closed under addition). However, it
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will be often convenient to consider as resurgent symbols the formal terms e−ntD(E;ℏ)/ℏ, which are nothing
else than the proper resurgent symbol e−nA/ℏ multiplied by a formal power series.

Because the quantum period t(E; ℏ) is expressed by a transseries, the quantised energy E(ℏ) will be also
expressed by a transseries. We will derive now the exact transseries solution for the energy function E(ℏ),
closely following [SV23]. We will show two equivalent approaches: either exploiting either the quantisation
conditions and the Lagrange inversion theorem, or the DDP formula.

5.2.1 Exact transseries solution: Lagrange inversion

The quantisation conditions for the cubic potential can be found with the method described in the previous
section as functions of the Voros symbols. As explained earlier, there are in fact two quantisation conditions,
depending on sign of the imaginary part of ℏ: explicitly, they read (see [SV23])D− := 1 + e

2πi
ℏ t(E;ℏ) + e−

1
ℏ tD(E;ℏ) = 0 Im(ℏ) < 0;

D+ := 1 + e
2πi
ℏ t(E;ℏ) = 0 Im(ℏ) > 0.

(5.46)

Notice that the second equation simply yields the perturbative quantisation condition

t(E; ℏ) = ℏ
(
n+

1

2

)
. (5.47)

It is beyond the scope of this illustrative discussion to derive the quantisation conditions (5.46); yet, let
us show that the above condition is quite sensible. Indeed, hearkening back to (5.16) we realise that the
quantisation condition is, at first order in ℏ

t0(E) =
1

π

ˆ b

a

dx p(x) =
1

π

ˆ b

a

dx

√
2

(
E − x2

2
+ x3

)
= ℏ

(
n+

1

2

)
, (5.48)

which, up to the prefactor, implies that the area in the classical phase space must be quantised! This is
known as the Bohr-Sommerfeld quantisation condition, which used to be the guiding principle to the ‘old
quantum theory’. As the Planck constant has the units of angular momentum, it was a sensible surmise
that the area of phase space, which has the same units, should be measured in units thereof: it was then
expected that a quantum theory would emerge by imposing that such area take only discrete values in units
of ℏ. Although the path integral formulation (which is ultimately at the background of this derivation)
rather measures the action in units of the Plank constant, at first order, the Bohr-Sommerfeld quantisation
condition coincides with the one given by the exact WKB method.

For every n, it is possible to invert (5.47) and derive a perturbative series Ẽ(t), in powers of ℏ, for the
energy E. This can be done numerically with the aid of the Bender-Wu package of Mathematica (see e.g.
[SÜ18]). Letting ν = n+ 1

2 , the formal solution reads

Ẽ(ν) = νℏ−
(

7

16
+

15

4
ν2
)
ℏ2 + ... . (5.49)

The series is not 1-summable, and should be regarded as a transseries with only one, perturbative sector. It
is then possible to find a transseries, which we will indicate by E, by imposing that the the resummation of E
for Im(ℏ) < 0 (i.e. on a line eiεR, with ε > 0) yields the same result as the resummation of Ẽ for Im(ℏ) > 0
(i.e. on a line e−iεR) once the quantisation condition D− is implemented.

To fulfill this task, let us first promote the asymptotic series t̃(E) of the quantum period to a transseries
t(E). We will then write, very generally

t(E) = t̃(E) + ∆̃t(E), (5.50)
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where ∆̃t(E) includes all the non-perturbative instanton sectors. The quantisation conditions (5.46) will
now formally read (momentarily dropping the argument E to avoid cluttering){

D− := 1 + e2πi(t̃+∆̃t)/ℏ + e−t̃D/ℏ = 0 Im(ℏ) < 0,

D+ := 1 + e2πit̃/ℏ = 0 Im(ℏ) > 0,
(5.51)

whence it can be easily derived that

∆̃t(E) = − iℏ
2π

log (1 + e−t̃D(E)/ℏ). (5.52)

In order to solve for the energy, we will use the quantum period t(E; ℏ) (or its formal transseries solution)
as independent variable. Having already fixed the perturbative sector to solve the equation D+ = 0 above,
namely to be t̃ = ℏ(n + 1/2), the independent variable happens to be in fact ∆̃t . Hence we rewrite the
above as

∆̃t = − iℏ
2π

log (1 + e−t̃D(t̃+∆̃t)/ℏ) (5.53)

= − ℏ
2πi

∞∑
k=1

(−1)k

k
exp

{
−k

ℏe
∆̃t∂t t̃D(t̃)

}
.

The formal expression in the second line will now allow us to exploit the Lagrange inversion theorem. In the
following, we shall use variables t and ∆t which we will later interpret as the perturbative quantum period
and the non-perturbative correction, as in (5.50); it should be understood that the following steps also hold
formally, i.e. by substituting t and ∆t with their formal asymptotic expansions t̃, ∆̃t.

Consider a function R(∆, z) which can be expanded in the following way:

R(∆, z) = ℏ
∞∑
k=1

rkz
k exp{−k

ℏe
∆∂tF (t)}, (5.54)

where z merely serves the purpose of a bookkeeping variable and will be set to 1 at the end of the calculations.
If ∆t is the solution to the equation

∆t = R(∆t, z), (5.55)

the Lagrange inversion theorem ensures that, for a generic smooth function φ(∆), one has

φ(∆t) =

∞∑
m=1

1

m
[∆m−1]φ′(∆)R(∆, z)m (5.56)

where [∆]m−1 is an operator that extracts the (m− 1)-th power of ∆ in the expansion of the expression on
the right. For our purposes, moreover, it will be convenient to set

φ(∆) := f(t+∆) = e∆∂tf(t) (5.57)

and expand φ(∆t) in powers of z by

φ(∆t) = f(t+∆t) =

∞∑
k=1

fnz
n. (5.58)

Our aim is then interpreting f(t +∆t) as the energy transseries, depending on the full transseries t (5.50).
Clearly, the coefficient fn can be extracted by differentiation with respect to z and, recalling (5.56), one finds

fn =

∞∑
m=1

1

m!n!

(
∂

∂z

)n(
∂

∂∆

)m−1

φ′(∆)R(∆, z)m
∣∣∣
∆=z=0

. (5.59)
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Let us first compute the derivative with respect to z. Using Faà di Bruno’s formula, one finds that(
∂

∂z

)n

R(∆, z)m =

n∑
k=1

(
∂k

∂Rk
Rm

)
Bn,k(R

′, R′′, ..., R(n−k+1)) (5.60)

where Bn,k are the incomplete Bell polynomials. These polynomials are homogeneous of degree n, whence,
upon defining R(k) := exp{−k

ℏe
∆∂tF (t)}R̃(k), the exponential terms are factored out:

Bn,k(R
′, R′′, ..., R(n−k+1)) = exp

{
−n
ℏ
e∆∂tF (t)

}
Bn,k(R̃

(1), R̃(1), ..., R̃(n−k+1)). (5.61)

The only dependence on ∆ is now on the exponential term. Therefore, focusing now on the derivatives with
respect to ∆, we find(

∂

∂∆

)m−1 [
φ′(∆) exp

{
−n
ℏ
e∆∂tF (t)

}] ∣∣∣∣∣
∆=0

=

(
∂

∂∆

)m−1

e∆∂t

[
f ′(t) exp

{
−n
ℏ
F (t)

}] ∣∣∣∣∣
∆=0

(5.62)

=

(
∂

∂t

)m−1

f ′(t) exp
{
−n
ℏ
F (t)

}
.

We can finally put everything together: observing that ∂k

∂RkR
m = δk,mk!, we reach

fn =
1

n!

n∑
k=1

Bn,k(R̃
(1)(0), R̃(2)(0), ..., R̃(n−k+1)(0))

(
∂

∂t

)k−1

f ′(t) exp
{
−n
ℏ
F (t)

}
(5.63)

where, as it can easily be read from (5.54), R̃(k)(0) = ℏk!rk. Recalling the properties of Bell polynomials, a
factor of ℏk+1 can be factored out, so that we rewrite

fn = ℏ
n−1∑
m=0

un,m

(
ℏ
∂

∂t

)m

f ′(t) exp
{
−n
ℏ
F (t)

}
, (5.64)

where
un,m =

1

n!
Bn,m+1(1!r1, ..., (n−m)!rn−m). (5.65)

Having done so, we now let f(t + ∆t) to be, rather than a function, the formal energy transseries E(t),
depending on the quantum period t, to be resummed with the quantisation condition D+ along a direction
e−iεR. Then we reach the exact transseries solution

E(t) = Ẽ(t) + ℏ
∞∑

n=1

n−1∑
m=0

un,m

(
ℏ
∂

∂t

)m
∂Ẽ(t)

∂t
exp

{
−n
ℏ
t̃D(t)

}
, (5.66)

where, comparing (5.53) with (5.54), we find that

rk =
(−1)k

k

(
− 1

2πi

)
. (5.67)

By the properties of incomplete Bell polynomials, we can factor out the terms (−1)k and (−2πi)−1. The
transseries will then read

E(t) = Ẽ(t) + ℏ
∞∑

n=1

n−1∑
m=0

(−1)ncn,m
(
− 1

2πi

)m+1(
ℏ
∂

∂t

)m
∂Ẽ(t)

∂t
exp

{
−n
ℏ
t̃D(t)

}
, (5.68)

where now cn,m = 1
n!Bn,m+1(0!, ..., (n−m− 1)!). It is now possible to summarise our results by defining the

one-parameter transseries

E(t;σ) = Ẽ(t) + ℏ
∞∑

n=1

n−1∑
m=0

(−1)ncn,mσm+1

(
ℏ
∂

∂t

)m
∂Ẽ(t)

∂t
exp

{
−n
ℏ
t̃D(t)

}
, (5.69)
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which allows us to state the action of the Stokes automorphism on the perturbative series Ẽ(t) = E(t; 0) as

S0E(t; 0) = E
(
t;
(
− 1

2πi

))
. (5.70)

In fact, the perturbative energy series Ẽ(t) is to be resummed below the real axis, while the transseries (5.68)
is to be resummed above: thus S −εẼ(t) = S εE(t) = S εS0Ẽ(t). In this formulation then, we conclude
that

(
− 1

2πi

)
is the unique Stokes constant.

5.2.2 Exact transseries solution: DDP formula

In the previous derivation we have exploited our knowledge of the quantisation conditions to find the trans-
series solution (5.69) for the energy. In this section, we provide an alternative viewpoint, based rather on
our knowledge of the DDP formula.

The DDP formula (5.20), specialised to the Voros symbols VA, VB , with ⟨γA, γB⟩ = 1, reads

S0VA = VA(1 + VB)−1. (5.71)

As the exponential is convergent, we may write logS0e
2πi
ℏ t̃ = 2πi

ℏ S0t̃, whence it is found that,

S0t̃(E) = t̃(E) +
iℏ
2π

log
(
1 + e−t̃D(E)/ℏ

)
. (5.72)

As the poles in the Borel plane for the dual quantum period t̃D(E) lie on the imaginary axis, the DDP
formula also yields

S0t̃
D(E) = t̃D(E) (5.73)

implying that all the alien derivatives acting on t̃D(E) vanish.

Let us now expand (5.72). We will get

S0t̃(E) = t̃(E) + ∆̇At̃(E) +

(
1

2
∆̇2

A + ∆̇2A

)
t̃(E) + ... (5.74)

whence we infer that we must have ∆̇At̃(E) = iℏ
2π e

−t̃D(E)/ℏ, which only depends on t̃D(E) . Hence, as all
the alien derivatives on t̃D(E) vanish, it follows that ∆̇n

At̃(E) = 0 for every n ≥ 1. Hence, by comparison of
(5.72) and (5.74), we can easily argue that, for every l ≥ 1,

∆̇lAt̃(E) =

(
− ℏ
2πi

)
(−1)l+1

l
e−

l
ℏ t̃D(E). (5.75)

In order to find the action of the dotted alien derivatives on Ẽ(t), we need the following formula. Let χ̃(y)
be a formal power series of C[[x]], whose coefficients depend on a variable y, namely

χ̃ =

∞∑
n=0

an(y)x
n. (5.76)

Let now φ̃ ∈ C[[x]] to be a a formal power series
∑∞

n=0 bnx
n. We define then χ̃(φ̃) ∈ C[[x]] as the power

series obtained by formally substituting φ̃ for y. Then one has (see [SV23])

∆̇ωχ̃(φ̃) = ∆̇ωχ̃(y)
∣∣∣
y=φ̃

+
∂χ̃(y)

∂y

∣∣∣∣∣
y=φ̃

∆̇ωφ̃. (5.77)

If we now interpret χ̃(y) := Ẽ(t), φ̃ = t̃(E) and of course x = ℏ, we will have that χ̃(φ̃) = E, on which all
the alien derivatives must vanish. It follows that

∆̇lAẼ(t) = −∂Ẽ
∂t

∆̇lAt̃(E) =

(
− ℏ
2πi

)
(−1)l

l

∂Ẽ

∂t
e−

l
ℏ t̃D(t). (5.78)
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With this formula, we can verify that the transseries (5.69) is indeed the result yielded by the action of the
Stokes automorphism on Ẽ(t). Let us first check that the transseries (5.69) and (5.74) match order by order.
The one-instanton correction is simply ∆̇AẼ(t), which can be rewritten as

∆̇AẼ(t) =

(
ℏ
2πi

)
∂Ẽ

∂t
e−

1
ℏ t̃D(t) = ℏ

(
1

2πi

)
(−1)c1,1e−

1
ℏ t̃D(t). (5.79)

Let us check the order n = 2 as well. To do so, we will need an expression for

∆̇2
AẼ(t) =

(
ℏ
2πi

)
∆̇A

[
∂Ẽ

∂t
e−

1
ℏ t̃D(t)

]
. (5.80)

Recalling that the dotted alien derivatives obey the Leibniz rule (according to Theorem 2.7), let us compute
first

∆̇Ae
− 1

ℏ t̃D(t) = −e−
1
ℏ t̃D(t) 1

ℏ
∂t̃D(E)

∂E
∆̇AẼ(t) = −1

ℏ
∂t̃D(E)

∂E

(
ℏ
2πi

)
∂Ẽ

∂t
e−

2
ℏ t̃D(t) (5.81)

= −1

ℏ
∂t̃D(t)

∂t

(
ℏ
2πi

)
e−

2
ℏ t̃D(t),

where in the first equality we have recalled (2.82) and for the second we have resorted again to (5.77), which
is simplified by the fact that all the alien derivatives vanish on t̃D(E). In a similar fashion, we compute now

∆̇A
∂Ẽ

∂t
=

∂

∂t
∆̇AẼ(t) =

(
ℏ
2πi

)
∂

∂t

[
∂Ẽ

∂t
e−

1
ℏ t̃D(t)

]
=

(
ℏ
2πi

)[
∂2Ẽ

∂t2
− 1

ℏ
∂t̃D(t)

∂t

]
e−

1
ℏ t̃D(t), (5.82)

whence, using (5.81) found before, we compute (5.80) to be

∆̇2
AẼ(t) =

(
ℏ
2πi

)2
[
∂2Ẽ

∂t2
− 2

ℏ
∂t̃D(t)

∂t

∂Ẽ

∂t

]
e−

2
ℏ t̃D(t) =

(
ℏ
2πi

)2
∂

∂t

[
∂Ẽ

∂t
e−

2
ℏ t̃D(t)

]
. (5.83)

With this result, we are finally enabled to verify that(
1

2
∆̇2

A + ∆̇2A

)
Ẽ = ℏ

1

2

(
− 1

2πi

)2

ℏ
∂

∂t

[
∂Ẽ

∂t
e−

1
ℏ t̃D(t)

]
+

1

2

(
− ℏ
2πi

)
∂Ẽ

∂t
e−

l
ℏ t̃D(t) (5.84)

= ℏ

[
c2,1

(
− 1

2πi

)2

ℏ
∂

∂t
+ c2,0

(
− 1

2πi

)]
∂Ẽ

∂t
e−

l
ℏ t̃D(t),

since, as it can be easily checked, c2,1 = c2,0 = 1
2 .

Convinced to be on the right track, one can generalise (5.83) and find that a product of dotted alien
derivatives on Ẽ acts like:

∆̇j1
A ∆̇j2

2A...∆̇
jm
mAẼ(t) =

(
−ℏ
2πi

)k m∏
l=1

[
(−1)l

l

](
∂

∂t

)k−1
[
∂Ẽ

∂t
e−

n
ℏ t̃D(t)

]
, (5.85)

where we put k :=
∑m

l=1 jl, n :=
∑m

l=1 ljl. In this way the action of the Stokes automorphism can be
computed as a formal composition of series, involving the incomplete Bell polynomials. Explicitly, we have

S0Ẽ(t) = exp

( ∞∑
l=1

∆̇lA

)
Ẽ(t) =

{
1 +

∞∑
n=1

1

n!

∞∑
k=1

Bn,k(1!∆̇A, ..., (n− k + 1)!∆̇(n−k+1)A)

}
Ẽ(t). (5.86)

The action of the Bell polynomials on Ẽ(t) reads

Bn,k(1!∆̇A, ..., (n− k + 1)!∆̇(n−k+1)A)Ẽ(t) =
∑ n!

j1!...jn−k+1!
∆̇j1

A ∆̇j2
2A...∆̇

jn−k+1

(n−k+1)AẼ(t), (5.87)
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where the sum runs over all the configurations j1, ..., jn−k+1 such that{
j1 + j2 + ...+ jn−k+1 = k

j1 + 2j2 + ...+ (n− k + 1)jn−k+1 = n.
(5.88)

Comparing with (5.85), we realise that (5.87) rewrites as

(−1)n
(
−ℏ
2πi

)k (
∂

∂t

)k−1
[
∂Ẽ

∂t
e−

n
ℏ t̃D(t)

]
Bn,k

(
1!

1
, ...,

(n− k + 1)!

n− k + 1

)
, (5.89)

where we recognise the coefficients cn,k+1: upon shifting k → m+ 1, we find again

S0Ẽ(t) = Ẽ(t) + ℏ
∞∑

n=1

(−1)n
∞∑

m=0

cn,m

(
−1
2πi

)m+1(
ℏ
∂

∂t

)m
[
∂Ẽ

∂t
e−

n
ℏ t̃D(t)

]
, (5.90)

namely E(t; (−2πi)−1), as in (5.69).

Before ending this section, it is worthwhile to stress that the fact that the transseries to be resummed for
Im(ℏ) > 0 only has the perturbative sector Ẽ(t) is merely a coincidence: in fact the next-simplest case of
the double well no longer shows this feature, as detailed in [SV23].

5.3 Do energy eigenvalues obey a differential equation?

From the foregoing discussion, we learn that any energy eigenvalue E(ν, ℏ) is a function of the rescaled
coupling ℏ yielded by the median resummation of the transseries E(t), quantised according to (5.46) in
the case of a cubic potential. In the median resummation – which we are enabled to perform thanks to
our knowledge of the alien algebra (5.78) – all the imaginary ambiguities cancel and thus the functions
E(ν, ℏ) are real-valued. Still, due to the Stokes phenomenon, Nevanlinna-Sokal theorem 2.6 does not apply:
therefore we are not allowed to conclude that the functions E(ν, ℏ) are definable in the o-minimal structure
RG . Nevertheless, they are a physically-meaningful observables and, prompted by the Tameness Conjecture
1.1, we are led to inquire whether they are tame functions in another o-minimal structure.

Hearkening back to our list of o-minimal structures presented in section 1.5, we observe that there is indeed
an o-minimal structure hosting the resummation of formal power series featured by the Stokes phenomenon:
it is the structure Ran,H described in section 1.5.3. However, to claim definability in this structure, we need
to be in possession of a differential equation obeyed by the function E(ν, ℏ) and, formally, by its asymptotic
expansion Ẽ(ν) (5.49). As mentioned earlier, this power series can be computed at every order by means
of the Bender-Wu Mathematica package: such a differential equation can be then sought numerically. Our
approach consisted in fixing a value for ν (which was chosen to be the ground state value ν = 1/2), making an
ansatz for the differential equation obeyed by Ẽ(1/2) and then solving numerically for the free parameters,
in the attempt to capture a hidden regularity in the coefficients of the power series Ẽ(1/2). The main
drawback of this approach is that there is very little we can foresee about the differential equation the
eigenvalue E(ν, ℏ) might satisfy which could help us formulating an ansatz. The only sensible guess is that,
since energy is defined up to one additive constant, first-order differential equations suggest themselves as
the most promising ones. Nevertheless, in the implementation of the algorithm, we allowed for differential
equations of higher order, as this does not imply any insurmountable computational complication.

This numerical approach led to no result. Although the reason may well be that our ansätze were too
simple, it is also possible that such a differential equation may not exist at all. In fact, its existence
would enable us to find the quantised energy by circumventing the wavefunction solutions to the Shrödinger
equations, decoupling the eigenvalue problem from the eigenvector problem. Yet, we have no clear argument
as to why it should not exist, which is why we attempted a numerical solution as a first check. Despite our
failure, we still briefly relate here the precise algorithm, which was implemented both in Mathematica and
in Python, so that the exact form of the ruled-out differential equations is clarified.
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5.3.1 An algorithm for differential equations

Ansatz for the differential equation For shortness, let f = Ẽ(1/2) be the series in powers of ℏ asymp-
totic to the ground-state energy, which is provided by the Bender-Wu package at all orders in ℏ. Let also
f ′, f ′′, ..., f (n) be the term-by-term derivatives of f with respect to ℏ. We choose the ansatz:

p0,1f + p1,1f
′ + p2,1f

′′ + ...+ pN,1f
(N) (5.91)

+p0,2f
2 + p1,2 (f

′)
2
+ p2,2 (f

′′)
2
+ ...+ pN,2

(
f (N)

)2
...

+p0,Mf
M + p1,M (f ′)

M
+ p2,M (f ′′)

2
+ ...+ pN,M

(
f (N)

)M
= −p0,0

where pij , with 0 ≤ i ≤ N and 0 ≤ j ≤M , are polynomials of degree d

pi,j(ℏ) = ai,j0 + ai,j1 ℏ+ ai,j2 ℏ2 + ...+ ai,jd ℏd. (5.92)

We can then check more and more general ansätze by iterating over the order of the differential equation N ,
the degree d of the polynomials and the maximal power M .

Counting degrees of freedom The idea is to solve for the coefficients ai,jk by solving the ansatz (5.91)
order by order. This amounts to simply solving a linear system; to guarantee that it be solvable though, we
must ensure that the number of our free parameters matches the number of independent coefficients in f .

The number of free parameters D in the ansatz (5.91) is easily computed:

D = (d+ 1)[(N + 1)M + 1]− 1, (5.93)

where the subtraction of 1 is due to the fact that one can always factor out an overall multiplicative constant
leaving the differential equation unchanged. This means that, in order to solve for the coefficients ai,jk , we
must truncate the power series of f exactly at order D, namely

fD :=
1

2
ℏ− 22

16
ℏ2 + ...+

f (D)(0)

D!
ℏD. (5.94)

Observe that, as the energy is always defined only up to an additive arbitrary constant, the number of
independent coefficients in this truncated series is indeed D, and not D + 1.

Iteration and termination condition Let us fix N,M, d. After plugging the truncated power series at
order D in the ansatz (5.91), we will obtain a new power series of order DM+d (the term ℏDM+d originating
from the term p0,Mf

M ). This is clearly much larger than the number of free parameters, and therefore we
have truncate the result at order D − 1. We will then obtain a linear system of D equations (one for each
order, from 0 to D − 1) in D + 1 unknowns, i.e. the free parameters ai,jk . As such, the solution will not be
numerical, but rather a one-parameter family of solutions: in other words, all the D + 1 coefficients will be
expressed as functions of one of them, which of course can be chosen arbitrarily among those that are not
identically vanishing.

Having found and saved a solution for fixed N,M, d, we now repeat the same procedure to find a solution
for N,M, d + 1. If the solution found at the previous step defines the correct differential equation, then
the new solution must be the same: namely, provided that all the new parameters ai,jd+1 are set to zero,
the remaining coefficients are linked by the same one-parameter family of solutions found at the previous
step. This condition terminates the algorithm, which will return the parameters ai,jk – defined up to an
overall multiplicative factor – as a candidate differential equation. It should be understood that this is only
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a candidate solution, as the termination condition is certainly necessary, but not sufficient to claim that the
solution is the correct one. In fact, as the power series for f must be truncated, it is impossible to decree
with absolute certainty that any candidate solution is the correct one: it is always possible for a candidate
solution to hold for d, d+1, d+2, ..., d+n (and fixed N,M) and then fail for the next case d+n+1, which,
being satisfied with the n previous confirmations, we may have chosen not to check.

The termination condition is quite subtle to check computationally, as the solution is not numerical, but
a one-parameter family of solutions. It is more convenient, rather, to check that the linear system at order
d+ 1 is consistent with the system at order d. To be more precise, let us write schematically the system at
order d for fixed N,M as

Ad |ad⟩ = 0, (5.95)

where Ad is a D(d)-by-(D(d) + 1) matrix, |ad⟩ is (D(d) + 1)-by-1 column vector where we arrange all the
parameters aijk and D(d) is the number of degrees of freedom (5.93) as a function of d. The solution at order
d + 1 is then consistent with that at order d if the matrix Ad is ‘nested’ into the matrix Ad+1, the precise
meaning of nested depending on how the coefficients aijk are arranged in |ad⟩ and |ad+1⟩. The advantage of
formulating the termination condition in terms of the matrices Ad and Ad+1, as opposed to the solutions, is
that it is a purely numerical check which can be performed easily by the computer.

This algorithm can be run first by fixing N and M and then by iterating over d from d = 0 up to d = dmax.
One can of course iterate over N and M as well, but is should be understood that the termination condition
consists in a comparison between two solutions having the same N and M .

5.3.2 Example: the sine function

Let us give a quick example of how the algorithm can work. Switching to a more convenient variable x,
suppose we want to find a differential equation for the function whose expansion is given by

f = x− x3

6
+

x5

120
− x7

5040
+ ... . (5.96)

The algorithm will then start with N = 1,M = 1, d = 0, so that the ansatz is

af + bf ′ + c = 0. (5.97)

Clearly, the number of degrees of freedom is D = 2, so we will truncate f at order 2 with f2 = x. Plugging
this in, by setting to zero the zeroth and first order in x we will find a linear system of D equations{

b+ c = 0

ax = 0
(5.98)

which yields a one-parameter family of solutions (a, b, c) = (0, b,−b). We then move on to d = 1, keeping N
and M fixed. We can write the new ansatz as

(a+ αx)f + (b+ βx)f ′ + (c+ γx) = 0, (5.99)

where the number of degrees of freedom is D = 5: f must therefore be truncated by f5 = x− x3

6 + x5

120 . We
find thus the system 

b+ c = 0

(a+ β + γ)x = 0(
α− b

2

)
x2 = 0(

−a
6 −

β
2

)
x3 = 0(

−α
6 + b

24

)
x4 = 0

(5.100)



5.4. Tame energy eigenvalues 131

which yields again a one-parameter family of solutions (a, b, c, α, β, γ) = (−3β, 0, 0, 0, β, 2β). This solution
is incompatible with the former: in fact, if we set the new coefficients α, β and γ to 0, we find the trivial
solution where all the parameters are 0, which is clearly at variance with the previous solution (0, b,−b).
Hence our algorithm does not terminate here.

Suppose that we want to iterate over the degree of the polynomials pi,j only up to dmax = 1. Hence, we
will now go back to d = 0 for a different choice of N,M . Let us choose N = 2,M = 1. We will have the
ansatz

af + bf ′ + cf ′′ + d = 0. (5.101)

Clearly, D = 3. With the same considerations as before, we reach the system
d = 0

(a− c)x = 0

− b
2x

2 = 0

(5.102)

whose solutions are given by the one-parameter family (a, b, c, d) = (a, 0,−a, 0). Moving on to next degree
d = 1, we will have the ansatz with D = 7

(a+ α)f + (b+ βx)f ′ + (c+ γx)f ′′ + (d+ δx) = 0. (5.103)

After plugging in the truncation f7, this system is easily shown to admit the family of solutions

(a, b, c, d, α, β, γ, δ) = (a, 0,−a, 0, α, 0,−α, 0). (5.104)

This is a two-parameter family of solutions: moreover, setting α = 0, the solution reduces to the same family
found at the previous step. Therefore, the algorithm terminates and, after setting a to any value (say, a = 1),
provides the candidate differential equation

f + f ′′ = 0 (5.105)

which is indeed the differential equation obeyed by sin(x), of which f is clearly the Taylor expansion. Had
we chosen instead N = 1,M = 2, we would have found the equivalent candidate solution f2 + (f ′)2 − 1 = 0,
again satisfied by the sine function.

5.4 Tame energy eigenvalues

In section 5.2 it was shown how, in the case of a cubic potential, the energy eigenvalues are not 1-summable
and are represented by a transseries, whose non-perturbative sectors are labelled by resurgent symbols
e−nA/ℏ, where A = tD0 is the instanton action. As already observed, the instantons e−nA/ℏ encode informa-
tion about the tunnelling phenomenon, since the dual quantum period results from an integration over the
classically prohibited region. We might then wonder whether under the assumption that the potential be
convex – namely, consisting of a single well through which the particle has no probability to leak – the instan-
tons might disappear, and the perturbative series Ẽ(t) might be Borel-summable and, therefore, definable
in RG . After all, in the trivial case of the harmonic potential, the Hamiltonian

H(ℏ) = − 1

ℏ2
d2

dx2
+

1

2
x2 (5.106)

admits the eigenvalues E(ℏ) = (n + 1
2 )ℏ: these are polynomials and, as such, definable in every o-minimal

structure. Although with other methods than the exact WKB method, which it is beyond our purposes to
expound here, the authors of [Gom08] indeed found that a convex potential returns Borel-summable asymp-
totic expansions for the energy eigenvalues. Therein, the following the time-independent, one-dimensional
Hamiltonian was considered

H(g) = −1

2

d2

dx2
+

1

2
x2 +

gp−1x2p

1 + αgx2
, (5.107)
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x

V (x)

Figure 5.3: Convex potential for p = 3 (red) and p = 4 (blue), with g = 1 and α = 1, 4 respectively.

where g is the coupling constant, α is a fixed positive constant and p ≥ 3 is an integer. Note how this
potential is convex (see Figure 5.3): there is only one, global minimum at x = 0: therefore there are no
tunnelling phenomena. Theorem 4.1 of [Gom08] states that each eigenvalue of the Hamiltonian H(g), Ej(g),
is analytic in a sector

Sj =
{
g ∈ C : 0 < |g| ≤ rj < 1, | arg g| < (p− 1)

π

2
+ δ
}

(5.108)

where δ is a positive constant. Moreover, every eigenvalue admits an asymptotic expansion

Ej(g) ∼p−1

∞∑
n=0

Ej,ng
n (5.109)

namely such that, for every g ∈ Sj , and for every N integer, there exist constants Aj and B such that∣∣∣∣∣Ej(g)−
N−1∑
n=0

Ej,ng
n

∣∣∣∣∣ ≤ AjB
NΓ
(
N(p− 1) + 1

2

)
|g|N . (5.110)

Thus, by Nevanlinna-Sokal theorem, every eigenvalue Ej(g) is (p − 1)-summable. The limit for g → 0 of
Ej(g) exists along all directions in Sj and it must be the eigenvalue Ej,0 = j + 1

2 of the harmonic oscillator.
Hence, we conclude that, as opposed to the cubic potential case, every function Ej(g) is a tame function
definable in RG once restricted on the line [0, rj ].



Conclusions and outlook

After a preliminary introduction to o-minimal structures and Borel summability, in this thesis we have
analysed partition and correlation functions arising in several toy models. The key feature of these functions
is that they are not analytic in the weak coupling limit, since their Taylor series at 0 are divergent. As the
very writing “not analytic” indicates, this is not so much a property as, conversely, the absence of a property.
Motivated by the Tameness Conjecture expounded in section 1.8, we were led to investigate whether the
true mathematical property shared by these quantum field theory observables is rather that of tameness, i.e.
definability in an o-minimal structure.
After studying several examples of known o-minimal structures, we realised how the tame structure RG

is generated by the family of Gevrey functions F = G which, in the special case of a single variable, are
the Borel sums of Borel-summable power series. We concluded then that any Borel-summable partition or
correlation function of a single coupling constant λ is tame in this structure. Having made this observation, we
proceeded by showing some examples in zero dimensional bosonic Euclidean theories: in these simple cases,
the path integral is reduced to an ordinary integral, simplifying immensely the computations and allowing
us to calculate Borel transforms explicitly. Still, with the aid of constructive QFT techniques and the
Loop Vertex Expansion, we found that more complicated partition functions are also Borel-summable, and
therefore definable in RG ; in particular, we realised that it is possible to extend proofs of Borel summability
(and therefore of tameness) to models in higher dimensions.

A question of primary importance, which remains open, is whether non-Borel-summable partition functions
and correlation functions, namely those whose asymptotic expansions exhibit the Stokes phenomenon on the
positive real line R+, remain tame. An example of how this instance can occur was provided in section 3.4.
Therein the partition function was argued to be definable in RPfaff, thanks to the fact that the differential
equation it obeys could be turned into a Pfaffian chain; as it is clear though, this treatment lacks generality,
and a more systematic answer must be sought in future research. In especial, some efforts could be devoted
to understanding whether the knowledge of the non-analytic behaviour of partition and correlation functions
(and, in particular, the location of the poles in their Borel planes) can be combined with the knowledge of
the differential equation they obey. In admittedly vague and wishful terms, an o-minimal structure lying at
the ‘intersection’ of RG and RPfaff or RNoether, which could combine Borel sums with solutions to differential
equations, seems to be needed. It would be certainly a considerable achievement – both for pure model
theory and for its applications to fundamental physics – if an o-minimal structure playing this rôle could be
identified. As already hinted at in section 3.4, the Pfaffian closure P(RG ) of RG may likely deserve further
attention to this end. The o-minimal structure Ran,H also seems to require studying, as it is explicitly
generated by functions H whose asymptotic expansions are affected by the Stokes phenomenon and obey a
differential equation.
A related question which remains open is whether QFT amplitudes (Borel summable or not) are definable
in a sharply o-minimal structure, so as to be endowed with a notion of sharp complexity. Since RrPfaff is
known to be sharply o-minimal and RPfaff an RNoether are conjectured to be, answering this question may
likely require a stronger exploitation of the differential equations obeyed by these observables rather than
the analysis of their Borel planes, as we have done throughout this thesis. The aforementioned P(RG ) and
Ran,H, unfortunately, fall short of fulfilling this ambitious goal since, containing both Ran, they cannot be
sharply o-minimal structures.
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Moreover, it should be observed that the full power of the very structure RG , with which we have con-
cerned ourselves throughout this thesis, has not been exploited to the full. We have only identified the
physical functions of our interest with the Borel-summable functions of one variable: yet, the structure also
hosts Gevrey functions of multiple variables (whose graphs could be intersected in various ways) and even
multisummable functions. It would be then of great interest to investigate whether these functions can be
interpreted as path integrals parametrised by one or more couplings.

Assuming now a more physical perspective, it should be noted that all the partition functions analysed
and proved to be tame in Chapters 3 and 4 ought to be regarded more as toy models than actual physical
theories. It would be of the greatest interest to test the Borel summability – and thus the definability
in RG – of the partition and correlation functions of theories including fermion fields and gauge fields,
possibly in higher dimensions. This could confront us with a twofold challenge: that of proving the Borel
summability of partition and correlation functions in more than one coupling parameter, and that of dealing
with Lagrangians of several fields invariant under more than one symmetry. These questions have not been
addressed in this thesis, but they require investigation in order to fully validate the Tameness Conjecture.

In Chapter 5, the tameness of energy eigenvalues in simple quantum mechanical systems has been studied
too. The Stokes phenomenon has in this case a direct physical interpretation: it encodes the corrections
due to the tunnelling of the particle through the barrier separating two different potential wells. As shown
in section 5.4, only some convex potential configurations allow for Borel-summable energy eigenvalues, since
in this case the tunnelling effects are completely suppressed by an infinitely high potential barrier. In this
case, the energy eigenvalues (viewed as functions of the rescaled coupling ℏ) are definable in RG . Conversely,
when the potential is not convex, such as in the case of the cubic potential detailed in section 5.2, the Stokes
phenomenon occurs on the positive real line R+, manifesting itself in the non-perturbative sectors of the
exact transseries solution. In this case, we could not conclude that the energy eigenvalues are tame functions
of RG ; moreover, as no differential equation was found by the numerical method described in section 5.3,
we are not able to argue definability in Ran,H or RPfaff, as it was the case for the partition function of the
sine model in zero dimension (section 3.4). We are then left with two open questions: first, whether the
energy eigenvalues remain tame functions of the rescaled coupling ℏ after the median resummation of the full
transseries solution is performed; second, whether there exists a differential equation formally obeyed by the
perturbative expansion Ẽ(t), once the quantum period t is quantised. It is worthwhile to stress that such a
differential equation would be of great import: if its dependence on the potential and the quantisation could
be understood precisely, one could simply solve the differential equation and find a formal (and divergent)
perturbative power series for the energy, circumventing so the solution of the Shödinger equation. One could
thus find the eigenvalues of the Hamiltonian without finding the eigenstates, namely the wavefunctions.



Appendix A

A brief in-depth in logic

At the International Congress of Mathematicians in 1900 in Paris, David Hilbert proposed 23 problems to
whose solutions mathematicians should commit their efforts in the upcoming century. One of these problems
was to establish whether the axioms of arithmetic are consistent. The aim was indeed to found the entire
Mathematics on arithmetic, and therefore, by proving the consistency of the latter, demonstrate also that of
the former. Another problem posed by Hilbert was that of creating a set of axioms for Physics; as Physics
makes use of mathematical tools, there exist, to some extent, connections between the two problems. The
second problem, concerning Physics, is somewhat vague and no real solution has been found yet; as to the
first though, a satisfactory answer was given in the 30s and 40s by a sequence of results due to K. Gödel,
A. Church, A. Tarski and A. Turing. The answer was neither in the positive or the negative: rather, it
established the impossibility of an answer altogether. In the next sections we review these theorems briefly,
following [Raa22].

A.1 Gödel theorems

Logic mainly deals with formal systems F, which consist of a language L, a set of axioms and a set of
inference rules. A requirement of the axioms is that they be either finite or at least decidable: namely, there
must exist a method, or algorithm, to decree whether any given statement is an axiom or not and, more
generally, whether a finite sequence of formulas is a valid derivation. In other words, it must be possible to
determine whether a given proof of a theorem is correct or not.

A formal system F is said to be complete if every statement in F can be either proved true or false within
F itself. Keeping to classical logic, we may also require that F be consistent : namely if F proves A, it must
not prove ¬A.

There are various ways to lay down axioms for arithmetic. One of the simplest is the Robinson arithmetic:

Definition A.1 (Robinson arithmetic). Robinson arithmetic Q consists of the following axioms:

• ¬(0 = x′)

• x′ = y′ → x = y

• ¬(x = 0)→ ∃y (x = y′)

• x+ 0 = x

• x+ y′ = (x+ y)′
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• x× 0 = 0

• x× y′ = (x× y) + x

where x′ is the successor function.

The Robinson arithmetic can be enhanced to the first-order Peano arithmetic PA by adding the induction
scheme

ϕ(0) ∧ ∀x[ϕ(x)→ ϕ(x′)]→ ∀xϕ(x)
which is the most ordinary notion of arithmetic.

In 1931, Gödel proved two Incompleteness Theorems, which, after an improvement by Rosser in 1936, we
can state as follows.

Theorem A.1 (Gödel).

1. Any consistent formal system F which contains Q contains a statement GF such that F does not
prove GF nor ¬GF .

2. Any consistent formal system F which contains a sufficient amount of elementary arithmetic
cannot prove its own consistency.

In the second theorem a slightly stronger assumption on the “amount of arithmetic” that F must contain is
made. However, the assumption is still very mild: Peano arithmetic PA is more than sufficient.
Gödel’s theorem decreed that no satisfactory answer can be given to Hilbert problem: a formal system F
cannot prove its own consistency if we demand that it contain arithmetic. Moreover, the first theorem tells
us the disturbing fact that there are certain meaningful mathematical statements which we cannot prove
either true or false.

A.2 Tarski’s and Church’s theorems

Another theorem in the same spirit as Gödel’s was proved in 1936 by A. Tarski, sometimes referred to as
the theorem of the undefinability of truth. The basic idea behind the theorem is that truth in a certain
language cannot be defined in the same language. The truth statements regarding formulas of a certain
language, called object language, cannot belong to that same language; rather, they must belong to another
one called meta-language, i.e. a language which refers to another language. Given a statement A, let us call
the statement of its truth Tr(A). Then we have:

Theorem A.2 (Tarski). Let F by a formal system which contains a sufficient amount of arithmetic.
Then there is no formula Tr(x) in F such that for every statement A in F ,

F proves Tr(A)←→ A

Again, the request that F contain a ‘sufficient amount of arithmetic’, although stated quite vaguely, is to be
regarded as rather mild and applying to a usual notion of arithmetic, such as PA.

A related result is due to A. Church. There exist in logic different rigorous definitions of decidability,
produced by Gödel, Church and Turing independently and proved to be equivalent. The most notorious is
Turing’s, which refers to the ability of a Turing machine (which in contemporary terms is nothing short of
a computer) to check the truth of a statement by following a finite number of steps in an algorithm. We
can say then that a set X is decidable if it is recursive, namely if there exists an algorithm that establishes
whether a given element x belongs to X. The theorem than can be states as:
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Theorem A.3 (Church). The formal system F of first-order arithmetic is undecidable.

This means that there are statements in arithmetic whose truth cannot be checked by an algorithm. A
rather illuminating example is a theorem proved in 1961 by J. Robinson, M. Davis and H. Putnam as to
exponential Diophantine equations. After an improvement by Y. Matiyasevich in 1970, the theorem can be
stated as follows:

Theorem A.4 (MRDP). There exists no general method to determine whether a Diophantine equation
has solutions or not.

As it may be intuitive, if a formal system F is complete, then it is also decidable (and thus an undecidable
system is always incomplete). The inverse statement is not true in general, but it does hold in most cases.
The inclusion of the Robinson arithmetic Q, for instance, is a sufficient requirement for both incompleteness
and undecidability. Such logical ‘flaws’ of mathematics though, only appear when we want to perform
arithmetic on the integers; if we consider the real numbers, we have conversely the following result due again
to Tarski [Tar49]:

Theorem A.5 (Tarski, 1948). The first-order logic theory of arithmetic of real numbers (real closed
fields) with both addition and multiplication is complete and decidable.

The latter theorem is essentially the statement that Ralg is o-minimal. The proof relies on the possibility to
eliminate quantifiers from any given formula from the related language: in absence of quantifiers, the logic is
propositional and therefore decidable (recall Table 1.2). Yet, the full elimination of quantifiers is not strictly
necessary for o-minimality, and indeed it does not hold for certain structures, such as Rexp. We refer to e.g.
[Mar96] and references therein for further details about this.
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Appendix B

Gevrey functions of several variables

In this appendix we provide the full definition of the family F = G of Gevrey functions in m variables, which
generate the structure RG . We will need first to fix some notation. Let us switch to a variable z; with z ∈ C,
we conventionally agree that arg(z) ∈ (−π, π]. Let k = (k1, .., km) ∈ (0,∞)m, R = (R1, ..., Rm) ∈ (0,∞)m

and z = (z1, ..., zm) ∈ Cm. We will write zk = zk1
1 ...zkm

m ∈ C, and similarly for R. We will write R < R̃ if
Ri < R̃i for every i = 1, ...,m . We will define the product

k · | arg(z)| := k1| arg(z1)|+ ...+ km| arg(zm)| (B.1)

and let |z| = sup{|zi|, i = 1, ...,m}. Let also [0, R] = [0, R1] × ... × [0, Rm] and [0, R) similarly. Finally, let
K = {0} ∪ [1,∞).

We now define the polydisc D(R) and the polysector Sk(R,ϕ), where ϕ ∈ (0, π) and k ∈ K m, as

D(R) = {z ∈ Cm : |zi| < Ri for i = 1, ...,m}, (B.2)

Sk(R,ϕ) = {z ∈ D(R) : k · | arg(z)| < ϕ}. (B.3)

Notice that, if m = 1 and k ≥ 1, one has Sk(R,ϕ) = S(R,ϕ, 1/k) ∪ {0} in the notation of section 1.5.3. For
any p ∈ N, let

Dk
p(R) =

{
z ∈ D(R) : |z|k < Rk

p+ 1

}
, (B.4)

Sk
p (R) = Sk(R,ϕ) ∪Dk

p(R). (B.5)

Finally, for any finite, non-empty set K ⊆ K we define

SK(R,ϕ) =
⋂
k∈K

Sk(R,ϕ), (B.6)

SK
p (R,ϕ) =

⋂
k∈K

Sk
p (R,ϕ). (B.7)

Given a set U ⊆ Cm and a function f : U → C, we define the norm

||f ||U = sup
z∈U
{|f(z)|} ∈ [0,∞]. (B.8)

It will be useful to define τ = (K,R, r, ϕ), where K ⊆ K m is finite and non-empty, R ∈ (0,∞)m, r ∈ (0,∞),
ϕ ∈ (0, π). We will then write, for brevity, S(τ) = SK(R,ϕ) and Sp(τ) = SK

p (R,ϕ). Let us fix a certain τ .
From our definitions, it is clear that Sp+1(τ) ⊂ Sp(τ). Then, if for every p, fp : Sp(τ) → C is a bounded
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holomorphic function such that
∑

p ||fp||Sp(τ)r
p < ∞, it can be shown that

∑
p fp converges to a bounded

and continuous function f : S(τ)→ C. This state of affairs is denoted by∑
p

fp =τ f. (B.9)

Having established this fact, we define Gτ as the collection of functions f : S(τ)→ C such that there exists
a sequence (fp)p∈N of functions Sp(τ)→ C as above such that f =τ

∑
p fp.

Let Tm to be the collection of all τ = (K,R, r, ϕ), where K and R are as above, while we constrain r and
ϕ by r > 1 and ϕ ∈ (π2 , π). A crucial result proved in [DS00] is that if τ ∈ Tm, Gτ is a differential algebra of
quasi-analytic functions: i.e. the Taylor map Gτ → C[[Z]]

Gτ ∋ f →
∑

n∈Nm

Zn

n!
f (n)(0) ∈ C[[Z]] (B.10)

where n! = n1!...nm! and f (n) = ∂n1

∂z
n1
1

... ∂nm

∂znm
m

f , is injective.

Consider now a polyradius R = (R1, .., Rm) . We define G (R) to be the ring of functions f : [0, R] → R
for which there exists τ̃ = (K̃, R̃, r̃, ϕ̃) ∈ Tm, with R̃ > R, and f̃ ∈ Gτ̃ such that f(x) = f̃(x) for every
x ∈ [0, R]. The fact that G (R) is a ring under point-wise addition and multiplication is non-trivial; we refer
to [DS00] for the proof.

Finally we define G to be the family of functions f : Rm → R which are identically vanishing outside the
unit cube [0, 1]m, while

f |[0,1]m ∈ G (1, ..., 1). (B.11)

The choice of a polyradius with all entries equal to 1 is purely conventional and by no means restrictive.
Thus, the o-minimal structure RG is the o-minimal expansion

RG := (R, <, 0, 1,+,−, ·,G ). (B.12)

Observe how it is not straightforward to infer that when m = 1 the Gevrey functions described here reduce
to those of section 1.5.3. We refer once more to [DS00] for the proof that it is indeed the case.



Appendix C

Commuting sums with integrals

We state here the theorem that establishes when the commutation of the integral with an infinite sum is
allowed.

Theorem C.1. Consider the functions fn : M → R, where fn are measurable functions according to
Lebesgue. Assume that there exists a sequence of measurable functions gn : M → R, satisfying the
following conditions:

1. |fn(x)| ≤ gn(x) for all n ∈ N and for almost all x ∈M ;

2. The sum
∑∞

n=0 gn(x) converges for almost all x ∈M ;

3.
´
M

∑∞
n=0 gn(x)dx <∞

Then, one has ˆ
M

∞∑
n=0

fn(x)dx =

∞∑
n=0

ˆ
M

fn(x)dx

where by “almost all x ∈M ” it is intended “on all x ∈M\S” where S ⊂M is a set of Lebesgue measure
0.
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