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Abstract 

The Dutch government has recently unveiled plans to establish the North Sea's first offshore 

green hydrogen electrolyser in the 'Ten Noorden van de Waddeneilanden' region, situated 

84 kilometres off the northern Dutch coast, by 2031. However, hydrogen electrolysis 

generates a hypersaline brine waste product as a result of desalination, as well as a large 

amount of thermal effluent after cooling the electrolyser stack, both potentially harmful for the 

marine environment. This study evaluates the hydrodynamic and ecological impacts of these 

wastewater discharges using a numerical modelling approach. A high-resolution Delft3D-

Flow model is nested within a large-scale, pre-validated outer model named the General 

Estuarine Transport Model (GETM). The investigation includes 14 scenarios, altering the 

electrolyser capacity and discharge characteristics during summer and winter conditions. 

The thermal plume is largely confined to the top 5 meters of the water column but extends 

into the far-field of the domain. The brine plume shows sinking towards the seabed during 

minimum current velocity at the change of the tide, as well as limited dispersal in the surface 

domain. The brine was found to be dispersing at the seabed, though diluted within one tidal 

cycle. The brine plume shows very marginal salinity increases for all simulated scenarios, 

whereas the thermal plume shows temperature increases of several degrees Celsius. The 

winter scenarios show a respective 17.7% and 11.3% reduction in affected seawater volume 

for coolant and brine simulations compared to summer simulations. Simultaneous release of 

both coolant and brine showed no effect on the dispersion of heat in both the surface and 

the vertical of the domain, while the distribution of salinity was profoundly altered compared 

to the discharge of brine alone. Combined discharge induced positive buoyancy of the brine 

plume resulting in significantly increased surface dispersion, while the sinking patterns were 

largely negated. The model is not able to accurately represent extremely slight salinity 

changes when invoking combined discharge due to the substantially higher flowrate 

compared to discharging brine alone. The ecological effects of the thermal effluent possibly 

include the induction of heat stress near the discharge point, while the direct effects of 

increased salinity due to the brine discharge are far lower than the natural variation within 

the domain. The results of this study offer a valuable pilot and baseline for this topic of 

research, underscoring the need for further investigation and suggesting potential areas for 

future research.  
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1. Introduction 

For the past few decades, the need to decarbonize the global energy supply has been 

increasingly emphasized by environmental studies (IEA, 2021). Electrification of the energy 

budget has been regarded as the prime pathway to decarbonisation. This process is 

particularly challenging for some industries; mainly in heavy transport, chemistry and steel 

production (Lehner et al., 2022). Using hydrogen gas as a high-density versatile energy 

carrier can play a pivotal role in the transition to sustainable energy for such applications.  

Presently, hydrogen gas is predominantly produced from various non-renewable resources 

such as the steam reforming of methane, oxidation of oil, and coal gasification. As of now, 

less than 1% of total hydrogen produced is classified as ‘green’, signifying carbon neutrality 

(Taibi et al., 2018). In order to produce green hydrogen, its production necessitates water 

electrolysis using renewable electricity. Nevertheless, this manufacturing approach imposes 

difficulties attributed to the substantial demands for feedwater and energy inherent in the 

large-scale production process. In order to account for these prerequisites, the primary 

process being currently explored is the implementation of an offshore wind-to-hydrogen 

system where the electricity feed originates from offshore wind farms (Groenemans et al., 

2022; Morales et al., 2023; Niblett et al., 2024). Positioning hydrogen electrolysers in an 

offshore environment has the additional advantage of using seawater as feedwater, as it is 

readily available and does not pose risks to freshwater budgets (Caparros Mancera et al., 

2020). 

In this context, the North Sea emerges as a significant player. In the fall of 2020, the European 

Commission introduced the EU Strategy on Offshore Renewable Energy, a crucial initiative 

aimed at achieving the EU’s climate neutrality goal by 2050. This strategy was endorsed by 

the nine North Sea Energy Cooperation (NSEC) countries, who pledged to ambitious offshore 

wind energy targets. To realize this capacity, political leaders from four of the NSEC countries 

(the Netherlands, Belgium, Denmark and Germany) signed the Esbjerg Declaration in the 

spring of 2022 (Esbjerg Declaration, 2022). This declaration outlines their joint efforts to 

develop the North Sea as an offshore renewable energy system. The potential capacity of 

offshore renewable energy from wind is much larger than can be directly absorbed as 

electricity in existing energy infrastructure. Therefore, excess renewable energy capacity can 

be utilized for water electrolysis, turning the North Sea into a significant source of hydrogen 

gas production. In late 2023, the Dutch government unveiled plans to establish the first large-

scale hydrogen electrolysis hub in the area known as ‘Ten Noorden van de Waddeneilanden’ 

(TNW), located north of the Wadden Sea Islands, within the Dutch Exclusive Economic Zone 

(see Figure 1). This initiative is designed to complement the existing offshore wind farm with 

the same name (Rijksoverheid, 2023). The TNW area is uniquely positioned to leverage the 

existing gas infrastructure for hydrogen gas distribution. The offshore wind farm associated 

with the project contains potential electrolysis capacity of approximately 700 MW. The project 

is aimed to reach full operational status by 2031.  
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One important aspect associated with offshore electrolysis is the emission of a hypersaline 

wastewater stream, commonly referred to as brine. Electrolysers require the use of ultrapure 

water at the anode of the system. In order to provide ultrapure feedwater, readily available 

seawater undergoes a desalination process, where a high-salinity brine is produced (Eichner 

et al., 2022; Kumar et al., 2019). The salinity of such brine depends on the water recovery 

ratio of the process and the desalination technique utilized. Additionally, the electrolysis 

process generates a substantial amount of heat due to inherent inefficiencies in the system 

(Wang et al., 2022). In larger scale offshore electrolysis plants, such as the one projected to 

take place in the TNW area, air cooling may not be sufficient to maintain operating 

temperatures (Srinath et al., 2022). For such plants, liquid cooling would be the solution of 

choice. This necessitates the incorporation of a cooling water stream characterized by 

significantly elevated temperatures compared to the surrounding ambient seawater (Danish 

Energy Agency, 2023). Recent research highlighted that brine streams originating from 

desalination plants may negatively impact the local marine environment (Belkin et al., 2015; 

Frank et al., 2017; Omerspahic et al., 2022). The studies, performed in the Eastern 

Mediterranean Sea and the Arabian Gulf, show elevated salinity levels near the brine stream, 

which impacts local flora and fauna, including seagrasses, fish, and meiofauna. Furthermore, 

a large input of (hyper)saline water can change the local distribution of water density, initiating 

stratification processes, observed in the coastal Pacific Ocean (Lykkebo Petersen et al., 

2019). Long-term stratification has been identified as destructive to benthic communities and 

Figure 1. Location of the TNW (Ten Noorden van de Waddeneilanden) area.  

Note. Retrieved and modified from www.windopzee.nl. Blue fill: existing windfarms at 1 GW 
capacity. White fill: planned windfarms at 10 GW capacity. 

 

 

http://www.windopzee.nl/
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reproductive processes involving the marine benthos in a case study in the Canary Islands 

(Riera et al., 2012). Similarly, the effects of thermal discharge have shown detrimental effects 

in the marine environment: studies performed on thermal discharge resulting from industrial 

cooling cycles, such as coastal power plants in Northern Taiwan and the Western 

Mediterranean Sea, showed that steep rises in local temperatures arise, disturbing local biota 

(Chuang et al., 2009; Lardicci et al., 1999; Li et al., 2014). Changes in water temperature also 

lead to significant decrease in dissolved oxygen levels, which in turn lead to changes in 

metabolism, reproduction and increased mortality in local aquatic communities as shown in a 

case study investigating the effects of thermal discharge by a coastal power plant in the South 

Chinese Sea (Li et al., 2014).  

Most research on thermal and brine discharges concentrates on coastal settings, specifically 

where a steep bathymetric slope exists and the land boundary significantly affects the 

dispersal pattern of the discharge. These locations are typical for facilities that produce such 

waste. This leaves a research gap regarding the impact of wastewater discharge in non-

coastal environments such as shelf seas. The dispersion of saline and thermal plumes in open 

seas could significantly differ from coastal settings due to variations in bed shear effects, water 

depth, and the presence of a land boundary (Stanev et al., 2009; Bosboom & Stive, 2021). 

Without a land boundary and bed shear effects, plumes could disperse more extensively due 

to reduced flow resistances. Additionally, greater water depths may enhance vertical plume 

expansion. The ecological implications of wastewater discharge may also differ between 

coastal and shelf sea environments, due to variations in biodiversity and density (Gray, 1997). 

Coastal habitats, known for their high biological productivity, may suffer greater detrimental 

effects from wastewater discharges compared to deeper offshore areas. However, coastal 

organisms are generally well-suited to rapid changes in salinity and temperature due to the 

significant variability in these parameters within coastal zones. Consequently, the impact on 

open sea habitats, where natural variability in these parameters is lower, could be more 

severe. 

Jia et al. (2016) further concluded that the area affected by diffusion is likely considerably 

smaller in the open ocean than in estuaries or coastal areas, due to the ocean’s high rate of 

water exchange and mixing. However, the dispersion pattern of such wastewater streams in 

an open ocean setting remains unknown. Therefore, this thesis aims to explore the impact of 

high salinity and thermal plumes resulting from offshore electrolysis on the ecosystem and 

hydrodynamics of the North Sea in the vicinity of the TNW area. 
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In addressing this challenge, a series of numerical simulations was designed with the primary 

goal of understanding the possible ecological- and hydrodynamical impacts associated with 

the discharge of wastewater with varying temperature and salinity characteristics. The 

simulations were performed under a set of scenarios, varying parameters such as wind 

stresses, water temperature, wastewater discharge rate and wastewater composition. The 

temporal/spatial evolution of temperature and salinity were modelled using the Delft3D 

package, developed and maintained by Deltares (Deltares, 2023). The model is recognized 

as one of the most robust and reliable tools for studying coastal circulation dynamics, sediment 

transport, and water quality, both from the standpoint of practical applications and research 

and development (Bai et al., 2022). The model formulated in this study could potentially act 

as an initial pilot, laying the groundwork for future research and development. Furthermore, 

considering that the discharge of wastewater from commercial hydrogen electrolysers into the 

Dutch North Sea must comply with the regulations stipulated by the OSPAR agreement 

(OSPAR, 2021) and the London Protocol (IMO, 2022), the findings of this study may offer a 

preliminary framework to guide investigations towards regulatory compliance.  

In order to determine the inputs for the model, a comprehensive survey of the existing literature 

was carried out. This encompasses the current state of research regarding electrolyser 

techniques and associated emissions, as well as the current understanding of the dispersal of 

brine and thermal plumes in marine areas. 
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2. Background 

Hydrogen electrolysis technology  

There are several electrolysis technologies that have been widely studied, including Alkaline 

Liquid Electrolysis Cells (ALECs), Alkaline Membrane Electrolysis Cells (AMECs), Proton 

Exchange Membrane Electrolysis Cells (PEMECs), and Solid Oxide Electrolysis Cells 

(SOECs). Among these, AMECs and SOECs have shown unsatisfactory durability, limiting 

their immediate application (Wang et al., 2022). Both ALECs and PEMECs have been 

successfully commercialized due to their superior performance and durability. However, 

ALECs suffer from low operating current density and high maintenance costs (Salehmin et al., 

2022). PEM electrolysers have gained increasing attention due to their high efficiency, low 

maintenance cost, fast dynamics, and high H2 purity. Furthermore, PEMECs are significantly 

more compact than ALECs, which enables simplified system design, manufacture, and 

installation (Wang et al., 2022). Therefore, PEMECs have become the hydrogen electrolysis 

method of choice for offshore hydrogen electrolyser concepts and projects (PosHYdon; 

Fraunhofer, 2021; RWE, n.d.). 

Desalination techniques 

PEM electrolysers operate using a solid polymer electrolyte that conducts protons, separates 

product gases and electrically insulates the electrodes. At the anode of the system, deionized 

water reacts to form oxygen and protons. Protons are transferred to the cathode, where 

electrons from the external circuit form hydrogen gas (Görgün, 2006). A schematic overview 

of this process is displayed in Figure 2. 

Figure 2. Schematic illustration of PEM water electrolysis. 

Note. Adapted from Kumar & Himabindu (2019). 
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This process implies the necessity of high-purity feedwater, as dissolved ions would otherwise 

compete for ion exchange, and dissolved salts could lead to reduced efficiency and even 

damage to the system (Cassol et al., 2024). When considering hydrogen electrolysis on a 

large scale, meaning contributing to a large share of the global energy supply in the near 

future, shortages in water distribution may arise (Shahzad & Burhan, 2017). Given that 

seawater forms a virtually infinite source of feedwater, current research is looking into the 

direct use of seawater as a feedstock for electrolysis, specifically through the direct splitting of 

seawater (Dresp et al., 2019). However, this approach is still in its early stages due to the 

inherent complexity of natural seawater, which could potentially accelerate system 

degradation or contaminate the water splitting catalyst (Dionigi et al., 2016). In an offshore 

context, hydrogen electrolyser plants would likely be paired with conventional desalination 

technologies. These, in turn, may need to be coupled with an additional purification system to 

achieve the necessary purity level of feedstock water for commercial electrolysers (Darre & 

Toor, 2018). 

Several desalination techniques are commercially ready. As of today, several main 

desalination strategies have been posed to be potentially effectively coupled to offshore PEM 

electrolysis, the most common listed here. 

- Forward Osmosis (FO) desalination utilizes the natural osmotic pressure gradient to 

move water from a low solute concentration (pure water) to a high solute concentration 

(saltwater) across a semi-permeable membrane (Li et al., 2023). A last step involves 

the separation of freshwater from the diluted draw solution. A simple graphic 

representation of FO depicted in Figure 3-1.  

- Reverse Osmosis (RO) desalination applies external pressure to force water from a 

high solute concentration (saltwater) to a low solute concentration (pure water) (Hilal 

et al., 2011). This process occurs against the natural osmotic pressure gradient. A 

simple graphic representation of RO depicted in Figure 3-2.  

- Membrane Distillation (MD), a thermally driven separative process enabled by phase 

changes. The heated feed solution is in contact with a membrane, allowing evaporation 

to take place at the feed-membrane surface. The membrane is fully hydrophobic, thus 

the liquid phase is prevented from passing through the membrane, allowing only pure 

water vapour to pass which is subsequently condensed (Ghaffour et al., 2019). The 

process is schematically depicted in Figure 3-3. 

- Multi-Stage Flash Distillation (MSF) utilizes multiple stages of decreasing pressure, 

where in each stage saltwater is heated and evaporated. Vapor is subsequently 

condensed to produce pure water (Feria-Díaz et al., 2021). A schematic representation 

of MSF is displayed in Figure 3-4. 
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Note. Figures 3-1 and 3-2 are adapted from Qin et al. (2014). Figure 3-3 is adapted from Alkhudhiri et 

al. (2012). Figure 3-4 is adapted from Feria-Díaz et al. (2021). 

With FO, MD and MSF being troubled by high module costs, high energy usage and upscaling 

difficulties (Ghaffour et al., 2019), the currently most widely used seawater desalination 

strategy is RO (Darre & Toor, 2018). Using established techniques such as RO in desalination 

for PEM electrolysis is favourable in terms of designing, maintaining and upscaling costs. 

Citing Sajna et al. (2023): ‘RO desalination presents several advantages over thermal options, 

including adaptability to local conditions, lower capital expenditure and potentially significant 

CO2 emission reduction. Given its simple processing, cost-effective installation, and minimal 

chemical usage, RO technology represents the future of desalination and forms the foundation 

of the seawater hub concept’ (p 3-4).  

One major drawback in any desalination technique is the steady production of hypersaline 

wastewater. This poses the problem of potential environmental impact, as well as increased 

economic costs of wastewater treatment (Davenport et al., 2018). As highlighted in Zainal et 

al. (2024), it is critical to lower the cost of green hydrogen production in order to facilitate large 

scale manufacturing. Currently, surface water dumping of saline wastewater remains the most 

cost-effective method to discharge produced brine not accounting for environmental 

considerations (Panagopoulos et al., 2019). In order to assess the impact such brine discharge 

has on the local marine environment, it is important to quantify the characteristics of such brine 

in terms of composition and volume corresponding to a certain rate of hydrogen production.  

 

Figure 3. Schematic representations of widely used desalination techniques. 
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Brine outflow characteristics 

In order to produce hydrogen, PEM electrolysis plants typically need 9-11 kg pure water to 

produce 1 kg of hydrogen (Birol, 2019). In a more recent study by Morales et al. (2023) it was 

shown that in order to produce 50000 kg of hydrogen in one day, 1600 m3 of seawater is used 

in the desalination process, resulting in 1100 m3 of brine. 500 m3 Ultra-Pure Water (UPW) is 

extracted, indicating an UPW recovery rate of 0.31. 500 m3 corresponds to roughly 5*105 kg 

of seawater needed to produce 5*104 kg hydrogen, in accordance with the generally assumed 

ratio of 1:9 (Birol, 2019). 

This result was acquired whilst assuming the following:  

- Additional water demands for cooling or steam generation in the other processes were 

not considered. 

- The electrolyser is running at a constant 100% load. 

As described by Panagopoulos et al. (2019), with the volume of feedwater and wastewater 

known, the amount of Total Dissolved Solid (TDS) per kg brine can be calculated as follows: 

(1)  𝑇𝐷𝑆𝑏𝑟𝑖𝑛𝑒 =  𝑇𝐷𝑆𝑓𝑒𝑒𝑑 ∗ (
1

1−𝑅
)     

with R, the recovery rate, being defined as: 

(2) 𝑅 =
𝑄𝑝𝑟𝑜𝑑

𝑄𝑓𝑒𝑒𝑑
 

Qprod being the produced volume of desalinated water, and Qfeed the total volume of feedwater 

(seawater). 

(3) 𝑄𝑏𝑟𝑖𝑛𝑒 = 𝑄𝑓𝑒𝑒𝑑 − 𝑄𝑝𝑟𝑜𝑑  

In the case of 1600 m3 feedwater with a TDS of 35.00 g/L and 1100 m3 brine per day (R = 

0.313) for producing 50000 kg H2 (Morales et al., 2023), the resulting wastewater stream would 

be 1100 m3 brine per day with a TDS of 50.91 g/L, running at a capacity of 111.9 MW. This 

volumetric input flowrate is in general accordance with Simoes et al. (2021), who estimated a 

water usage of 700 m3 per day for a 60 MW electrolyser. Considering the mass balance 

principle applied to the process of hydrogen generation, the production of brine is directly 

proportional to the hydrogen production, which in turn determines the capacity of the 

electrolyser (Calado & Castro, 2021). The brine outputs and its characteristics of two distinct 

offshore electrolyser concepts were compared: one for research purposes (Morales et al., 

2023) and one for commercial applications (undisclosed). Employing a linear scale to correlate 

hydrogen production, electrolyser capacity and brine production, the results were normalized 

to 1 MW electrolyser capacity. The values were compared to an analytical approach, where: 

- The amount of hydrogen produced per MW capacity were derived from a typical 

commercial hydrogen electrolyser (HTEC, n.d.) (450kg H2 per MW at 100% load). 

- The amount of feedwater needed per kilogramme H2 produced were assumed to be 

11 L per kg H2 (Shi et al., 2020). 

- The TDS were calculated via formulas 1, 2 and 3. 

The results are displayed in Table 1. 
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Table 1. The characteristics of electrolysis induced desalination brines from literary findings, 
an analytical approach and an undisclosed commercial plant. 

Study Desalination 
technology 

Recovery 
rate 

Electrolyser 
capacity 

(MW) 

Feedwater -
normalized 

(1MW) 

Brine output - 
normalized 

(1MW) 

Brine 
composition - 

TDS 

 
Moralez et al. 

(2023) 
 

 
RO 

 
0.31 

 
111.9 

 
0.596 m3/h 

 
0.410 m3/h 

 
50.91 g/L 

Analytical 
approach 

 

RO 0.33 1 0.619 m3/h 0.413 m3/h 52.50 g/L 

Commercial plant 
 

TD 0.33 480 0.462 m3/h 0.303 m3/h 52.50 g/L 

Note. Desalination technology RO refers to Reverse Osmosis. Desalination technology TD refers to 

Thermal Desalination, a broad term referencing to the desalination strategies involving the heating of 

saltwater in order to extract pure water vapour.  

Heat output of electrolysis 

PEM cells generate heat as a result of ohmic losses in the system as well as inefficiencies in 

the electrolysis process (Ni et al., 2008; Mo et al., 2023; van der Roest et al., 2022). The study 

by van der Roest et al. (2023) provides rough estimates of excess heat for PEM operation, 

assuming a third party can utilize the heat, with a theoretical waste heat of 20% of the input 

energy. The analysis by Zauner et al. (2019) for the European Commission estimates a waste 

heat of approximately 30% of the electrolyser’s power input for both alkaline and PEM 

electrolysers. D’Amore-Domenech & Leo (2019) assume alkaline and PEM electrolysers to 

have identical heat outputs, estimating a waste heat of around 20% of the energy input. 

However, it is important to note that the efficiency of PEM electrolysers diminishes over their 

lifespan, leading to a progressive increase in heat generation. 

At present, electrolyser stacks are cooled using air cooling. The excess heat generated by the 

stack, which operates at temperatures ranging from 50-80°C (PEM), is effectively dissipated 

by dry coolers positioned atop the electrolyser containers (van der Roest et al., 2022; 

PosHYdon). However, the significant power consumption associated with dry cooling presents 

a challenge to scalability (Niekerk & Manita, 2022). For electrolyser plants on a larger scale, 

liquid-cooled systems are considered the most suitable cooling solution, offering advantages 

from both a financial and power consumption perspective. In an offshore setting, the abundant 

supply of seawater alleviates potential issues such as freshwater scarcity and logistical 

complications of accounting for large coolant feed that are more prevalent with land-based 

electrolysers, thereby enhancing the appeal of liquid-cooled solutions. While air-cooled 

systems dissipate heat directly into the atmosphere, liquid-cooled systems manage heat by 

discharging condenser cooling water that is at a higher temperature than the ambient waters. 

The temperature of the cooling water can be controlled by adjusting the quantity of coolant 

introduced into the system. A larger volume of water circulating through the system results in 

a higher volumetric flow rate and a smaller temperature differential relative to the surrounding 

seawater. Conversely, reducing the coolant intake leads to a lower volumetric flow rate and a 

larger temperature difference compared to ambient (RWE, n.d.).  

In order to estimate the volumetric outflow of cooling water at different conditions, the cooling 

water usage of an undisclosed commercial plant was identified and compared to an analytical 

approach. In this case, the values as published by the commercial plant are as follows: The 

plant runs at a capacity of 480 MW at 100% load, where 76.8 MW of waste heat is disposed 
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by coolant. Assuming an initial water temperature of 18ºC and a target wastewater 

temperature of 30ºC, 5.6*106 kg seawater per hour is used for cooling purposes, with a TDS 

of 35g/L. In order to convert these values to the standardized unit for volumetric flowrate 

(m3/h), seawater density was calculated to be 1021.84 kg/m3 using the methodology as 

published by Millero et al. (1980). The analytical approach utilized the base values of the 

commercial plant, and related the changes in coolant volumetric flowrate via the equation of 

specific heat: 

(5)     𝑄 = 𝑚 ∗ 𝑐 ∗ 𝛥𝑇 

Where Q is heat [J], m is seawater mass [kg], c is the specific heat capacity [J/kg*ºC] and ΔT 

the change in temperature [ºC]. A constant c = 3990 J/kg*ºC was assumed (Cox & Smith, 

1959). Given that the heat output of the electrolyser is directly proportional to its capacity, the 

required mass of seawater (and thus its volume) can be calculated for different temperature 

differentials between coolant and seawater feed. The relation between heat generated, 

temperature differential and the corresponding required feedwater flowrate is displayed in 

Figure 4. 

  

Figure 4. Volumetric flowrate of feedwater required for a given temperature differential 
and generated heat. 
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Study location 

The Ten Noorden van de Waddeneilanden (TNW, latitude: 54.00 ºN to 54.05 ºN, longitude: 

5.23 ºE to 5.86 ºE) area is a designated area for offshore wind parks. It is located 84 kilometres 

off the coast of the Netherlands and is positioned west of the maritime border with Germany 

(see Figure 1). In late 2023, the Dutch government announced plans to set up the first major 

hydrogen electrolysis centre in the region. This plan is intended to enhance the current 

offshore wind farms (Rijksoverheid, 2023). TNW is ideally located to take advantage of the 

existing offshore gas infrastructure for the distribution of hydrogen gas. The offshore wind 

farms linked with this initiative have an electrolysis capacity of roughly 700 MW. The objective 

is for the project to be fully operational by 2031.  

 

Figure 5. The offshore wind region of TNW (Ten Noorden van de Waddeneilanden) depicted 

in relation to marine conservation zones.  

Note. Adapted and modified from Rijksoverheid (2023). Protected areas translated in English; A: 

Doggersbank. B: Cleaver Bank. C: Frisian Front. D: North Sea Coastal Zone. E: Foredelta. F: de 

Raan Plain. G: Central Oystergrounds. H: Borkum Reef Ground. I: Brown Bank. 
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West and south of the TNW area, three areas of conservation and marine protection are 

situated: Frisian Front (C in Figure 5), North Sea Coastal Zone (D in Figure 5), and Borkum 

Reef Ground (H in Figure 5). The Frisian Front, 80 kilometres off the coast, is a biologically 

diverse transition zone in the North Sea, home to various benthic species and a bird foraging 

area (Dewicke et al., 2002; Baars et al., 1991; Creutzberg et al., 1984). The North Sea Coastal 

Zone, from Bergen to the Eems, is a fish nursery, particularly for herring, plaice, and sole, and 

has a rich bottom life (Troost et al., 2013). Borkum Reef Ground, north of Schiermonnikoog, 

is a habitat for both epifauna and infauna, with 123 distinct species identified (Hahn et al., 

2022), and is significant for reef conservation projects (Pogoda et al., 2020). 

Dispersion patterns of density plumes 

It is difficult to accurately predict the dispersion pattern of a wastewater plume of a given 

temperature and salinity. The current scientific literature on marine plume dispersal is heavily 

biased towards coastal discharge by thermal power plants and desalination facilities. While 

these studies may not directly correspond to the TNW area, the similarity in water depths 

(approximately 30 meters) across most study areas offers valuable insights into the dispersal 

of wastewater in similarly shallow aquatic environments. 

At the outset of a discharge channel, momentum is induced within the wastewater stream. 

Thus, the plume is initially dominated by inertial processes (Laguna-Zarate et al., 2021). Given 

the high initial momentum of the discharge, a high degree of mixing occurs in close proximity 

to the outlet.  

Increased water temperatures lead to a reduction in water density, whereas an increase in 

salinity result in a higher water density. This causes contrasting behaviours in the discharged 

plumes: negatively buoyant brine plumes generally sink to the ocean floor, whereas positively 

buoyant thermal plumes disperse at surface level (Fernández-Torquemada et al., 2009; 

Laguna-Zarate et al., 2021). Therefore, the trajectories of brine and thermal plumes are 

governed by different processes; the propagation of thermal plumes is almost fully dictated by 

surface winds, whereas the propagation of brine plumes is influenced by the ambient current 

within the water column (often forced by tidal influence) and bathymetric features (Gaeta et 

al., 2020; Morelissen et al., 2016; Wood et al., 2021).  

A consensus exists regarding the importance of seasonal variability on the manner of which 

brine and thermal plumes disperse. In most near-shore marine areas, the water column is 

generally more vertically well-mixed during winter, as winter storms induce mechanical mixing 

and convective vertical mixing occurs due to net heat losses to the atmosphere (Wood et al., 

2021). During summer, a lower frequency of wind-induced mechanical mixing events along 

with heat uptake from the atmosphere by the water surface induces stratification of the water 

column, along with the formation of thermoclines (Li et al., 2020). This is of importance, as the 

TNW area is subject to intermittent stratification and heightened freshwater influence, albeit 

with interannual variability (van Leeuwen et al., 2015). Heavy stratification has been recorded 

to prevent brine from reaching the ocean floor in the western Mediterranean (Fernandez-

Torquemada et al., 2009). Cold bottom waters can reach higher density than the emitted brine 

from desalination facilities, preventing the formation of a saline bottom layer which could 

potentially be favourable for the local benthic ecosystem. Summer stratification can also 

induce the entrainment of warm waters when brine descends through a stratified water 

column, resulting in both salinity and temperature anomalies at depth according to a modelling 

study of the eastern Mediterranean (Wood et al., 2021).  

The affected area, thus the area where changes in temperature and salinity are a measurable 

result of wastewater discharge, is primarily dictated by the volumetric flowrate of the 
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wastewater and its composition in combination with the local hydrodynamic conditions. Some 

key trends can be identified. For thermal plumes, a decrease in wind forcing shows an 

increase in affected area as well as a decrease in diffusion rate, found in modelling studies for 

the Red Sea and the Mediterranean Sea (Aljohani et al., 2021; Deabes, 2020; Gaeta et al., 

2020). Furthermore, dispersal tends to be unidirectional for scenarios of high wind forcing. 

Thus, while higher wind speeds may enhance the dispersal rate of the water, the increased 

mixing and diffusive processes prevail, leading to a smaller affected area. For brine plumes a 

similar trend is visible: during winter months, propagation of brine is more limited in space and 

velocity according to modelling studies in the Red Sea and eastern Mediterranean Sea 

(Aljohani et al., 2021; Wood et al., 2021). This is likely attributed to the higher degree of 

mechanical mixing during winter induced by increased ambient current velocities. Some 

studies have shown that when a high salinity brine and a thermal discharge are simultaneously 

released, a substantial degree of initial mixing occurs. Subsequently, the negative buoyancy 

of the brine plume is largely negated, preventing downward movement in the water column 

(Fernández-Torquemada et al., 2009; Wood et al., 2021). The result is a reduction in spatial 

extent of the combined plume, as well as a reduction in propagation velocities. 

It is difficult to evaluate the effects of brine and thermal plume dispersal in an open sea 

condition, given the absence of a land-boundary and sharp bathymetric slopes. In fact, the 

bedslope has a pronounced enforcing effect on the far-field dispersal of brine (Wood et al., 

2021; Fernández-Torquemada et al., 2009). In order to assess the impacts and implications 

of brine- and thermal discharge, it is critical to assess the ecological effects of such effluents. 
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Ecological effects of brine discharge 

It is evident that in order to produce ultrapure water for hydrogen electrolysis, utilizing SWRO 

desalination is potentially harmful to the marine environment (Omerspahic et al., 2022). 

SWRO has several harmful byproducts, such as heavy metals, anti-fouling agents, chlorine, 

acids and hypersaline brine (Frank et al., 2017). Hypersaline brine is considered to be the 

most impactful byproduct of the desalination process as it alters local hydrography and 

interferes with physiological processes of a large share of marine biota (Belkin et al., 2015). 

Studies on the harmful effects of desalination and its saline byproducts have been 

conducted on a global scale. An overview of existing literature on this topic is shown in Table 

2. 

Note. Table 2 shows a summary of literature findings on the impact of increased salinity on global 

marine ecosystems. Salinity is measured in Practical Salinity Units (psu). Species also found in the 

North Sea are underscored. 

The vulnerability of marine organisms to salinity changes is governed by several factors. One 

of these factors is their motility (Missimer & Maliva, 2018). Mobile organisms can exhibit 

avoidance behaviour in response to increased salinity (Kültz, 2015). For instance, Iso et al. 

(1995) noted that bream juveniles migrated to less saline areas when the salinity exceeded 

50 ppt. However, another factor that governs susceptibility to salinity changes is the ability for 

osmotic regulation. A significant portion of marine (in)vertebrates are considered to be 

ineffective osmotic regulators when it comes to large salinity changes, as osmotic regulation 

is an energetically demanding process (Rivera-Ingraham & Lignot, 2017). As a result, marine 

macro- and meiofauna experience physiological constraints due to the dispersion of brine. 

These constraints include increased oxygen consumption (Kupsco et al., 2017), a reduction 

in individual weight and size (Dupavillon & Gallander, 2007), a darkening of the body (Iso et 

al. 1994) and a heightened mortality rate (Riera et al., 2011). However, more halotolerant 

species such as topsmelt and crabs were identified, which remained relatively unaffected up 

to 60 ppt in salinity.  

Table 2.  The impact of salinity increases on global marine ecosystems. 
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Marine flora such as oceanic seagrass are susceptible to damage from salinity increases due 

to their sessile nature, as well as their inability to provide sufficient osmotic regulation in high 

salinity environments. As a result, oceanic seagrass was shown to exhibit a high frequency of 

necrosis marks, significantly reduced leaf sizes, increased nitrogen content and lower 

population density resulting from a relatively weak increase in salinity (Gacia et al., 2007; 

Voorhees et al., 2013).  

The marine microbiome has been shown to deteriorate as a result of brine disposal driven 

salinity increases (Belkin et al., 2015). The study investigated a thermally stratified water 

column for a summer scenario in the and a homogeneous water column for a spring scenario 

in the Eastern Mediterranean. They found that photosynthesis was supressed due to salt 

stress, as well as near immediate decreases in chlorophyll-a and photosynthetic pigment. 

Heterotrophic species increased bacterial productivity due to salinity stress, while 

halosensitive species underwent immediate death. A field study on the effects of desalination 

brine on the microbial community was performed by Drami et al. (2011). They found that in 

spring and winter, a 60% reduction in average chlorophyll a content occurred, while in summer 

the reduction was 32%. It should be noted that this field study investigated a brine discharge 

that was also elevated in temperature.   

Reproductive processes are significantly negatively impacted due to observed increases in 

salinity, which contributes to the decline in populations of marine meio- and macrofauna. A 

widely found effect is the delayed hatching of macrofaunal eggs, found in species such as 

cuttlefish (Dupavillon & Gillanders, 2007), flounder (Iso et al., 1995), shrimp (Remaili et al., 

2018) and ricefish (Kupsco et al., 2017). Furthermore, fauna in the embryotic and larval stages 

were shown to have increased mortality rates, as well as increased frequency of deformities 

and decreased growth rates (Remaili et al., 2018). 

Del Bene et al. (1994) highlighted the stratifying effect of brine dispersal. The disparity in 

density between brine and seawater leads to the development of stratification. Consequently, 

the brine forms a saline bottom layer that can significantly impact benthic communities (Riera 

et al., 2012). It was found that the total macrobenthic assemblage was negatively influenced 

by a local brine discharge. However, changes in sediment particle size distribution resulting 

from the turbid discharge stream were observed, which may have positively influenced the 

populations. Reproductive processes that involve utilization of the benthic environment (laying 

of eggs, hatching etc.) can be negatively influenced by the saline bottom layer formation (Del 

Bene et al., 1994).  

A crucial distinction between the findings in existing literature and the methodology proposed 

in this report is that of environmental context - the impact of brine discharge, as studied in the 

literature, applies to a coastal environment. In contrast, the methodology in this report is 

applicable to an open shelf sea setting. This is an important distinction as brine dispersal and 

its effect in an open shelf sea setting may differ substantially compared to a coastal setting. 

Firstly, bed shear effects differ between the two settings as in coastal environments the seabed 

gradient is significantly higher, as well as the occurrence of much shallower water depths, 

especially in the North Sea (Stanev et al., 2009). Secondly, coastal processes such as wave-

induced mass fluxes and longshore drift govern the dispersal of water in proximity to the coast, 

whereas these processes do not apply to open ocean conditions (Bosboom & Stive, 2021). 

This may significantly change the dispersal and long-term dilution of brine. Lastly, ecological 

effects may differ between the two settings due to the contrast in biodiversity and density 

(Gray, 1997). In coastal settings, impact due to brine wastewater may be substantially higher 

as marine populations may be denser and more diverse. However, they may also be more 

resistant to changes in salinity (Boyd & Brown, 2015). Given the limited availability of literature 
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on open sea effects of brine wastewater, the effect of brine on an open sea ecosystem remains 

unknown. 

In conclusion, there is a consensus in the current understanding of the effects of brine 

discharge on the aquatic environment, specifically regarding its widespread negative impacts 

on marine ecosystems. Studies have shown that brine discharge leads to significant 

reductions in population density, inhibited reproduction, and impaired physiological 

processes in flora, fauna, and microbes across a salinity range of 40-70 ppt. Benthic 

communities appear particularly vulnerable due to density stratification caused by brine 

discharge. Existing research primarily focuses on coastal environments. It remains uncertain 

whether these findings are applicable to brine discharge at sea.  

Ecological effects of coolant discharge 

The effects of thermal effluent in the marine environment have largely been investigated within 

the context of coastal power plants, and laboratory experiments. Table 3 shows an overview 

of existing literature regarding the effects of coolant on temperate marine ecosystems. 

Note. *Values obtained from previous study in the same area (Nie et al., 2021).            

Aquatic species also found in the North Sea are underscored. 

Various laboratory experiments have shed some light on the reactions of different fish species 

to temperature changes. Shiomoto & Olson (1978) observed that when water temperatures 

were moderately adjusted (ranging from 1.5 to 5.6 ºC), there were noticeable alterations in the 

swimming speeds and spontaneous activity of the fish. For instance, the Brook Trout exhibited 

a reduction in swimming speed when the water temperature was raised to 21.0 ºC from 18.9 

ºC. Similarly, juvenile Bluefish experienced a loss of equilibrium when subjected to a 

temperature increase of 1.5 ºC to 2.6 ºC. The research also highlighted changes in 

reproductive processes. A decrease in hatching times by 24 days was observed when Atlantic 

Table 3. The impact of increased water temperature on temperate marine ecosystems. 
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Salmon were exposed to a 5 ºC increase in water temperature. Comparable findings were 

recorded in a study of Eurasian Perch in a small bay in South-East Sweden, where a 

temperature rise of 2-4 ºC resulted in earlier spawning of juveniles (Sandström et al., 1997). 

Temperature elevations of 5 ºC led to a higher mortality rate among eggs, primarily due to 

increased susceptibility to bacterial and fungal infections. 

Johansen et al. (2021) explored the metabolic and cardiorespiratory changes in coral reef fish 

under thermal stress caused by a 3 ºC increase in water temperature. The study found that 

the elevated temperatures triggered significant changes in the metabolic and cardiorespiratory 

systems of the fish species examined. During the initial two weeks of the five-week study 

period, there were significant increases in metabolic rates, heart rate, respiratory rate, and 

oxygen uptake, indicating substantial physiological stress due to prolonged thermal exposure. 

In one of the two species studied, over half of the individuals did not survive the five-week 

period. After four to five weeks of continuous exposure to elevated water temperatures, most 

parameters returned to their original values. However, lasting effects were observed, the most 

significant being a reduced release of red blood cell stores, suggesting less efficient oxygen 

circulation. 

Phytoplankton are cited to be more sensitive to thermal effluent, given their natural sensitivity 

to chemical- and temperature changes (Zhang et al., 2023). In temperate marine ecosystems 

such as the North Sea, seasonal variations in phytoplankton populations can contribute to 

different response to thermal stress and are thus important to consider. Zhang et al. (2023) 

investigated the influence of thermal discharge from a nuclear power plant across a 5-year 

study period in Eastern China. The affected area was defined as waters experiencing a 

temperature increase of 1 ºC compared to baseline conditions. Results showed that 

phytoplankton abundance and community structure were affected most during summer, with 

a shift to better adapted species to thermal stress. Furthermore, an increased proportion of 

diatoms and decreased proportion of dinoflagellates was systematically recorded in summer 

months. Interestingly, no statistically significant effect on abundance and composition was 

found from autumn to spring.  

A similar study conducted by Begun & Maslennikov (2021) in the Sea of Japan likewise 

highlighted the importance of seasonality, where thermal pollution effectively extended the 

phytoplankton summer to autumn growth period by up to 2 months. This prevented winter 

freeze-up in the intake area, delaying the start of winter growth compared to unaffected areas. 

The increased production capacity of the plant, combined with thermal pollution, caused 

significant reduction in phytoplankton density and biomass during colder periods. Although 

mechanical factors within the system may contribute to these differences, their impact on 

phytoplankton abundance is considered minor. The rise in water temperature by 5–6 °C during 

the cold season negatively affected microalgae, impairing their photosynthetic activity and 

abundance. 

Li et al. (2011) conducted a study analysing the phytoplankton community at a similar site in 

Eastern China over a span of multiple decades, from 1982 to 2005. Throughout the 23-year 

observation period, a significant transition towards dinoflagellate dominance was observed, 

ultimately constituting 50% of the total phytoplankton abundance. Meanwhile, the contribution 

of diatoms decreased by nearly 30% over the duration of the study. This shift from diatom 

predominance to dinoflagellate prevalence occurred when temperatures reached a threshold 

difference of 3.7 ºC due to thermal effluents compared to ambient temperatures. Interestingly, 

these results highlight an opposite pattern compared to the results published in Zhang et al. 

(2023), where dinoflagellate abundance rose as a result of thermal effluent. 
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Furthermore, Hu et al. (2023) found that thermal effluent can lead to elevated nutrient 

concentrations, particularly dissolved inorganic nitrogen and dissolved inorganic phosphorus, 

especially near the discharge point. This alters nutrient ratios, shifting towards phosphorus 

limitation for phytoplankton growth, exacerbating eutrophication trends. Phytoplankton 

abundance varies spatially, with lower levels at the discharge site but higher near the outlet, 

potentially increasing harmful algal blooms. Thermal discharge also alters phytoplankton 

community structure, favouring smaller size fractions, impacting trophic interactions. 

Additionally, fluorescence measurements indicated reduced photosynthetic efficiency under 

high temperatures, affecting phytoplankton physiology, although they can recover away from 

these regions. Long-term changes in community composition may result from differential 

species responses to thermal stress. 

Similar to animals residing within the water column, benthic filter feeders such as oysters have 

been shown to be impacted by thermal discharge. In a study conducted by Dong et al. (2018), 

the development of both soft tissues and shells of Pacific Oysters were analysed in Haizhou 

Bay, where water temperatures where observed to gradually increase towards 2 ºC higher 

than ambient as a result of thermal discharge. It was found that thermal effluent positively 

influenced shell growth across all dimensions, with the most pronounced effects observed 

during the winter months. However, the rise in temperature had adverse effects on gonadal 

development and the growth of soft tissues. It is important to highlight that the growth of soft 

tissues has been demonstrated to heavily rely on nutrient availability, which is essentially 

reflected in the phytoplankton density for benthic filter feeders, as elucidated by Liu et al. 

(2010). In the study by Dong et al. (2018), it was consistently noted that phytoplankton density 

remained higher at sample stations characterized by lesser temperature elevation compared 

to those stations subjected to higher temperature elevations resulting from thermal discharge. 

This finding underscores the cascading impact of thermal pollution on inhibiting phytoplankton 

density, thereby affecting the growth and reproduction of benthic filter feeders.  

The presented body of evidence suggests that thermal pollution imposes measurable stress 

on both planktonic and benthic marine fauna. These stresses are found in terms of reduced 

reproductive performance, inhibited mobility, changes in community structure and size, and 

increased metabolic rates. It is important to note that the cooling systems of devices like 

electrolysers introduce additional ecological stressors, including chemical and mechanical 

strains (Guimaraes et al., 2023). These factors could complicate the process of independently 

quantifying the impacts of these stressors. 
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3. Methods 

The Delft3D Suite 

Delft3D-FLOW is a versatile numerical model distinguished by its application in hydrodynamic 

studies. Its foundational equations contain the dynamics of fluid flow, accounting for the 

various forces and processes governing water movement. The core equations of this model 

comprise the Navier-Stokes equations, expressed in a form suitable for computational fluid 

dynamics. These equations represent the conservation of momentum in the horizontal 

directions, coupled with the continuity equation ensuring mass conservation. Coriolis force, 

gravitational acceleration, and the effects of varying water levels are integrated into the 

equations, enabling the simulation of tidal and wind-driven flows. Key parameters such as 

horizontal and vertical eddy viscosity and diffusivity coefficients play crucial roles in modelling 

turbulent processes. These coefficients, determined by a combination of empirical constants 

and physical properties, govern the dispersion of momentum, heat, and constituents within 

the water body. Temperature dynamics are addressed through an additional transport 

equation, accounting for advection, diffusion, and external heat sources. This equation 

provides insights into thermal variations, essential for understanding phenomena such as 

thermal discharge and effluent dispersion. Turbulence modelling forms an integral part of 

Delft3D-FLOW, with options including the k-ε, k-L, algebraic, and constant coefficient models. 

These models allow for the characterization of turbulent processes, enhancing the fidelity of 

simulations. In practical applications, the model accommodates diverse scenarios, from 

Cartesian to spherical coordinates, and offers flexibility in boundary conditions and input 

parameters. It seamlessly integrates with other modules within the Delft3D suite, facilitating 

comprehensive studies encompassing both hydrodynamics and water quality. Beyond its 

hydrodynamic capabilities, Delft3D-FLOW addresses vertical exchange processes through 

turbulence closure schemes, ensuring accurate representation of near-field phenomena. This 

feature is particularly relevant in assessing the environmental impact of wastewater discharge 

and thermal effluents. For further examination of the physical phenomena and modules 

considered during their implementation, reference is made to the Delft3D-FLOW user manual 

(Deltares, 2024). 

Model configuration – Outer model (GETM) 

For this study, a pre-validated large-scale hydrodynamic model was used as an outer 

framework, feeding all necessary boundary conditions to a nested high-resolution Delft3d-

FLOW simulation. The large-scale model used is the General Estuarine Transport Model 

(GETM), a model that is openly accessible via www.getm.eu (Burchard and Bolding, 2002). 

GETM operates as a fully baroclinic model, including sea surface elevations, current 

dynamics, land cell inundation and drying, and temperature- and salinity distributions. To 

delineate vertical processes, GETM incorporates the General Ocean Turbulence Model 

(GOTM). GETM uses generalized vertical coordinates and a spherical, staggered C-grid 

layout in the horizontal plane. For more information about this model, a comprehensive 

overview and validation by Van der Molen et al. (2016) can be referred to. The grid and 

domain used for GETM, along with the position of the high-resolution nested grid are 

illustrated in Figure 6. It should be noted that the GETM setup utilized in this study as 

portrayed by Figure 6 does not fully encompass the total grid as used in Van der Molen et al. 

(2016); rather, the grid was modified to only contain the North Sea. 

 

 

 

http://www.getm.eu/
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Note. The outer grid utilized by GETM is portrayed with blue lines. The location and relative 

dimensions of the high-resolution nested Delft3D grid are displayed in red.  

Meteorological data provided by the European Centre for Medium-Range Weather Forecasts 

(ECMWF) ERA-5 and Operational Analysis Hindcasts was used to force the model. This 

data includes parameters such as pressure, air temperature, windspeed at 10 meters height, 

dew point humidity and total cloud cover on an hourly interval. Tidal constituents of the 

model were derived from TOPEX-POSEIDON satellite altimetry data (Le Provost et al., 

1998). The bathymetry for the model was sourced from the Northwest European Shelf 

Operational Oceanographic System (NOOS) database at www.noos.eurogoos.eu. Depth-

resolved temperature and salinity boundary conditions were obtained from ECMWF-ORAS4 

(Ocean Reanalysis System) (Balmaseda et al., 2013; Mogensen et al., 2012). Subsequently, 

the GETM configuration was executed for both January 2019 and July 2019 to establish 

boundary conditions for the nested Delft3d-FLOW model for both a winter and summer 

scenario.  

 

Figure 6. The grid domain utilized by the General Estuarine Transport Model (GETM). 
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Model configuration – Grid 

To optimize both detail and computational efficiency in the high-resolution Delft3D-FLOW 

model, a Cartesian grid measuring 15 km by 15 km was devised. In order to balance detail 

and simulation time, grid cell sizes were set as variable. The central grid cells were set at 40 

by 40 meters to capture fine-scale features of discharge dispersion, coursing outward to a 

resolution of 800 by 800 meters in the outermost cells. Bathymetric data obtained from the 

GETM was used to interpolate water depth over the high-resolution grid. The grid 

dimensions and corresponding bathymetry are displayed in Figure 7. In the vertical, the grid 

was set at 25 equidistant layers, each corresponding to 4% of the total water depth. 

Note. The high-resolution grid utilized in Delft3D. The total domain encompassed by the grid entails 

15 by 15 kilometers. The grid cells are of variable size, with the finest grid cell resolution being 40 by 

40 meters, and the coarsest grid cell resolution encompassing 800 by 800 meters. 

 

 

 

Figure 7. High-resolution Delft3D grid overlying the bathymetry of the study area. 
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Model configuration – Input parameters 

An overview of the physical parameters and assumed constants are displayed in Table 4. 

Table 4. The physical parameters and input configuration of the Delft3D model. 

Physical parameter Value Unit 

Air density 1 kg/m3 
Water density 1023 kg/m3 
Horizontal eddy viscosity 0.1 m2/s 
Vertical eddy viscosity 0.0001 m2/s 
Horizontal eddy diffusivity 0.1 m2/s 
Vertical eddy diffusivity 0.0001 m2/s 
Chézy roughness constant (u-direction) 65 - 
Chézy roughness constant (v-direction) 65 - 
Secchi depth 2 m 
Dalton number for evaporative heat flux 0.0015 - 
Stanton number for heat convection 0.00145 - 

Input option  Configuration 

3D turbulence model k-Ɛ 
Wall roughness slip condition Free 
Heat flux model Ocean 
Advection scheme - momentum Cyclic 
Advection scheme – transport 
Discharge model 

Cyclic 
Normal 

 

Model configuration – Scenarios 

A total of 14 model scenarios were run, the configuration of which is displayed in Table 5. In 

addition to runs including discharge, a zero-discharge reference scenario was run for both 

summer and winter simulations. This was done so that data obtained from the reference 

runs could subsequently be subtracted from results resulting from discharge runs, allowing 

for the depiction of salinity and temperature differences after the emission of wastewater. All 

discharges were invoked in the ‘normal’ setting, so the velocity of the discharge, dimension 

of the discharge pipe and the angle of outflow are not taken into account. This option was 

selected as no such data was available at the time of performing this study, and small-scale 

local flow interactions were deemed irrelevant given the scale of the study performed: such 

investigation is of larger importance only in weak dynamic systems where discharge-induced 

flows considerably influence ambient flows (Morelissen et al., 2013). 

In the ‘combined’ simulations, brine and coolant were simultaneously discharged. For the 

coolant stream in these simulations, the ambient salinity from the centre cell (where the 

discharge occurs) was extracted as a time series from the reference runs. This salinity curve 

over time was subsequently set as the salinity value for the coolant. This approach ensures 

that the salinity signal from the coolant stream does not interfere with the salinity signal of 

the brine stream, which is essential due to the significantly higher coolant discharge rate 

compared to brine. 
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Table 5. The configuration of simulation scenarios. 

Scenario 
number 

Season Electrolyser 
capacity [GW] 

Wastewater 
flowrate [m3/s] 

Wastewater 
salinity 
[psu] 

Wastewater 
temperature 

[ºC] 

Brine simulations 

Scenario 1 Summer 0.5 0.055 52.5 18 
Scenario 2 Summer  1.0 0.111 52.5 18 
Scenario 3 Summer 5.0 0.555 52.5 18 
Scenario 4 Winter 0.5 0.055 54.2 7 
Scenario 5 Winter 1.0 0.111 54.2 7 
Scenario 6 Winter 5.0 0.555 54.2 7 

Coolant simulations 

Scenario 7 Summer 0.5 3.071 31.0 30 
Scenario 8 Summer  1.0 6.142 31.0 30 
Scenario 9 Summer 5.0 30.71 31.0 30 
Scenario 10 Winter 0.5 3.071 32.0 19 
Scenario 11 Winter 1.0 6.142 32.0 19 
Scenario 12 Winter 5.0 30.71 32.0 19 

Combined simulations 

Scenario 13 Summer 5.0 30.71 
0.555 

Ambient 
52.5 

30 
18 

Scenario 14 Winter  5.0 30.71 
0.555 

Ambient 
54.2 

19 
7 

 

Volumetric flowrates and TDS for brine were derived from equations 1, 2 and 3, assuming 

that the desalination unit of the electrolyser contains an ultrapure water recovery rate of 

0.33, and the amount of ultrapure feedwater needed per kilogramme H2 produced were 

assumed to be 11 L per kg H2 (Shi et al., 2020). Note that the TDS of the brine discharged in 

winter is slightly elevated compared to that during summer, as surface salinity in winter is 

marginally higher. Volumetric flowrates for coolant were derived from equation 5, assuming 

that the electrolyser runs at a constant 70% efficiency, meaning that 30% of its total capacity 

is converted to heat. It is important to note that while current PEM electrolyser systems can 

achieve efficiencies of over 80% and are expected to become more efficient as technology 

progresses, the efficiency of PEM electrolysers decreases over their lifespan due to material 

wear (Scheepers et al., 2020). This wear leads to a gradual increase in heat generation. 

Therefore, for the purposes of this study, an average efficiency of 70% was assumed. 

Coolant temperature was set at 12 ºC above the average ambient temperature for both 

summer and winter over the simulated period. It was assumed that the electrolyser operates 

continuously at its full capacity, resulting in constant discharge flowrates. 

The simulated period for all simulations was set at 10 days, with calculated timesteps of 18 

seconds. For the winter scenarios, the simulation period was configurated from 13 January 

2019, 0:00h to 23 January 2019, 0:00h. The simulation period for the summer scenarios was 

set at 10 July 2019, 0:00h to 20 July 2019, 0:00h. The simulation periods were set in such a 

way that both periods encompassed the same phase of the spring-neap tidal cycle. The 

smoothing period was set at 0 hours. Map results were saved at an hourly interval.  
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Model configuration – Forcings 

 The wind data originating from GETM for both the summer and winter simulation periods 

were applied as open boundaries. Figure 8 visualizes the wind speeds and direction as wind 

roses, with wind speeds averaged over the Delft3D grid and transformed to vectors for both 

simulation periods. In order to assess whether the governing winds were characteristic in 

velocity, direction and variability, the same wind roses were plotted for summer months July, 

August and September, and for winter months January, February and March for the years 

2017, 2018, and 2019. The results are displayed in Appendix A. 

 

 

 

 

 

 

 

 

 

 

 

Figure 8. Average wind speed at 10 meter elevation over the simulated domain for summer 
(10th to 20th of July 2019) and winter (13th to 23rd of January 2019). 
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Similarly, the sea surface level data from GETM, indicative of the tidal cycle, were applied as 

open boundary forcings. Figure 9 shows the sea surface level at the discharge point. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. Sea surface level over simulation time for winter (top) and summer 
(bottom). 
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Results 

Average temperature and salinity distribution – no discharge 

In order to investigate the effect of the simulated discharge types within the TNW area, it is 

critical to firstly assess the base hydrodynamic conditions of the domain. In Figure 10, the 

average vertical distribution of salinity is depicted for both 10-day simulation periods during 

summer (top) and winter (bottom). The cross-section is taken from the western to the 

eastern border of the simulation domain, across the latitude of the discharge point (thus 

53.86 °N). The average standard deviation of salinity over the 10-day simulation periods was 

calculated and displayed in Table 6. 

Figure 10. Average cross-sectional salinity distribution for the summer (top) and winter 
(bottom) simulation scenarios. 
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For the same 10-day summer (top) and winter (bottom) simulation periods, the vertical 

distribution of temperature was plotted within the same cross-section (Figure 11). Moreover, 

the average standard deviation of temperature over the 10-day simulation periods was 

calculated and displayed in Table 6. 

 

Figure 11. Average cross-sectional temperature distribution for the summer (top) and 
winter (bottom) simulation scenarios. 
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Table 6. Average cross-sectional standard deviation in salinity and temperature for both 10-

day simulation periods. 

 

Averaged temperature and salinity change – surface layer 

Figures 12 and 13 illustrate the variation in surface water temperature due to the discharge 

of coolant by a 5 GW electrolyser, with separate simulations for summer (Figure 12) and 

winter (Figure 13). These simulations are averaged over their respective durations.  

 

Parameter Season Standard deviation 

Salinity  Summer 0.1216 [ppt] 
Salinity  Winter 0.1393 [ppt] 
Temperature  Summer 0.0580 [°C] 
Temperature Winter 0.0487 [°C] 

Figure 12. Average sea surface temperature difference for a 5 GW electrolyser discharging 
coolant for the summer scenario. 
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The data reveal consistent dispersion patterns across both seasons, characterized by a 

pronounced temperature gradient radiating from the discharge point. Temperature increases 

of 1 ºC or more are confined to the immediate vicinity of the discharge. The direction of 

diffusion is predominantly east-west for both summer and winter. No temperature differences 

are found south of 53.85 ºN during winter, and south of 53.84 ºN during summer. Around 1 

kilometre east and west of the discharge point, the water temperature is on average ≤0.5 ºC 

above the ambient temperature, a finding consistent across both seasonal scenarios. 

However, the outer margins of the distribution show more extensive effects during the 

summer simulations compared to winter. As displayed in Appendix D to G, decreasing 

electrolyser capacity leads to a decreased in affected area in the surface layer, whilst 

showing the same general dispersion pattern. In conclusion, the surface area impacted by 

the average temperature change in the surface layer is smaller in winter than in summer. 

Figures 14 and 15 illustrate the variation in surface water salinity due to the discharge of 

brine by a 5 GW electrolyser desalination unit, with separate simulations for summer (Figure 

14) and winter (Figure 15).  

Figure 13. Average sea surface temperature difference for a 5 GW electrolyser discharging 
coolant for the winter scenario. 
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Figure 14. Average sea surface salinity difference for a 5 GW electrolyser discharging brine 
during the summer scenario. 
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The results show that sea surface salinity is only marginally affected by the discharge of 
brine in both summer and winter. In close proximity to the discharge point, salinity is on 
average heightened by 0.05 ppt, a value that rapidly decreases moving away from the 
discharge point. Similar to the results obtained from coolant discharge, the most significant 
surface salinity changes are found east and west of the discharge point, with the lowermost 

measured changes (≤0.001 ppt) only appearing in the northern part of the domain. In 
summer, larger salinity changes are found further away from the discharge point compared 
to winter, implying a larger impacted surface area. The sea surface salinity changes for 
lower electrolyser capacities are displayed in Appendix H to K. Here, similar dispersion 
patterns are visible, with the affected area greatly reduced.  

In Appendix B and C, the average sea surface temperature difference resulting from the 

release of both salinity and coolant simultaneously is displayed for summer and winter 

respectively. No discernible difference in sea surface temperature was observed when 

compared to the results from coolant discharge alone. 

  

Figure 15. Average sea surface salinity difference for a 5 GW electrolyser discharging brine 
during the winter scenario. 
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For the same combined simulations, the average surface salinity difference for both summer 

and winter are displayed in Figure 16 and Figure 17 respectively. 

 

 

 

 

 

 

 

 

 

 

Figure 16. Average sea surface salinity difference for a 5 GW electrolyser discharging both 
brine and coolant during the summer simulation 
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Figures 16 and 17 again reveal a generally east to west dispersion pattern of salinity, with 

the highest salinity differences found directly around the discharge point. The results found 

in the summer period show a greatly increased area of increased salinity both around the 

discharge point as well as in the far-field. For both seasons, scattering of lower (<0.002 ppt) 

salinity anomalies is found, generally in the northern part of the domain. The far-field salinity 

anomalies for summer are also higher in magnitude compared to winter. Compared to 

Figures 14 and 15, the surface area affected by salinity increases are significantly higher 

when discharges are invoked simultaneously. Furthermore, the salinity anomalies are found 

further away from the discharge point. 

 

 

 

 

 

 

Figure 17. Average sea surface salinity difference for a 5 GW electrolyser discharging both 
brine and coolant during the winter simulation. 
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Averaged temperature and salinity change – vertical distribution 

Figure 18 illustrates the average vertical extent of the temperature difference for summer, 

presented as a west-to-east cross-section across the latitudinal coordinate of the discharge 

point. Figure 19 shows the same result but for the winter simulation. These results depict the 

temperature elevation resulting from a 5 GW electrolyser discharging coolant at 12ºC above 

ambient temperatures. 

Figure 18. Average cross-sectional temperature difference for a 5 GW electrolyser 
discharging coolant during summer. 

Figure 19. Average cross-sectional temperature difference for a 5 GW electrolyser 
discharging coolant during the winter simulation. 
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The results show that the average vertical distribution of the elevated temperature signal is 
limited, with only smaller temperature differences (< 0.5 ºC) reaching water depths greater 
than 5 meters in both summer and winter simulations. The highest temperature differences 
are found at the discharge point, which is also the location where all temperature anomalies 
reach the largest water depths. It is apparent that while the elevated temperature plume is, 
on average, more centralized in winter compared to summer, no difference is found with 
respect to the maximum depth of temperature change of any degree. However, the average 
depth of temperature changes is slightly greater during winter. For lower electrolyser 
capacities, the average dispersion pattern and its vertical extent is reduced (Appendix L to 
O). 

Figures 20 and 21 display the average vertical distribution of salinity changes for both 
seasons within the same cross-section, representing the brine discharge from a 5 GW 
electrolyser.  

 

 
 

 
 

Figure 20. Average cross-sectional salinity difference for a 5 GW electrolyser discharging 

brine during the summer simulation. 
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Although the absolute increases in salinity are marginal, the vertical impact of the brine 
discharge is immediately apparent. For both seasons, salinity increases are observed at 
every water depth, with the highest changes occurring at and below the discharge point. As 
the plume descends, the salinity changes gradually decrease. Notably, significant salinity 
increases are found at the bottom of the water column. During the summer, there is a slight 
lateral spread of the bottom salinity anomaly, a pattern that is also observed in winter to a 
lesser extent. This is evidenced by the broader distribution of the lowest salinity increases in 
the lower half of the water column compared to the more concentrated surface anomalies. 
As evidenced in Appendix P to S, lower electrolyser capacities show the general distribution 
pattern. However, it is notable that for summer (1 GW), the vertical extent of the brine plume 
is significantly greater than that for winter (1 GW), with the brine reaching the bottom only in 
summer. This is however only true for the slightest salinity changes. For a 500 MW 
electrolyser, no salinity increases are found at the bottom of the water column, implying that 
the brine is fully dissipated before reaching the bottom.  

The average cross-sectional thermal effects of a combined discharge scenario from a 5 GW 

electrolyser are displayed in Appendix T for summer and Appendix U for winter. No 

discernible difference in cross-sectional temperature difference was observed when 

compared to the results from coolant discharge alone. 

Figures 22 and 23 display the average vertical distribution of salinity changes for both 
seasons within the same cross-section, representing the combined brine- and coolant 
discharge from a 5 GW electrolyser.  

 

 

 

Figure 21. Average cross-sectional salinity difference for a 5 GW electrolyser discharging 
brine during the winter simulation. 
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Figure 22. Average cross-sectional salinity difference for a 5 GW electrolyser discharging 
brine and coolant simultaneously during the summer simulation. 

 

Figure 23. Average cross-sectional salinity difference for a 5 GW electrolyser discharging 
brine and coolant simultaneously during the winter simulation. 
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It is apparent from Figures 22 and 23 that the vertical distribution of salinity during combined 

discharges is substantially different from that of brine alone. Higher (>0.005 ppt) salinity 

increases are found more widely in the surface part of the water column but are on average 

not found deeper than 9 metres water depth, true for both summer and winter. The sinking 

pattern observed in Figures 20 and 21 are not found. The lowest salinity increases (≤ 0.002 

ppt) are observed more widely spread throughout the water column, with summer showing 

the largest spread. In both seasons, a concentrated plume of moderate salinity increase 

(0.002 ppt) is found between 15 and 30 meters water depth directly west of the discharge 

position. In both seasons, patches of zero salinity increase are found within the affected 

area.  

Averaged temperature and salinity change – bottom layer 

Figures 24 and 25 show the change in salinity in the bottom layer for summer and winter 

respectively resulting from the brine discharge of a 5 GW electrolyser. A similar analysis was 

conducted for thermal effects from coolant discharge; however, no measurable change in 

temperature was observed in the bottom layer for either season for any simulation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 24. Average bottom salinity difference for a 5 GW electrolyser discharging brine 
during the summer simulation. 
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While the magnitude of the salinity increases in the bottom layer are slightly lower than in the 

surface layer (Figure 14 and 15) the lower salinity anomalies are comparable in size, 

implying lateral dispersion and dissipation of the brine plume at the sea bottom.  

For a scenario discharging both coolant and brine simultaneously, the change in salinity in 

the bottom layer for summer and winter simulations are displayed in Figures 26 and 27 

respectively. 

 

 

 

 

 

 

 

Figure 25. Average bottom salinity difference for a 5 GW electrolyser discharging brine 
during the winter simulation. 
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Figure 26. Average bottom salinity difference for a 5 GW electrolyser discharging brine 
and coolant simultaneously during the summer simulation. 

 



45 
 

 

Plume dispersion during a tidal cycle – coolant  

 

 

 

 

 

 

 

 

 

 

 

Figure 27. Average bottom salinity difference for a 5 GW electrolyser discharging brine 
and coolant simultaneously during the winter simulation. 
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The behaviour of the thermal plume in the surface waters of the domain resulting from a 5 

GW electrolyser during winter during one characteristic tidal cycle is depicted in Figure 28. 

The sea surface level of the discharge point during the same tidal cycle is shown in Figure 

29 (top), coupled with the surface current velocity in the X-direction at the point of discharge 

(Figure 29, bottom). 

  

Figure 28. Sea surface temperature difference for a 5 GW electrolyser discharging coolant 
during the winter simulation over one tidal cycle. 
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In Figure 28-A, the thermal plume extends largely eastward, with temperature differences 

being relatively low (<1ºC) across most of the affected area. In point A, the surface current 

velocity in the X-direction are maximal (Figure 29). The highest temperature differences are 

observed in the surface waters directly adjacent to the discharge point. Three hours later, in 

Figure 28-B, the plume becomes centralized around the discharge point, with temperature 

elevations exceeding 3ºC. This point B coincides with relatively low surface current velocity. 

To the east of the discharge point, residual temperature elevations of 0.5ºC and lower are 

present, indicating some retention of the previous warming. In Figure 28-C, the plume 

extends west of the discharge point, with surface current velocities now maximal in the 

opposite direction. Similar to the pattern observed in Figure 28-A, temperature differences 

are relatively low (<1ºC) but affect a large surface area towards the west. Three hours later, 

Figure 29.  Sea surface level per hour (top) and sea surface current velocity in the X-
direction (bottom) for one tidal cycle (21:00 Jan 20th – 09:00 Jan 21st). 
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in Figure 28-D, the plume is centralized once again around the discharge point, with a trail of 

slight temperature elevations extending to the west. Again, current velocity is near 0 as 

displayed in Figure 29. In Figure 28-E, the plume extends back to the east. This extension 

shows high diffusion and dispersion, resulting in low temperature elevations over a broader 

area. The heat appears to diffuse quickly away from the discharge point, extending into the 

far field, similar to the situation depicted in Figure 28-A. Here, the current velocity is again 

maximal in the positive X-direction.  

Figure 28 clearly illustrates the behaviour of the thermal plume in relation to the tidal cycle. 

During periods of significant sea surface level change, characterized by the steepest slope in 

the tidal cycle (Figure 29-A, 29-C and 29-E) and thus maximum surface current velocity, the 

thermal plume extends into the far-field, either westward or eastward. This extension of the 

plume structurally aligns with these high-change phases of the tidal cycle. Conversely, right 

before the tidal maximum of either the ebb or flood phase, the rate of sea surface level 

change is minimal (Figure 28-B and Figure 28-D), indicative of near stagnant water in terms 

of velocity (Figure 29). Here, the thermal plume shifts direction and becomes centralized 

around the discharge point.  

For the same part of the tidal cycle, the cross-sectional temperature differences are 

displayed in Figure 30. 

Figure 30. Cross-sectional temperature difference for a 5 GW electrolyser discharging coolant 
during the winter simulation over one tidal cycle. 
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A similar pattern to the surface layer is observed in the cross-sectional plot. The eastward 

dispersion seen in Figure 30-A appears to be confined to the top 5 meters of the water 

column. Directly below the discharge point, there is a downward spike in increased 

temperature. At this point, a steep temperature gradient is recorded, with temperatures over 

3 degrees higher than ambient directly at the discharge point, rapidly dissipating in all 

directions. This pattern remains consistent throughout the tidal simulation. In Figure 30-B, 

the plume is centralized, again confined to the surface part of the water column. Figure 30-C 

shows a similar pattern to Figure 30-A but directed westwards. In Figure 30-D, the plume 

centralizes again. As shown in Figure 30-E, the central plume becomes asymmetrical, 

extending more towards the east. However, it is apparent that the eastward dispersion seen 

previously in surface waters is not visible within this cross section. 
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Plume dispersion during a tidal cycle – brine 

The distribution of the brine plume in the surface waters of the domain, resulting from a 5 

GW electrolyser during the winter, is depicted in Figure 31. 

 

Figure 31. Sea surface salinity difference for a 5 GW electrolyser discharging brine during 
the winter simulation over one tidal cycle. 
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It is immediately apparent that the affected surface area due to the discharge of brine is very 

limited. The distribution pattern is similar to that of the surface dispersion of coolant, though 

to a much smaller degree. In Figures 31-A, 31-C, and 31-E, the plume extends laterally, but 

the salinity anomaly quickly decreases away from the discharge point to values lower than 

0.05 ppt. In Figures 31-B and 31-D, no lateral transport is observed in the surface layer. The 

only salinity increases during these phases of the tidal cycle are found directly at the point of 

discharge. 

Figure 32 shows the cross-sectional salinity difference for a 5 GW electrolyser during winter 

at various times during a tidal cycle. 

 

 

 

 

Figure 32. Cross-sectional salinity difference for a 5 GW electrolyser discharging brine 
during the winter simulation over one tidal cycle. 
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In Figure 32-A, the salinity plume is marginally extended downwards, primarily confined to 

the top 10 meters of the water column, with the highest salinity differences exceeding 0.20 

ppt at the discharge point. No significant horizontal transport and diffusion is visible. By 

Figure 32-B, the plume is centralized around the discharge point and undergoes sinking, 

reaching the seabed. This process occurs right before slack waters during ebb (Figure 29-

B). During sinking, the plume exhibits a sharp decreasing gradient of salinity increase from 

the surface towards the bottom, with the salinity anomaly at the seabed approximately 0.08 

ppt. Directly westward of the sinking plume, slight salinity increases indicate lateral diffusion 

within the water column. Three hours later, in Figure 32-C, the downward diffusion of the 

salinity anomaly is limited vertically, with no significant horizontal diffusion. In the next phase, 

as seen in Figure 32-D, the brine plume fully sinks, reaching the seabed without visible 

lateral diffusion in the water column. Again, this sinking process coincides with the period 

right before slack waters found now during flood (Figure 29-D). In Figure 32-E, the plume's 

direction of diffusion and vertical extent is comparable to that of Figure 32-A. 

Volume of seawater affected by a temperature and salinity increase 

The volume of seawater affected by given increases in temperature and salinity for all 

scenarios, averaged over the 10-day simulation period, is displayed in Figure 33. The results 

were obtained by calculating the affected area within a contour of temperature or salinity 

elevation for each of the 25 layers. These findings were then multiplied by the layer 

thickness (approximately 1.19 meters) to determine the affected volume for each layer. The 

affected volumes for each layer were subsequently summed to determine the total volume 

affected by this change or higher for a given simulation.  
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Note. The axes ‘Change in temperature’ and ‘Change in salinity’ are reversed, representing the 

gradient away from the discharge point from maximum values to minimum values.  

Figure 33. The volume of seawater affected by change in temperature (top) and salinity 
(bottom) for all simulated scenarios. 



54 
 

Figure 33 portrays a clear inverse trend: lower total seawater volume is affected by higher 

differences in temperature and salinity. This finding is in line with previous findings, where 

the plumes spread and dilute whilst moving away from the discharge point. Interestingly, 

affected volume during winter is equal or lower to that during summer for all scenarios 

except the 5 GW coolant simulation. In this simulation, the thermal effluent appears to affect 

a larger part of the water column on average between 1.6 and 6.4 ºC during winter. Within 

this interval, the affected volume during the winter simulation is on average 6.8% larger 

compared to that during summer, with the largest difference found at the 3 ºC contour, where 

the difference is 8.6%. However, when taking the difference between summer and winter 

affected volumes, it can be concluded that during summer, the affected volume of thermal 

effluent is on average 17.7% lower during winter. For the brine effluent, the affected volume 

is on average 11.3% lower during winter. It is important to note that the average difference 

between seasons was consistently found within the lowest contour values, which coincides 

with the region prone to the largest degree of uncertainty.  
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4. Discussion 

The influence of the tidal cycle on the dispersion pattern of wastewater plumes 

The results presented in this study reveal a distinct cyclic behaviour of both thermal and 

brine plumes, which adhere to the tidal cycle. As expected, the results from coolant 

discharge show that the thermal plume is largely confined to the top 5 meters of the water 

column, likely due to its lower density compared to ambient waters. The extent of the thermal 

plume is consistently largest immediately after the maximum current velocity during falling 

ebb or rising flood, a finding consistent with recent studies (Kong & Guan, 2024). During this 

phase, diffusion and dispersion are both high, induced by increased momentum and mixing 

in the water column. Additionally, water heated by the plume is advected into the far field, 

contributing to the dispersion of heat. 

Directly before low- and high tides, when current velocities are small, the plume becomes 

more centralized around the discharge point. Here, dispersion of the plume remains very 

low: heated water is not advected laterally; instead, transport of heat occurs primarily 

through diffusion, as evidenced by the low current velocity. Thereafter, as the momentum 

and velocity of the currents increase, dispersion of the plume also increases, but in the 

opposite direction as the flood rises or ebb falls. This pattern of a concentrated plume 

around tidal maxima and far-field dispersion during the rise and fall of ebb-flood is 

consistently observed across both modelled periods. Furthermore, this finding aligns with 

recent studies observing thermal plumes in areas influenced by tides (Faulkner et al., 2021; 

Kong & Guan, 2024). 

The brine plume exhibits similar behaviour in the surface layer, though the affected surface 

area of the plume is much more limited. Notably, while coolant simulations show a 

concentration of heated water around the discharge point during tidal maxima, the brine 

influence is characterized by increased salinity directly at the discharge point (Figure 31-B & 

31-D). This is explained by the heightened sinking of brine during these phases. Brine, being 

denser than surrounding waters, sinks more rapidly, especially during tidal maxima. 

However, it is only during these tidal maxima where current velocities are minimal that the 

brine reaches the seabed. The salinity anomaly decreases in magnitude at the seabed 

compared to surface waters, indicating some dilution during its descent. As illustrated in 

Figure 32-B, upon reaching the seabed, the brine plume is advected laterally and eventually 

dilutes. Thus, a bottom layer with heightened salinity does not form, though the seabed 

experiences periodic increases in salinity.  

The influence of seasonality on the dispersion pattern of wastewater plumes 

Seasonal differences in the affected volume have been identified for both brine and coolant 

scenarios. For coolant discharge, the affected volume is consistently lower during winter 

across all scenarios, applicable to both smaller temperature changes (in the far-field) and 

larger temperature changes (near the discharge point). Given that the dispersion of the 

thermal plume is mainly confined to the surface, seasonal differences in wind velocities and 

directions likely play an important role. Indeed, wind data over the domain show that wind 

speeds are substantially lower during summer, predominantly from the southeast (see Figure 

8). Moreover, the interannual wind data (Appendix A) confirm that the prevailing winds during 

the 10-day simulation periods are generally characteristic of the governing wind patterns in 

the TNW area: summer months are generally characterized by slower wind speeds that are 

quite consistently (north)eastwards, whereas winter months are more variable in direction 

and show greater wind velocity on average. 
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Wind direction and strength are recurrent factors influencing thermal plume behaviour. Kong 

& Guan (2024) emphasized that calmer winds weakened surface flow fields, leading to 

expanded diffusion of heated water. Additionally, shifts in wind direction altered the flow 

direction and diffusion pattern of the thermal plume. A modelling study on the seasonal 

changes in atmosphere-ocean heat exchange in the North Sea found a linear relationship 

between increased ocean-to-atmosphere heat fluxes and high wind speeds (Schrum & 

Backhaus, 1999). However, the study implemented a local coupled ice-ocean model which is 

not suitable for assessing atmosphere-ocean heat exchange for longer timescales (i.e. 

interannual variability). Still, these findings do align with the results of this study, namely the 

observed lower surface temperature differences during winter when wind velocity is high. 

Conversely, Faulkner et al. (2021) found that different prevailing wind conditions during 

winter and summer did not significantly alter the overall dispersion pattern of thermal plumes 

on the west coast of the United Kingdom, underscoring the dominance of ambient current 

velocity and direction over seasonal wind variation. In modelling study scenarios where the 

tidal constituent was not considered, lower wind speeds resulted in a limited spread of the 

plume with higher heat concentrations near the source (Gaeta et al., 2020; Aljohani et al., 

2022). The results of this study likely reflect the dominance of tidal constituents in governing 

the dispersion of the thermal plume. However, as warmer waters are advected, calmer 

prevailing wind conditions may hinder heat dissipation to some extent, due to less wind-

induced surface shear, which hinders mixing in the surface water column and decreases 

latent and sensible heat fluxes towards the atmosphere (Laguna-Zarate et al., 2021). 

In brine scenarios, the difference in affected volume between summer and winter exhibits a 

consistent pattern. Across all capacities, winter simulations indicate a slightly larger affected 

volume near the discharge point for higher salinity changes. However, the most significant 

difference in absolute volume occurs with lower salinity changes, where summer scenarios 

consistently show an increase in affected volume. Additionally, during summer, the area 

affected by salinity changes in the bottom layer is notably larger compared to winter 

simulations. This phenomenon may be attributed to lower wind velocity during summer, 

which reduces surface wind shear. Consequently, the low-energy conditions during tide 

overturning are slightly extended in summer. Notably, the recorded sinking of brine occurs 

only during periods of the lowest current speeds, and reduced surface winds might 

marginally extend this period, allowing for a slight increase in vertical transport of brine. 

However, surface dispersion patterns of brine show very limited distribution southwards, 

despite predominantly southward wind speeds, especially in summer. This suggests that 

surface wind shear does not profoundly affect the brine plume’s dispersion. Additionally, 

while the pattern of increased affected volume for lower salinity increases is consistent 

across multiple scenarios, such small values fall beyond the model's confidence interval. 

Studies on marine brine distribution highlight seasonal stratification's effects on brine 

dispersal. For instance, in thermally stratified waters, descending brine entrains warmer 

waters, reducing its density and propagating at shallower depths than in winter (Wood et al., 

2020). Fernández Torquemada et al. (2009) found that stratified waters hinder brine from 

reaching the seabed due to higher bottom water density, causing stagnation at 12-15 meters 

depth. While the TNW area can experience intermittent stratification with interannual 

variability (van Leeuwen et al., 2015), no stratification was identified during both simulation 

periods (Figure 10 and Figure 11).  
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The effects of simultaneous discharge 

When comparing the distribution of temperature in the surface part of the domain, as well as 

the vertical extent resulting from a 5 GW electrolyser discharging coolant alone versus 

discharging both coolant and brine simultaneously, no noticeable difference is found. 

Conversely, the distribution of salinity is substantially altered when brine is released together 

with coolant. The periodic sinking of brine during high and low tides is not observed in the 

combined discharge scenarios. The moderately saline parts of the brine plume reach similar 

depths (up to roughly 10 meters) as the thermal plume. This observation indicates that the 

brine outflow mixes significantly with the thermal plume, resulting in a combined density 

lower than that of the surrounding waters. Consequently, this prevents sinking even when 

current velocities are minimal. While the mixing of both wastewater discharges largely 

eliminates the higher salinity anomalies found at the bottom, the surface dispersion of 

increased salinity is significantly greater than that of a singular brine discharge. This is likely 

due to the increased lateral advection from the higher discharge rate of the thermal 

wastewater stream. In fact, modelling studies investigating the discharge of wastewater in 

the Sea of Japan (Morelissen et al., 2016) and the Eastern Mediterranean (Wood et al., 

2020) recorded reduced salinity anomalies in the far-field and partly compensated negative 

buoyancy of the plume when brine mixed with thermal discharge, resulting in heightened 

surface propagation of the brine.  

Throughout the water column, patches of moderate to low (≤ 0.002 ppt) salinity increases 

are found, implying that sinking of more diluted brine does occur. It should be noted that 

when observing the dispersion of salinity for a combined scenario at individual timeframes, 

negative salinity anomalies up to -0.004 ppt are sporadically found within the water column. 

This could result from very slight differences between the salinity of the coolant stream, 

which is specified on an hourly scale, and the salinity of the reference run, which is 

calculated every 18 simulated seconds. Additionally, because the volumetric flow rate of 

coolant is more than 55 times higher than the brine discharge, local hydrodynamic flow 

patterns may be altered. Consequently, subtracting the reference scenario from the 

combined discharge scenario may occasionally involve comparing two water bodies that do 

not necessarily correspond to one another, resulting in false salinity changes not directly 

attributable to brine discharge. This effect was not significant for the individual coolant 

scenario, as the magnitude of temperature differences investigated were not as low as 

salinity differences found in the brine scenarios. Moreover, due to the relatively low 

volumetric flow rate of brine, the simulation scenarios involving only brine were likely less 

prone to such measurement inaccuracies. 

Applicability to other study areas 

In the context of thermal effluent, existing literature primarily investigates coastal discharge 

(Laguna-Zarate et al., 2021; Aljohani et al., 2018; Gaeta et al., 2020; Deabes, 2020). A 

notable distinction between coastal studies and this study lies in the sharpness of the 

temperature gradient directly away from the discharge point. For instance, Laguna-Zarate et 

al. (2021) found that during simulations comparable to the 5 GW scenario in this study, the 

water temperature remains, on average, 2 ºC higher than ambient 1 km seaward of the 

discharge point in both summer and winter. In contrast, our 5 GW scenarios reveal 

temperature elevations of approximately 0.5 ºC, limited to the east and west of the discharge 

point. Similarly, Aljohani et al. (2022) found that offshore discharge (1.5 km seaward) 

resulted in a sharper initial gradient in excess temperature compared to nearshore results, 

indicating quicker dissipation of thermal effluent. Interestingly, the total extent of the thermal 

plume was larger, with small temperature anomalies (<0.2 ºC) extending further along the 

coast compared to coastal discharge. This discrepancy is likely due to the large difference in 
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water depth. In shallow environments, thermal effluent quickly heats the entire water column 

below the discharge point (Gaeta, 2020). This may result in heightened heating of waters 

surrounding the discharge point compared to deeper areas, where thermal dissipation is also 

possible vertically, transferring heat to colder underlying waters. The results of this study 

combined with literature findings on thermal discharge in coastal environments strongly 

indicate that a decrease in water depth has a detrimental effect on the dissipation of heat, 

both in the vertical and at the surface. As a result, locations like the TNW area, which are 

positioned further offshore, are likely better suited for mitigating harmful effects arising from 

thermal discharge.  

The results presented in this study also underscore the direct relation, and thus the 

importance, of the strength of the tidal constituent within the area of discharge and the extent 

of both thermal and brine plumes. Tide induced currents increase dilution of both brine and 

coolant but increase their range of dispersion. In areas with weaker tides, local concentration 

of salinity and heat might be significantly increased while the spatial extent of the plume may 

be reduced, as evidenced by the behaviour of the plumes during high- and low tides where 

current velocity is minimal. Furthermore, a complete surface to bottom traversal of brine was 

shown to be only possible during high- and low tides, a period that might be extended in 

areas of weak tides. However, the simultaneous discharge of coolant and brine proved to be 

effective in inhibiting sinking of brine. Lastly, in areas with weaker tides, the oscillatory 

surface motion of the plumes may be reduced or not occur altogether. This may inhibit the 

alleviation of longer lasting heating or increases in salinity. 

Ecological implications of brine discharge 

The results of this study indicate that the increase in salinity due to brine discharge from 

hydrogen electrolysis, even in the worst-case scenario with a 5 GW electrolyser operating at 

100% capacity, never exceeds the natural salinity variations found in the North Sea as 

evidenced in Table 6. The maximum observed salinity increase directly at the discharge 

point was approximately 0.05 ppt, a value that quickly diminishes with distance from the 

source. This increase is significantly below the salinity changes cited in the literature as 

stressful for marine organisms, including phytoplankton, seagrasses, and various marine 

fauna (Table 2). For lower electrolyser capacities, the salinity differences are nearly 

undetectable, reinforcing the conclusion that direct salinity stress on marine life is highly 

unlikely under typical operating conditions. However, recent studies on brine discharge 

argue that while slight salinity increases may not cause direct harm, dynamic effects could 

still be significant (Biton et al., 2008). 

Recent coastal studies on brine discharge have highlighted several dynamic effects that 

could arise from the formation of density currents. These studies suggest that gravity 

currents and the Coriolis force can cause dense brine plumes to spread along the seabed, 

even when density differences between the diluted brine and ambient seawater are relatively 

small (Biton et al., 2008). For instance, modelling studies on the Eastern Mediterranean 

coast have shown that far-field propagation of desalination brines can form a higher density 

layer above the seabed, impeding the vertical mass transfer of nutrients from the seabed to 

the overlying water (Kress et al., 2020; Wood et al., 2020). This process is critical as the 

recycling of organic matter and remineralization of nutrients in coastal-shelf sediments 

support up to 40% of primary production in coastal waters. In our study, we observed the 

occurrence of lateral dispersion of denser brines. These brines, with salinity increases 

around 0.05 to 0.02 ppt above ambient levels, align with the findings from density current 

studies (Wood et al., 2020). However, no lasting salinity anomalies at the seabed were found 

in the present study, as the anomalies were diluted within one tidal cycle. It is clear that 

direct effects of increased salinity as a result of brine discharge in the TNW area are likely 
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not ecologically significant, given they were found to be short-lasting and extremely slight in 

magnitude. However, further research into the transient effects of brine discharge on nutrient 

cycling and marine productivity is needed given the low salinity change required (Wood et 

al., 2020). 

Another dynamic effect observed in this study is the influence of tidal currents on the sinking 

behaviour of the brine plume. During low- and high tide, the brine sinks relatively quickly, 

reaching the seabed within approximately 12 minutes for a 5 GW discharge. This rapid 

sinking could potentially affect the surface-to-bottom transport of nutrients, oxygen, and 

other properties, altering the ecological balance in the affected area. This effect, while 

transient, could still influence primary productivity, especially if such occurrences coincide 

with critical periods of phytoplankton growth or other biological processes. However, given 

the small spatial footprint of the brine plume at depth, these effects would likely be very local. 

Crucially, when brine is discharged together with coolant, sinking of the brine towards the 

bottom layer is completely inhibited. This will in all likelihood negate any dynamic effects 

potentially coupled with rapid sinking events. Furthermore, while the recorded salinity 

increases are much more widespread in the surface layers, the magnitude of such increases 

fall far below the natural variation of salinity in the area. In all likelihood, when brine is 

discharged alongside thermal effluent, direct and indirect harmful ecological effects of 

increased salinity in the TNW area will be extremely limited even for a worst-case scenario 

of a 5 GW electrolyser.  

Ecological implications of thermal discharge 

The temperature differences up to several degrees Celsius observed in this study, 

particularly for the worst-case scenarios of a 5 GW electrolyser, may be sufficient to cause 

ecological damage in the direct vicinity of the discharge point, especially to planktonic fauna 

such as phytoplankton and fish. As multiple studies on thermal effluent have highlighted, 

phytoplankton communities have been shown to shift in community and abundance during 

warming events of even a few degrees Celsius (Hu et al., 2023; Zhang et al., 2023; Li et al., 

2011). Furthermore, physiological stress responses in both tropical and temperate fish have 

been identified for the same temperature increases (Johansen et al., 2021; Shiomoto & 

Olsen, 1978). Other responses could include reduced swimming speeds, loss of balance 

and orientation, and altered reproductive processes. Fish mobility might help some 

individuals avoid the most thermally stressful areas, but this avoidance behaviour could lead 

to habitat compression and increased competition for resources elsewhere (Birtwell et al., 

2003). However, given the relatively limited spatial footprint of significant temperature 

increases (i.e., >1ºC), such an effect is likely not substantial in the TNW area. Effects on 

benthic fauna and reproductive processes (i.e., egg development and hatching) are likely to 

be limited as the thermal plume never significantly altered water temperatures at the seabed 

for any simulation. Furthermore, seeing that for all scenarios the thermal plume remains 

within this study’s domain, no areas of environmental protection are influenced by the 

discharge of wastewater in the TNW area.  

It is important to note that while temperature elevations of 1°C or higher, potentially 

indicative of inducing ecological harm, may extend multiple kilometres away from the 

discharge point for the 5 GW scenarios, such heating of the surface of the water column is 

subject to high variability. Fluctuating temperatures driven by the tidal cycle result in 

oscillating thermal gradients that can differ substantially from the constant thermal conditions 

often studied in laboratory settings. These rapid temperature shifts can lead to both 

alleviation and exacerbation of thermal stress, depending on the resilience of the affected 

organisms (Cabrerizo & Marañón, 2021). For instance, species naturally exposed to variable 

temperatures, tend to be more thermally resilient and capable of adapting to rapid changes, 
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often found in coastal zones such as estuaries (Cabrerizo et al., 2021). However, for species 

not accustomed to such variability, such as found in open seas, rapidly fluctuating 

temperatures can exacerbate thermal stress, potentially leading to reduced growth, altered 

reproductive success, and disrupted community interactions (Kremer et al., 2018). 

Furthermore, thermal variability has been shown to disrupt species coexistence among 

phytoplankton. Fluctuating temperatures can provide a temporary refuge for less competitive 

species, but extreme thermal fluctuations can accelerate species displacement and lead to 

unpredictable changes in community composition (Siegel et al., 2023). 

Direct harmful effects of the presented temperature elevations appear to be either confined 

to the worst-case simulations in the far field or confined to the direct proximity of the 

discharge point for lower electrolyser capacities. However, it is important to consider the 

potentially exacerbating effects of multiple ecological stressors. Cooling systems used in 

industrial processes pose a significant threat to marine fauna through mechanical and 

chemical stressors. The substantial intake volumes required for cooling systems can entrain 

planktonic organisms and small fish, subjecting them to mechanical stress from turbulence, 

pressure changes, and collisions with intake structures (Lee et al., 2018). Once inside the 

cooling system, these entrained organisms are exposed to elevated temperatures, 

exacerbating the stress and potentially leading to thermal shock. The use of anti-biofouling 

agents in cooling systems introduces an additional layer of chemical stress. These agents, 

such as chlorine, are toxic to a wide range of marine organisms, causing oxidative stress, 

respiratory distress, and increased mortality rates (Amara et al., 2018). The combination of 

mechanical, thermal, and chemical stressors can produce synergistic effects, where the 

presence of one stressor amplifies the impact of the others. This can lead to unexpectedly 

severe outcomes, such as sudden population crashes or shifts in community structure, 

which are not anticipated based on the impacts of each stressor in isolation (Dafforn et al., 

2011). 

In situ studies aiming to assess the impact of thermal discharge from cooling systems face 

significant challenges in isolating the effects of thermal stress from those of chemical 

stressors. The simultaneous presence of anti-biofouling agents complicates the 

interpretation of observed ecological impacts. For example, reductions in phytoplankton 

abundance or changes in species composition could be attributed to thermal stress, 

chemical toxicity, or a combination of both. Similarly, fish mortality observed near discharge 

points might result from elevated temperatures, exposure to toxic chemicals, or the 

cumulative impact of both stressors (Crain et al., 2008). 

Limitations of used methods  

The methodology used in this research proved to be effective in capturing the three-

dimensional behaviour of hypersaline- and thermal effluent within the research area. 

However, it is important to assess some limitations of the used methods which may have 

altered the results to a degree.  

Firstly, while the use of a variable grid resolution is an efficient strategy to balance simulation 

accuracy with data, computational power, and computation duration requirements, this may 

induce an incorrect representation of diffusion of the plume. The grid resolution is coarsening 

outwards from the discharge point, which coincides with the outward spreading of the plume. 

In the far-field, numerical diffusion may be induced due to the transition of grid cells of higher 

resolution towards grid cells of lower resolution. Here, the transition to a coarser grid cell can 

lead to smeared gradients of the concentration and velocity variables, potentially 

overestimating the plumes’ area while underestimating local concentrations.  
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Secondly, the input parameters handled in this study reflect a worst-case scenario that do 

not necessarily realistically reflect an offshore electrolyser system. For instance, the 

discharge parameters are calculated from a PEM electrolyser running at a constant 100% 

load. When translating the obtained results to a real-world scenario, it is important to note 

that this assumption is highly unrealistic. In all proposed offshore hydrogen concepts, the 

electrolyser is dedicated to power output from offshore windfarms (Leahy et al., 2021; 

Egeland-Eriksen et al., 2023; Hofrichter et al., 2023). Such a power supply is subject to the 

local wind velocity and direction, meaning that a power load sufficient to run the electrolyser 

at its full capacity is not always possible. This implies that the volumetric flowrate of brine 

and coolant will also be variable, as the power usage of the electrolyser corresponds to its 

hydrogen production and thus brine- and coolant discharge. The dispersion pattern of a 

temporally variable brine or coolant plume may be substantially different as evidenced by the 

results for lower electrolyser capacity. Additionally, selectively discharging brine during 

phases of rising flood or falling ebb may impede sinking processes, reducing the affected 

volume of salinity change. Alternatively, coolant could only be discharged during tidal 

maxima, reducing the spread of the thermal plume in the far-field.  

It is important to note that the intake of seawater by the cooling stack, proportional to the 

volumetric flowrate of coolant outflow, was not considered within the confines of this study. 

This is an important topic to incorporate for future research, as this aspect may significantly 

influence the hydrodynamic processes observed. These differences may include local 

recirculation zone and possible mitigation of thermal effects by drawing cooler water from the 

far-field. 

On the need for further research 

Apart from incorporating variable discharges and the intake of the cooling stack, the 

following topics for further research can be formulated:  

• What is the effect of seasonal phenomena such as stratification of the water column 

and the occurrence of storms on the distribution pattern of electrolyser wastewater 

discharge? The observed differences in affected volume for both coolant and brine 

between different seasons could not be explained fully within the confines of this 

study. 

• What is the influence of offshore windfarms on the distribution patterns of electrolyser 

wastewater discharge? Offshore electrolyser systems will likely be coupled to one or 

more wind turbines placed offshore in the future (Hofrichter et al., 2023). It has been 

shown that the presence of wind farms in an offshore setting can impact sea surface 

winds, local flow patterns, length and strength of stratification and the distribution of 

temperature and salinity (Christiansen et al., 2022), all of which potentially alter the 

dispersion and behaviour of wastewater plumes. 

• How does the dispersion pattern of wastewater discharged over multiple outfalls 

contrast with that from a single discharge point? While wastewater effluent 

discharged over multiple outfalls has been demonstrated to occasionally increase its 

thermal footprint (Morelissen et al., 2016), it may also aid in mitigating sharp 

gradients in temperature and salinity therefore reducing its ecological impact. 

• What are the effects of discharge of anti-fouling agents as a result of offshore 

electrolysis? It is crucial to gain further understanding in the impact of antifouling 

agents in this research area, especially the potentially stacking harmful effects of 

thermal stress, salinity stress and chemical stress (Dafforn et al., 2011). 

Lastly, it is important to highlight the need for validation of the results presented in this study 

through scale experiments or field studies. The outcomes of this research establish a 
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baseline for understanding the general dispersion patterns of wastewater resulting from 

offshore hydrogen electrolysis. However, certain inaccuracies in the model were identified, 

such as its inability to represent very small salinity changes when discharge flow rates are 

high and its potential to smooth gradients in the water’s characteristics. Real-world 

monitoring of future offshore hydrogen production sites will be instrumental in verifying these 

results. This monitoring will provide crucial data to refine the model inputs and improve the 

accuracy of predictions. 

The results presented in this study establish a valuable foundation for understanding the 

scope and behaviour of wastewater discharges stemming from offshore hydrogen 

electrolysis. It is clear that further research is needed to refine these findings and explore 

potential mitigation strategies. This is crucial, as hydrogen production plays a pivotal role in 

the transition towards renewable energy sources, especially considering the plans of the 

Dutch government to launch the first offshore electrolyser in the North Sea by 2031. Doing 

so aids in advancing our knowledge of sustainable energy production and its environmental 

implications.
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5. Conclusion 

This study presents the first hydrodynamical simulation examining the dispersal of 
wastewater from offshore hydrogen electrolysis. By employing a comprehensive set of 
numerical simulations, this research provides an effective baseline for future studies and 
policy development. 

A key finding of this study is the identification of ebb-flood processes as a major factor 
influencing the dispersion of wastewater plumes. During periods of maximum flow rates, 
such as falling ebb or rising flood, wastewater widely propagates at the surface, while during 
slack waters, brine effluent sinks. This oscillating pattern underscores the importance of tidal 
forcings in modulating the environmental impact of wastewater discharge. Discharging brine 
and coolant simultaneously has no observable effect on the distribution of heat compared to 
coolant alone, while the salinity distribution is altered significantly: the brine plume is 
positively buoyant after mixing with coolant, inhibiting sinking processes but increasing 
surface dispersal. 

The distinction between seasonal variations further enhances our understanding, revealing 
that winter conditions generally result in lower affected volumes compared to summer. This 
seasonal difference could be attributed to higher wind speeds and more variable wind 
directions in winter, which facilitate more effective mixing and dissipation of the thermal 
plumes. A more detailed analysis on these interactions would advance our understanding of 
the influence of seasonality on the dispersion patterns of wastewater discharge resulting 
from offshore hydrogen electrolysis. 

The study demonstrates that direct effects of brine discharge on marine ecosystems are 
likely to be minimal due to the relatively small increases in salinity simulated. However, the 
sinking behaviour of the brine effluent, especially for worst-case scenarios, warrants further 
consideration. The study highlights the possibility for brine to form density currents and its 
implications for nutrient cycling and benthic communities. In contrast, the potential direct 
impact of thermal stress on marine organisms could be substantial, particularly under worst-
case scenarios involving a 5 GW electrolyser operating at full capacity. Temperature 
increases near the discharge point could stress or harm local marine life, including 
planktonic species and fish, particularly those not adapted to rapid temperature fluctuations. 
While these effects are likely confined to the immediate vicinity of the discharge point, the 
study underscores the need for careful management and monitoring to mitigate potential 
ecological damage. This is especially important as offshore hydrogen electrolysis could 
impose multiple stressors on marine life, the stacking effects of which are still largely 
unknown. 

Despite the robust modelling approach, the study acknowledges that the assumptions made 
in the simulations may not fully capture real-world conditions. For instance, the model 
assumes a constant discharge rate, which does not reflect the variability in power output 
from offshore wind farms that would drive the electrolyser. The intake of seawater by cooling 
systems was not accounted for. These factors could significantly alter the dispersion patterns 
and environmental impacts observed in the simulations. Therefore, further research 
incorporating more realistic operational scenarios is essential to improve our understanding 
of the effects of offshore hydrogen production and its implications for the marine 
environment.   

As offshore hydrogen production faces significant growth and technological advancements, it 
is becoming a key player in the energy transition. The results presented in this study could 
provide a foundation for developing informed policy, ensuring that the expansion of offshore 
hydrogen production proceeds in a way that safeguards marine environments. 
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7. Appendix 

 

Appendix A. Average wind speed at 10 meter elevation over the simulated domain for 
summer (July, August and September) and winter (January, February and March) for years 
2019, 2018 and 2017. 
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Appendix B. Average sea surface temperature difference for a 5 GW electrolyser 
discharging both brine and coolant during summer. 

 

Appendix C. Average sea surface temperature difference for a 5 GW electrolyser 
discharging both brine and coolant during winter. 
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Appendix D. Average sea surface temperature difference for a 1 GW electrolyser 
discharging coolant during summer. 

 

Appendix E. Average sea surface temperature difference for a 1 GW electrolyser 
discharging coolant during winter. 
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Appendix G. Average sea surface temperature difference for a 0.5 GW electrolyser 
discharging coolant during winter. 

 

Appendix F. Average sea surface temperature difference for a 0.5 GW electrolyser 
discharging coolant during summer. 
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Appendix H. Average sea surface salinity difference for a 1 GW electrolyser discharging 
brine during summer. 

 

Appendix I. Average sea surface salinity difference for a 1 GW electrolyser discharging 
brine during summer. 

 



77 
 

 

Appendix J. Average sea surface salinity difference for a 0.5 GW electrolyser discharging 
brine during summer. 

 

Appendix K. Average sea surface salinity difference for a 0.5 GW electrolyser discharging 
brine during winter. 
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Appendix L. Average cross-sectional temperature difference for a 1 GW electrolyser 
discharging coolant during summer. 

 

Appendix M. Average cross-sectional temperature difference for a 1 GW electrolyser 
discharging coolant during winter. 
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Appendix N. Average cross-sectional temperature difference for a 0.5 GW electrolyser 
discharging coolant during summer. 

 

Appendix O. Average cross-sectional temperature difference for a 0.5 GW electrolyser 
discharging coolant during winter. 
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Appendix P. Average cross-sectional salinity difference for a 1 GW electrolyser discharging 
brine during summer. 

 

Appendix Q. Average cross-sectional salinity difference for a 1 GW electrolyser discharging 
brine during winter. 
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Appendix R. Average cross-sectional salinity difference for a 0.5 GW electrolyser 
discharging brine during summer. 

 

Appendix S. Average cross-sectional salinity difference for a 0.5 GW electrolyser 
discharging brine during winter. 
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Appendix T. Average cross-sectional temperature difference for a 5 GW electrolyser 
discharging coolant and brine simultaneously during summer. 

 

Appendix U. Average cross-sectional temperature difference for a 5 GW electrolyser 
discharging coolant and brine simultaneously during winter. 

 


