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Abstract

The management of present-day power systems has become increasingly complex due to the
integration of distributed and renewable energy resources. This added complexity makes the
power system optimization problem challenging to solve with conventional methods because of
its increased dimensionality. Reinforcement learning offers a model-free approach to optimal
decision-making. However, popular algorithms such as Deep Q-Networks (DQN) struggle to
produce feasible solutions due to their inability to strictly enforce operational constraints. To
address this issue, Hou Shengren et al. (International Journal of Electrical Power & Energy
Systems 152, 2023) proposed a variation of the DQN algorithm called “MIP-DQN”. Building
on the work of Matteo Fischetti and Jason Jo (Constraints 23.3: 296-309, 2018), this algorithm
formulates the trained critic neural network as a mixed-integer programming problem, enabling
the algorithm to identify the action that maximises the action-value function while satisfying
operational constraints.

With this thesis, we aim to provide an accessible study of the use of reinforcement learning,
particularly the MIP-DQN algorithm, for the optimal management of hybrid power systems from
both theoretical and applied perspectives. Theoretically, we present the necessary mathematical
foundations to understand reinforcement learning in the context of power system optimization.
This includes a detailed mathematical formulation of the power system optimization problem
and an explanation of the novel MIP-DQN algorithm, touching on various mathematical topics
such as optimization, Markov Decision Processes, optimal control, and reinforcement learning.

Our main contribution is the implementation of the MIP-DQN algorithm and the analysis of
its performance in optimising the management of a specified power system.
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1 Introduction
Distributed and renewable-based energy resources are a modern addition to power systems.
Examples include solar panels, wind turbines and distributed generators. These resources make
power systems more difficult to manage because of two reasons. Firstly, the number of individual
components that need to be managed increases significantly, leading to longer time requirements
for finding optimal schedules. Secondly, due to their weather dependence, the amount of power
produced by these resources is uncertain. This results in significant discrepancies between good
and bad days, with power values changing moment-to-moment throughout any given day. To
ensure that system demand is consistently met, faster and smarter algorithms are necessary.

The approach we study in this thesis involves using reinforcement learning to solve the op-
timization problem of the power system. This method allows us to utilize real-time data to
enhance decision-making. Being model-free, it does not require precise knowledge of the dynam-
ics of each system component, thereby reducing the time spent on modelling the problem and
allowing more focus on determining the optimal actions to take. Traditionally, the drawback
of reinforcement learning was the lack of algorithms capable of strictly enforcing operational
constraints. In practice, a solution is only feasible if it satisfies the power balance constraint.

A recent paper by Hou Shengren et al. (2023, [7]) presents a new reinforcement learning
algorithm which is able to keep the power balance constraint satisfied. The algorithm is named
“MIP-DQN”, which stands for “Mixed Integer Programming Deep Q-Network”. The algorithm
trains neural networks using the DQN algorithm. After this it proposes to formulate the trained
critic as a mixed integer programming problem (MIP). This is done as described in the work of
Matteo Fischettie and Jason Jo (2018, [1]). The MIP is then optimised over the available actions
in the power system. The result is the highest value action which maintains the power balance
constraint.

1.1 Outline of the thesis

In Chapter 2 we provide the mathematical foundations necessary for understanding the algo-
rithms used in reinforcement learning. The chapter begins with a description of the reinforcement
learning problem, including the formulation of a Markov decision process (MDP). We explain
fundamental concepts such as the action-value function, the policy function, and the Bellman
equations. We then illustrate methods for finding the policy function when the dynamics of the
Markov decision process are known. Finally, we explain neural networks.

In Chapter 3 we first formulate the power system we study as an optimization problem and
then as a Markov decision process. Chapter 4 details the reinforcement learning algorithms capa-
ble of solving the Markov decision process defined in Section 3.4. Initially, we explain advanced
concepts such as ϵ-greedy exploration, SARSA, Q-learning, and the actor-critic structure. We
then describe the DQN algorithm used for training the actor and critic neural networks, covering
techniques like fixed Q-targets and experience replay. We conclude this chapter with a formula-
tion of the DQN algorithm we used. Following this, we introduce the MIP-DQN algorithm and
explain how a neural network can be represented as a mixed integer programming problem.

This brings us to Chapter 5, where we present and analyze the results of using the DQN
and MIP-DQN algorithms. We begin by showcasing the training process and conclude with the
results obtained from deploying the neural networks.
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Finally, in Chapter 6, we interpret the results presented in Chapter 5. We find that the
MIP-DQN algorithm shows an improvement over the DQN algorithm. We conclude this chap-
ter by highlighting the shortcomings of the algorithms and providing suggestions for further
improvements.
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2 Mathematical foundations

2.1 Reinforcement learning

Before we give mathematical definitions, theorems and proofs, this section serves to explain what
reinforcement learning is and why we use it. This section is inspired by chapter 1 of [10]. We
make use of the terminology and examples of [10].

Reinforcement learning is part of the field of machine learning. In machine learning we make
use of datasets. We use machine learning to find some structure in the data or to extrapolate a
function on the data. In reinforcement learning we strive to define a map from a set of states
to a set of actions. We call this map a policy. Solving the reinforcement learning problem thus
comes down to finding a good policy.
To reach this goal, we guide the machine by giving numerical rewards. Some states are partic-
ularly good, and the machine will get a high reward. When a state is bad, the reward will be
lower or even negative. When we look at a lot of states and actions, we want to have a policy
that maximises the total reward we get.

As an example, in games like tic-tac-toe or chess, the goal is to win the game. In tic-tac-toe
one wins by being the first playing to claim three positions in a row. While in chess the rules are
very different, and a player wins by checkmating the opposing king. Even though these games
are different, they both make use of a board. We define each position on the board as a state.
And we define each move we can make as an action.
In chess we could decide to give rewards after every action the machine takes. We would give
a high reward for taking a queen, and a low reward if it doesn’t take any pieces. But it’s not
immediately clear how we could give rewards after a single action in tic-tac-toe. In this case we
could decide to only give rewards for winning, drawing or losing a game.

A first approach to solve these games is to make a model of all their rules. After this, we
could use a machine to solve this model. We directly compute the best way to reach the goal.
This approach is called planning.
In reinforcement learning we don’t restrict ourselves to solving a model. In fact, we don’t even
need to know the rules of the game. Instead, we interact with the problem through the actions
we take and in return we receive a new state and a reward. This allows reinforcement learning
to be used for very complex problems, for which finding a good model can be challenging.

The concept of reinforcement learning is fascinating in itself. However, before making rig-
orous statements about this solution method, we need a solid mathematical formulation. For
this reason, we introduce the Markov decision process (MDP) in Section 2.2. This framework
describes time-dependent problems using states, actions, and rewards. Our goal is to predict the
future rewards received when in a particular state. To achieve this, we define value functions in
Section 2.3, which are considered optimal when they provide the best possible prediction. We
will see that the optimal policy involves consistently choosing actions that correspond to the
highest value.

To simplify the computations, we introduce recursive equations known as the Bellman equa-
tions, also covered in Section 2.3. These equations will be used in Section 2.4 to determine the
optimal policy. We can only find this optimal policy when the dynamics function of the MDP is
known. When the dynamics function is unknown, we will introduce reinforcement learning algo-
rithms to find the policy, as discussed in Chapter 4. In Section 2.5, we explain neural networks,
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which form the basis of our reinforcement learning algorithms, crucial for our study.

2.2 Markov Decision Process

In this section we give the framework we will use to model reinforcement learning problems. This
framework is called a Markov decision process (MDP). As in Section 2.1, we will have states and
actions. We use MDPs to describe time-dependent problems. Time really matters because at
each moment in time, the data we have is one reward, one state and one action. Because time is
sequential this means our data is dependent on the order in time.

In a MDP the actions won’t only determine the immediate reward we get, but they can also
have long term consequences. Taking an action will decide a change in our state. This might
mean that taking a certain action prevents reaching good states. This is why in a MDP, a good
policy sometimes sacrifices short term rewards, in order to get more rewards later in time.
We start by describing all the elements of a MDP and we work our way towards a formal
definition. This section makes use of the notation and definitions of chapters 3.1 up to and
including 3.3 in [10].

For some k ∈ N, let I := {0, . . . , k} ⊆ N and i ∈ I. Let T ∈ R≥0. For all i ∈ I, let ti ∈ R≥0

be defined such that t0 = 0, tk = T and ti−1 ≤ ti for all i > 0. We define the set of possible
times T as

T = {t0, t1, . . . , tk}.
Note that we consider a finite number of times. In our definition we gave a minimum time t0 = 0
and a maximum time tk = T .

As mentioned before, it is now time to define the states, actions and rewards.
A state gives information about the variables of the problem for which the MDP is modelling.
To keep the MDP simple, we want a state to include enough information to define the transition
to the next state. This is formalised by the requirement that the states must satisfy the Markov
property. To make the notation clear, we first define the states, and then we give the Markov
property.

Definition 2.2.1. We define the set of states as S, such that every state s ∈ S satisfies the
Markov property. We index a state Sti ∈ S by the time ti ∈ T , to indicate this is the state at
time ti.

Definition 2.2.2. A state Sti ∈ S satisfies the Markov property if and only if [8]

P[Sti+1
| Sti ] = P[Sti+1

| St0 , . . . , Sti , 0 ≤ i ≤ k − 1].

We now define the actions and the rewards.

Definition 2.2.3. We define the set of actions A. Similarly to states, we can index an action
Ati ∈ A by the time ti ∈ T .

Definition 2.2.4. We define a reward r as some real number, r ∈ R. Similarly to states and
actions we define a set of all possible rewards R ⊆ R. For any set of rewards R we define 0 ∈ R.
We write Rt ∈ R for the reward at time t ∈ T . We define Rt′ = 0 for all t′ ∈ R where t′ ̸∈ T .
We also define Rt0 = 0.

We will now give a function which defines how an action determines the changes between
states. This function also defines the reward we get for changing states. Note that the rewards
are our own interpretation of how good it is to change states by a particular action. These
rewards aren’t intrinsic to the problem, but a part of the model. The part of the MDP model
that defines these changes and rewards is called the dynamics function.
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Definition 2.2.5. We define the probability for reward r ∈ R when action a ∈ A changes
the state of the problem from s ∈ S to s′ ∈ S as pd(s, a, s

′, r), where the dynamics function
pd : S ×A× S ×R → [0, 1] is defined as

pd(s, a, s
′, r) := P[Sti+1 = s′, Rti+1 = r | Sti = s,Ati = a, 0 ≤ i ≤ k − 1],

with ∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) = 1, for all s ∈ S, a ∈ A.

Using the dynamics function we will formulate two other functions. We define the transition
probability function, which gives a probability for the next state. And we define the reward
function, which gives the expected next reward.

Definition 2.2.6. We define the probability with which an action a changes the state of the
problem from s to s′ as pt(s, a, s

′). Where we introduce the transition probability function
pt : S ×A× S → [0, 1] as

pt(s, a, s
′) := P[Sti+1

= s′ | Sti = s,Ati = a, 0 ≤ i ≤ k − 1]

=
∑
r∈R

pd(s, a, s
′, r),

where ∑
s′∈S

pt(s, a, s
′) = 1, for all s ∈ S, a ∈ A.

Definition 2.2.7. We define the expected reward for changing from state s to s′ by action a as
r(s, a, s′). Where we introduce the reward function r : S ×A× S → R as

r(s, a, s′) := E[Rti+1
| Sti = s,Ati = a, Sti+1

= s′, 0 ≤ i ≤ k − 1]

=
∑
r∈R

r
pd(s, a, s

′, r)

pt(s, a, s′)
.

We now understand the concepts of time, states, actions, and rewards, as well as how they
interact with each other. If we start in some state St0 and we take an action At0 , the dynamic
function gives information about what St1 and Rt1 will be. Using the dynamics function we can
make a sequence of states, actions and rewards. Note that these sequences can’t get infinitely
long because we defined a minimum and a maximum time in the definition of the times T . We
call the maximal sequences the episodes.

Definition 2.2.8. We define an episode as a sequence of states, actions and rewards of the form

Rt0 , St0 , At0 , Rt1 , St1 , . . . , Rtk , Stk , Atk ,

where time tk is the maximum time in T .

Note that it is possible that there are states where every action leads to staying in this state.
In this case an episode has a subsequence with only one state, which keeps being repeated. If
the reward from this state is always 0 we call it a terminal state.

Lastly we introduce the discount rate γ ∈ [0, 1] to the MDP. This parameter will help us
model if we want to value immediate rewards higher than future rewards.
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Definition 2.2.9. We define the return Gti as the sum of all discounted rewards starting from
time ti ∈ T :

Gti := Rti+1 + γRti+2 + · · · =
∞∑
k=0

γkRti+k+1
.

Note that the sum in Definition 2.2.9 is well-defined because Definition 2.2.4 gives Rt = 0
when t ̸∈ T .

Definition 2.2.10. Using the previously defined set of times T , set of states S, set of actions
A, set of rewards R, a dynamics function pd and a discount rate γ; we define a Markov decision
process (MDP) as a tuple (T ,S,A,R, pd, γ).

In Definition 2.2.10, we introduced the MDP framework for modeling our problems. But how
do we solve our problem using a MDP? Remember, solving a reinforcement learning problem
involves maximising the total reward. To achieve this, we need to understand which states and
actions lead to high rewards. In the next section, we will define value functions to help us
determine this.

2.3 Bellman equations

Consider this: In this section, we define value functions for an MDP. These functions assign a
value to every state and action, allowing us to determine which states and actions are better
than others. We also formalise the concept of a policy, which describes the decisions to make
between certain actions. By taking actions with high values, we can expect to maximise the
cumulative future reward. Additionally, we explore the Bellman equations, which are recursive
functions that can be used to find the value functions given an MDP.

This section makes use of the notation and definitions of chapters 3.5 and 3.6 in [10]. All
definitions, lemmas and theorems are defined for a MDP (T ,S,A,R, pd, γ).

Definition 2.3.1. We define the probability that an action a changes the state s in the MDP
as π(s, a), where the policy function π : S ×A → [0, 1] is defined as

π(s, a) := P[Ati = a | Sti = s, 0 ≤ i ≤ k],

where ∑
a∈A

π(s, a) = 1, for all s ∈ S.

Both the policy function as well as the transition probability function give information about
how the state in the MDP will change. Note that the policy function gives us a probability for
the next action given that we only know the current state. Whereas the transition probability
function gives us a probability for the next state, given that we know the current state as well
as the current action.

Using our previously defined notion of the return we can now define the value of a state. We
consider a particular policy π and a state s. Starting from state s and taking actions according
to the policy π we get a sequence of states, actions and rewards. Because a policy is probabilistic,
such a sequence doesn’t have to be uniquely defined. This means we can get different values for
the return. For this reason we define the value of a state as the expected return from this state.
We write Eπ for the expected value that we get by taking actions according to policy π.
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Definition 2.3.2. We define the value of a state s ∈ S for a policy function π as the state-value
function vπ(s) : S → R which is expressed as

vπ(s) := Eπ[Gti | Sti = s, 0 ≤ i ≤ k].

Similarly to defining a function for the value of a state, we can define a function to determine
the value of a particular action. Since one action can be taken from multiple different states, we
define the value of an action for each state from which it is taken.

Definition 2.3.3. We define the value of an action a ∈ A taken from a state s ∈ S, for a policy
function π as the action-value function qπ(s, a) : S ×A → R, expressed as

qπ(s, a) := Eπ[Gti | Sti = s,Ati = a].

We will now show and prove three lemmas. These will be used to derive the Bellman equa-
tions. The first lemma gives a recursive expression for the return.

Lemma 2.3.4. For the return Gti at time ti ∈ T , where 0 ≤ i ≤ k, the return is given by

Gti = Rti+1
+ γGti+1

.

Proof. Using Definition 2.2.9 in (2.1) and in (2.2), we get

Gti =

∞∑
k=0

γkRti+k+1
(2.1)

= γ0Rti+1
+

∞∑
k=1

γkRti+k+1

= Rti+1 + γ

∞∑
k=1

γk−1Rti+k+1

= Rti+1
+ γ

∞∑
k=0

γkRti+k+2

= Rti+1
+ γGti+1

. (2.2)

□

The next lemma tells us that the value of a state is equal to the summed values of the actions
we can take from this state.

Lemma 2.3.5. For a policy function π and action-value function qπ(s, a), the state-value func-
tion is given by

vπ(s) =
∑
a∈A

π(s, a)qπ(s, a).

Proof. We use Definition 2.3.2 in (2.3), Definition 2.3.1 in (2.4), and Definition 2.3.3 in (2.5) to
obtain

vπ(s) = Eπ[Gti | Sti = s, 0 ≤ i ≤ k] (2.3)

=
∑
a∈A

π(s, a)Eπ[Gti | Sti = s,Ati = a, 0 ≤ i ≤ k] (2.4)

=
∑
a∈A

π(s, a)qπ(s, a). (2.5)
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While Lemma 2.3.5 described how we can express the state-value function in terms of the
action-value function, the next lemma does the opposite. The value of an action will be equal
to the expected immediate reward summed with the values of the states the action transitions
towards.

Lemma 2.3.6. For a policy function π, state-value function vπ(s) and dynamics function pd,
the action-value function is given by

qπ(s, a) =
∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γvπ(s

′)) .

Proof. We use Definition 2.3.3 in (2.6), Lemma 2.3.4 in (2.7), Definition 2.2.5 in (2.8) and
Definition 2.3.2 in (2.9) to obtain

qπ(s, a) = Eπ[Gti | Sti = s,Ati = a, 0 ≤ i ≤ k] (2.6)

= Eπ[Rti+1
+ γGti+1

| Sti = s,Ati = a, 0 ≤ i ≤ k − 1] (2.7)

= Eπ[Rti+1
| Sti = s,Ati = a, 0 ≤ i ≤ k − 1] + γEπ[Gti+1

| Sti = s,Ati = a, 0 ≤ i ≤ k − 1]

=
∑
s′∈S

∑
r∈R

pd(s, a, s
′, r)r + γ

∑
s′∈S

∑
r∈R

pd(s, a, s
′, r)Eπ[Gti+1 | Sti+1 = s′, 0 ≤ i ≤ k − 1]

(2.8)

=
∑
s′∈S

∑
r∈R

pd(s, a, s
′, r)r + γ

∑
s′∈S

∑
r∈R

pd(s, a, s
′, r)vπ(s

′) (2.9)

=
∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γvπ(s

′)) .

□

We now have all the necessary tools to characterise the Bellman equations.
We can use the Bellman equation for vπ to recursively define the value of a state. We look at
each action we take from this state s using our policy. For each action we take the corresponding
reward and we add the values of the states we end up in.

Theorem 2.3.7. For a policy function π and dynamics function pd, the Bellman equation for
the state-value function vπ is given by

vπ(s) =
∑
a∈A

π(s, a)

(∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γvπ(s

′))

)
.

Proof. Using Lemma 2.3.5 in (2.10) and Lemma 2.3.6 in (2.11) we get

vπ(s) =
∑
a∈A

π(s, a)qπ(s, a) (2.10)

=
∑
a∈A

π(s, a)

(∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γvπ(s

′))

)
. (2.11)

□

We can use the Bellman equation for qπ to recursively define the value of an action. First
we take our expected immediate reward. We add to this the rewards of the future actions we
consider using our policy.
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Theorem 2.3.8. For a policy function π and dynamics function pd, the Bellman equation for
the action-value function qπ is given by

qπ(s, a) =
∑
s′∈S

∑
r∈R

pd(s, a, s
′, r)

(
r + γ

(∑
a′∈A

π(s′, a′)qπ(s
′, a′)

))
.

Proof. Using Lemma 2.3.6 in (2.12) and Lemma 2.3.5 in (2.13) we get

qπ(s, a) =
∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γvπ(s

′)) (2.12)

=
∑
s′∈S

∑
r∈R

pd(s, a, s
′, r)

(
r + γ

(∑
a′∈A

π(s′, a′)qπ(s
′, a′)

))
. (2.13)

□

In both Bellman equations we take the values of our successors and we use them to determine
the value for the current state or action. Using the Bellman equations we don’t have to use the
full return from each state or action to determine the value of this state or action. If we have
some certainty about the values of the successor states and actions, we easily get the value of
the current state or action.

We have defined the policy, the state-value function and the action-value function. In the
reinforcement learning problem we want to find the optimal functions that maximise our total
reward. We will now define what it means for these functions to be optimal.

Definition 2.3.9. A policy π∗ is called an optimal policy if and only if

vπ∗(s) ≥ vπ(s)

for all policy functions π and all s ∈ S.

In the following definitions we use the notation maxπ to take the maximum value over all
policy functions π : S ×A → [0, 1].

Definition 2.3.10. We define the optimal state-value function v∗(s) : S → R as

v∗(s) = max
π

vπ(s).

Definition 2.3.11. We define the optimal action-value function q∗(s, a) : S ×A → R as

q∗(s, a) = max
π

qπ(s, a).

We can also make recursive expressions for the optimal value functions. These are called
the Bellman optimality equations. We proof a lemma before we state the Bellman optimality
equations. This lemma expresses the optimal state-value function in terms of the optimal action-
value function.

Lemma 2.3.12. For the optimal action-value function q∗(s, a), the optimal state-value function
v∗ is given by

v∗(s) = max
a∈A

q∗(s, a).
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Proof. We use Definition 2.3.10 in (2.14), Definition 2.3.2 in (2.15), Definition 2.3.3 in (2.16)
and Definition 2.3.11 in (2.17) to obtain

v∗(s) = max
π

vπ(s) (2.14)

= max
π

Eπ[Gti | Sti = s, 0 ≤ i ≤ k] (2.15)

= max
a∈A

max
π

Eπ[Gti | Sti = s,Ati = a, 0 ≤ i ≤ k]

= max
a∈A

max
π

qπ(s, a) (2.16)

= max
a∈A

q∗(s, a). (2.17)

□

We now have all the necessary tools to characterise the Bellman optimality equations.
Similarly to the Bellman equation for vπ, the Bellman optimality equation for v∗ is a recursive
equation.

Theorem 2.3.13. For a policy function π and dynamics function pd, the Bellman optimality
equation for v∗ is given by

v∗(s) = max
a∈A

∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γv∗(s

′)) .

Proof. We use Lemma 2.3.12 in (2.18), Definition 2.3.11 in (2.19), Lemma 2.3.6 in (2.20) and
Definition 2.3.10 in (2.21) to obtain

v∗(s) = max
a∈A

q∗(s, a) (2.18)

= max
a∈A

max
π

qπ(s, a) (2.19)

= max
a∈A

max
π

∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γvπ(s

′)) (2.20)

= max
a∈A

∑
s′∈S

∑
r∈R

pd(s, a, s
′, r)

(
r + γmax

π
vπ(s

′)
)

= max
a∈A

∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γv∗(s

′)) . (2.21)

□

Similarly to the Bellman equation for qπ, the Bellman optimality equation for q∗ is a recursive
equation.

Theorem 2.3.14. For a policy function π and dynamics function pd, the Bellman optimality
equation for q∗ is given by

q∗(s, a) =
∑
s′∈S

∑
r∈R

pd(s, a, s
′, r)

(
r + γmax

a′
q∗(s

′, a′)
)
.

Proof. We use Definition 2.3.11 in (2.22), Lemma 2.3.6 in (2.23), Definition 2.3.10 in (2.24) and

12



Lemma 2.3.12 in (2.25) to obtain

q∗(s, a) = max
π

qπ(s, a) (2.22)

= max
π

∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γvπ(s

′)) (2.23)

=
∑
s′∈S

∑
r∈R

pd(s, a, s
′, r)

(
r + γmax

π
vπ(s

′)
)

=
∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γv∗(s

′)) (2.24)

=
∑
s′∈S

∑
r∈R

pd(s, a, s
′, r)

(
r + γmax

a′
q∗(s

′, a′)
)
. (2.25)

□

2.4 Solving the reinforcement learning problem

In this section, we present methods used to iteratively find a good policy. The methods discussed
here assume that the dynamics function of the MDP is known. In Section 4, we will explore
methods that do not rely on the dynamics function.

We first show how to determine the value functions if we are given a policy. Then we show
ways to improve a policy if we are given the value functions. The combination of these two steps
leads to an iterative process called policy iteration. We will also explain another variation called
value iteration.

This section makes use of the notation and definitions of chapters 4.1 up to and including 4.4
in [10].

2.4.1 Policy evaluation

Computing the value functions when we are given a policy is called “policy evaluation”. We
show an iterative approach based on the Bellman equation for vπ from Theorem 2.3.7. Recall
that this theorem gives us the following equality for a state s ∈ S:

vπ(s) =
∑
a∈A

π(s, a)

(∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γvπ(s

′))

)
.

The idea of iterative value evaluation is to turn this equation into an iterative approximation.
We initialise a state-value function v0 with arbitrary values. We define vk to be our estimate of
vπ at iteration k, for k ∈ N \ {0}. Iterating with the Bellman equation gives us

vk+1(s) =
∑
a∈A

π(s, a)

(∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γvk(s

′))

)
.

The intuition behind the convergence is as follows: The first values of v0 at every state are
arbitrary and are most likely not close to the real values of vπ. Even so, by doing more iterations,
we add more real rewards r to every value of vk. The more real rewards we add, the more the
functions converge to vπ. However, there is no guarantee that we convergence to vπ in a finite
number of iterations.
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We won’t prove the convergence of this algorithm. Nevertheless, we do note that vπ is a fixed
point of this iteration. When vk = vπ, the iterative function will be the same as the Bellman
equation for vπ. We also note that if there are any terminal states we must give them a zero
value. Otherwise their wrong value will propagate itself in all the next iterations.

Lastly, we remark that once an approximation for the state-value function vπ is known, we
can use Lemma 2.3.6 to compute an approximation for the action-value function qπ.

2.4.2 Policy improvement

After computing the value function, we consider it’s use to improve the policy. This process is
called “policy improvement”. When we are given a policy π and its value functions vπ and qπ
(defined in definitions 2.3.2 and 2.3.3), we wish to construct a policy π′ that is better. One way
to do this is by replacing low value actions in π, by actions that have a higher value. We clarify
this in the following theorem.

Theorem 2.4.1. We assume that γ ∈ [0, 1). For two deterministic policy functions π and π′, if
for all states s ∈ S the inequality

qπ(s, π
′(s)) ≥ vπ(s) (2.26)

holds, then for all states s ∈ S

vπ′(s) ≥ vπ(s). (2.27)

If we have a strict inequality in equation (2.26) for a particular state, then at this state we have
a strict inequality in equation (2.27) as well.
Proof. We prove the non-strict inequality. The strict case follows similarly.
We use inequality (2.26), Definition 2.3.3 and Lemma 2.3.4 to obtain, for s ∈ S and 0 ≤ i ≤ k:

vπ(s) ≤ qπ(s, π
′(s))

= Eπ [Gti | Sti = s,Ati = π′(s)]

= Eπ

[
Rti+1

+ γGti+1
| Sti = s,Ati = π′(s)

]
= E

[
Rti+1

+ γvπ(Sti+1
) | Sti = s,Ati = π′(s)

]
(2.28)

= Eπ′
[
Rti+1

+ γvπ(Sti+1
) | Sti = s

]
.

Note that in equation (2.28) we made use of the fact that π is a deterministic policy. By Definition
2.3.2, this gives us that vπ(Sti+1

) = Eπ[Gti+1
| Sti+1

] = Gti+1
.

Using the previous result twice we obtain, for 0 ≤ i ≤ k:

vπ(s) ≤ Eπ′
[
Rti+1

+ γ vπ(Sti+1
) | Sti = s

]
≤ Eπ′

[
Rti+1

+ γ Eπ′
[
Rti+2

+ γ vπ(Sti+2
) | Sti+1

]
| Sti = s

]
= Eπ′

[
Rti+1

+ γ Rti+2
+ γ2 vπ(Sti+2

) | Sti = s
]
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By repeatedly using this result we obtain, for 0 ≤ i ≤ k:

vπ(s) ≤ Eπ′
[
Rti+1 + γ Rti+2 + γ2 vπ(Sti+2) | Sti = s

]
≤ Eπ′

[
Rti+1

+ γ Rti+2
+ γ2 Rti+3

+ γ3 vπ(Sti+3
) | Sti = s

]
≤ . . .

≤ Eπ′

[
lim
n→∞

(
n∑

k=0

γkRti+k+1
+ γn+1vπ(Sti+n+1

)

)
| Sti = s

]
(2.29)

= Eπ′

[ ∞∑
k=0

γkRti+k+1
| Sti = s

]
(2.30)

= Eπ′ [Gti | Sti = s] (2.31)

= vπ′(s). (2.32)

Note that the infinite sums in equations 2.29 and 2.30 are well defined, because we defined Rt = 0
for t ̸∈ T , and T is a finite set.
In equation (2.30) we used that γ ∈ [0, 1). This gives us that limn→∞ γn+1 = 0.
We used Definition 2.2.9 in equation (2.31) and Definition 2.3.2 in equation (2.32). □

Theorem 2.4.1 gives us a method to do policy improvement. Given a policy π, we can
construct a better policy π′ as follows. First we keep π′ = π. This way we have qπ(s, π

′(s)) =
vπ(s) for all states s ∈ S. Then we try to find an action a such that for a state s we have
qπ(s, a) > vπ(s). Theorem 2.4.1 tells us that when we take this action π′(s) = a instead of π(s),
we will have vπ′(s) > vπ(s) in this state, and we have vπ′(s′) ≥ vπ(s

′) in all other states s′ ∈ S
as well. Implying an improved policy. We call this a greedy policy update of π with respect to
vπ.
Of course, we don’t have to restrict ourselves to improve the policy using a single action. We
can do policy improvement by greedily taking the action with the highest value at every state.

It is possible that there is no action with a higher value at any state. In this case our
policy can’t be improved and it is an optimal policy by definition. This method doesn’t give a
guarantee to obtain the optimal policy within a certain time. However, each iteration does give
a guaranteed improvement of the policy. For a finite MDP this means that at some iteration the
policy will be optimal.

One thing to note is that we considered deterministic policy functions in Theorem 2.4.1. If a
policy is not deterministic, the same principles apply (chapter 4.2 of [10]). We can do a greedy
policy update with respect to the value function.

2.4.3 Policy iteration

Previously, we have shown the methods of policy evaluation and policy improvement. The first
of which uses a policy to determine the value function, while the second uses a value function
to find a better policy. These methods can be repeated to find an optimal policy. We evaluate
and improve a policy function, after which the improved function is used for the evaluation and
improvement steps again. This iterative process is called “policy iteration”.

2.4.4 Value iteration

One downside of policy iteration is that we have to do policy evaluation often. The algorithm of
policy evaluation converges in the limit. It turns out that policy iteration still converges to the
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optimal policy if we don’t wait for convergence in policy evaluation. Even doing one iteration
of policy evaluation is enough to get convergence. Doing policy iteration where we only do one
iteration of policy evaluation, is called “value iteration”.

We can combine the policy evaluation and improvement steps in value iteration. We initialise
a state-value function v0 with arbitrary values. We define vk to be our estimate of vπ at iteration
k, for k ∈ N \ {0}. This gives us the following iterative update for s ∈ S:

vk+1(s) = max
a∈A

E
[
Rti+1

+ γvk(Sti+1
) | Sti+1

= s,Ati+1
= a, 0 ≤ i ≤ k

]
= max

a∈A

∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) (r + γvπ(s

′)) .

Note the similarity with the Bellman optimality equation in Theorem 2.3.13.
In value iteration we have to do fewer computations than in regular policy iteration. It is therefore
often faster. It can be shown that value iteration converges to the optimal value function in a
finite MDP (chapter 4.4 of [10]).

Value iteration gives an estimated value function. We can simply define a policy using this
function. At every state we greedily take an action with the maximal value. Note that we can
use Lemma 2.3.6 to calculate the action-value function.

So have we solved the reinforcement learning problem? The answer to this question
is yes, if we know the dynamics function of our MDP. With the dynamics function, we can use
the theory from this section to find a good policy. However, in practice, the dynamics function
is often unknown. In the next sections, we explore neural networks, which will form the basis
of Section 4. There, we will examine reinforcement learning algorithms designed to search for a
good policy when the dynamics function is unknown.

2.5 Artificial neural networks

An artificial neural network (ANN) is a mathematical model which is often used to approximate
non-linear functions. An ANN can have many parameters which can be adjusted to better fit
this function. We first describe the intuition behind the ANN. Then we define what neurons are
and we take a look at the topology of a neural network. We conclude this section by showing
how parameters of a network can be adjusted to minimise the error. We make a reference to an
algorithm called back-propagation.

2.5.1 Biological neuron

As the name “artificial neural network” suggests, it is modelled after a biological neural network.
Before we define the components of an ANN, it is worthwhile to describe them in their biological
context. Just like the networks in a brain, the ANN consists of neurons. Biological neurons send
electrochemical signals to one another through their synapses. Similarly, the neurons in an ANN
can be connected and give an output to other neurons. When a biological neuron receives a total
signal greater than some threshold, it causes the neuron to send a signal as well. Similarly, an
artificial neuron in an ANN takes the input signals, adds them together, and if the sum is great
enough, it will give an output. To model the threshold which determines if an artificial neuron
gives an output, we use a bias and an activation function [11].
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2.5.2 Artificial neuron

Let n ∈ N. Assume an artificial neuron p has input signals {x1, . . . , xn} ⊆ R. The neuron
processes these signals by taking a weighted sum with weights {wp

1 , . . . , w
p
n} ⊆ R. The neuron

adds a bias bp ∈ R to this sum. The result of which gets mapped by an activation function
fp : R → R. Typically all neurons in a network use the same activation function. However,
different neurons often have different weights and biases. These are the parameters we can
change to make the network better fit a function. To summarise, this neuron has a value yp ∈ R
equal to [4]

yp = fp

(
n∑

i=1

wp
i xi + bp

)
.

2.5.3 Network terminology

We can make a neural network using a set N of neurons. The neural network has the structure
of a directed graph with vertices N and a set of directed edges E. Consider a directed edge
e = (n1, n2). In this case the value of neuron n1 is an input for neuron n2. Typically, we design
a neural network such that it has layers. A layer is an independent set of neurons. This means
there is no edge connecting any two neurons in the layer.

Assume a neural network has l ∈ N layers. We can assign a number i ≤ l to each layer. The
neurons in layer i ≤ l have edges directed to the neurons in layer i + 1. Layer 0 is called the
input layer and doesn’t have any ingoing edges. When we use the neural network we initialise the
values of these neurons using an input vector. Layer l is called the output layer of the network
and doesn’t have any outgoing edges. After we compute all the values in our network, the values
of the neurons in the output layer will be an output vector of our neural network. All the layers
that are neither the input nor the output layers, are called hidden layers.

2.5.4 Network structures

What we have described so far is a feed-forward neural network. Many other structures can be
made. For instance, a recurrent (also called “feed-back”) neural network. In this case neurons
can have directed edges to neurons in the same or in previous layers.

Computing the values of the neurons in a feed-forward neural network is simple. Layer 0 is
initialised by the input vector. Every layer i ≥ 1 uses the values of the previous layer i − 1 as
input. This means we can compute the values of the neurons in increasing order of the layers.
In a recurrent neural network this works a little differently. Neurons don’t only use values of the
previous layer. We have to initialise the value of all neurons, typically as 0. Let’s consider time
in our neural networks. In this case, the feed-forward neural network will have only one output
after we computed the output vector. However, this doesn’t have to be the case in a recurrent
neural network. As we iterate over all the layers, to compute the values of the neurons, the
values of the output neurons may change. It is possible that we end up in an equilibrium state,
after which the output stays the same [4, 11].

Figure 2.1 shows a feed-forward neural network. The dots represent neurons and have names
k1, k2, . . . , n1, n2. The layers are visualised by green boxes. All the neurons in a green box are
part of that layer. We have drawn black arrows between neurons to indicate that the value of a
neuron is an input for the neuron at the tip of the arrow. Furthermore, input and output vectors

have been drawn. The vector

(
x1

x2

)
initialises layer 0 and the vector

(
y1
y2

)
stores the values of

the neurons in layer 3. The grey arrows show that the values of these neurons are used.
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We call the layers in this network “fully connected”, because every neuron in every layer has
an arrow pointing to every neuron in the next layer.

y1

y2

x1

x2
1 2 3layer i = 0

k1

l2

l3

n1

n2k2

l1

m1

Figure 2.1: A feed-forward neural network.

Figure 2.2 shows a recurrent neural network. It has a similar structure to the network in
Figure 2.1. The difference is that arrows have been drawn within a layer, or back to a previous
layer. This shows that neurons in a recurrent network can have input values from neurons in the
same layer, or from a higher layer.

y1

y2

x1

x2

1 2 3layer i = 0

Figure 2.2: A recurrent neural network.

We demonstrate how the values x1 and x2 propagate through the network in Figure 2.1.
We assume every neuron p has an activation function fp, weights wp and a bias bp. We abuse
notation and use the name of the neuron p to denote it’s value yp.
Using the input values x1 and x2, the values of neurons k1 and k2 are

k1 = x1,

k2 = x2.

These values are used to obtain those of neurons l1, l2 and l3 as

l1 = f l1(wl1
1 k1 + wl1

2 k2 + bl1),

l2 = f l2(wl2
1 k1 + wl2

2 k2 + bl2),

l3 = f l3(wl3
1 k1 + wl3

2 k2 + bl3).
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In a similar fashion we obtain the value of m1 as

m1 = fm1(wm1
1 l1 + wm1

2 l2 + wm1
3 l3 + bm1).

Lastly we obtain the values of n1 and n2,

n1 = fn1(wn1
1 m1 + bn1),

n2 = fn2(wn2
1 m1 + bn2).

The output vector of the network is (
y1
y2

)
=

(
n1

n2

)
.

We now know how a neural network works. However, to use one in practice we need to choose
weights, biases and activation functions. These need to be chosen in a way such that our network
gives the outcomes that we want.
There are many functions we could take for the activation functions. In practice we often choose
the same activation function for all neurons. One example is the sigmoid function σ : R → R,
where

σ(x) =
1

1 + e−x
.

2.5.5 Gradient descent

In order to find good weights and biases we can make use of the gradient descent method. We
describe this algorithm as it is explained in [6]. For a proof of the convergence we refer to [6].
Assume we are given a differentiable function f : Rd → R. Gradient descent is an iterative
method which we use to find

min
α∈Rd

f(α)

as well as
α∗ = argmin

α∈Rd

f(α).

The gradient descent algorithm initialises some α0 ∈ Rd, k = 0, and defines the learning rate
γk ∈ R≥0. We obtain αk+1 by the iteration

αk+1 = αk − γk∇f(αk).

After an iteration, the algorithm increments k and defines the next value of γk. We repeat this
process until the gradient is sufficiently small. The learning rate has to be chosen small enough
to obtain convergence.

In a neural network, we want the difference between the output it returns and the output
we expect to obtain, to be small. We define this difference as the error of the output. Using
gradient descent we can minimise this error. We want a function of the error to depend on the
parameters of our network. If we use gradient descent we can find the parameters that minimize
our error. We define an error function, also called an objective function, E : Rd → R. Here d is
the number of parameters of the network, which in our case are the weights and biases.

Assume the network has an input vector p and an output vector yp. We define the target tp

as the output which we think the network should have. One way to define the error is

Ep =
1

2

M∑
k=1

(tpk − ypk)
2.

19



We can express the vector yp as a function of the parameters of the network. After which, we
can compute the derivative of the network using an algorithm called “backpropagation”. Using
the derivate, we can apply gradient descent and minimise the error for the training pair (yp, tp).
Because this method uses training pairs, we call it a “supervised” method.

For an explanation of the backpropagation algorithm, we refer the reader to [3]. A description
of the algorithm is also given in Appendix A.
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3 Power System: Modelling and Opti-
mal decision problem

In this section we describe the studied power system. We first give an overview of the five different
components, along with notation for their corresponding variables and parameters. After this
we will describe the cost functions as well as the constraints in the power system. The described
components, cost functions and constraints will be used to formulate an optimisation problem.
This model is taken from the problem formulation as described in [7]. We conclude the chapter
with a Markov decision process formulation of the power system.

3.1 Description of the different components

For the studied power system we define five components. Each component has properties that
we have to keep track of. We will discuss these components one by one.

� Loads demand power from the system. We define a set of loads L. We define that load
k ∈ L at time t demands power PLk,t ∈ R≥0.

� Distributed generators give power to the energy system and have an operating cost.
We define a set of distributed generators G. We define that distributed generator i ∈ G at
time t has power PGi,t ∈ R≥0. We define the cost to operate the distributed generator i at
time t as CGi,t ∈ R≥0.

� Photovoltaic systems give power to the energy system. As opposed to the generators,
they do not have an operating cost. We define a set of photovoltaic systems V. We define
that photovoltaic system m ∈ V at time t has power PVm,t ∈ R≥0.

� Energy storage systems are a component in which we can store energy and retrieve it
later. we define a set of energy storage systems B. We define that energy storage system
j ∈ B at time t has power PBj ,t ∈ R. This power is positive when the storage system is
discharging. This power is negative when we charge the storage system. We define the
total energy capacity of energy storage system j as EBj ∈ R≥0. We use the state of charge
as the metric to measure what percentage of the total storage an energy storage system
is currently holding. The stage of charge is expressed as a decimal between 0 and 1. We
define the state of charge of storage system j at time t as SOCBj ,t ∈ [0, 1]. We express

the bounds on the state of charge of this system as the paramaters SOCBj ∈ R≥0, for the
maximum state of charge, and SOCBj

∈ R≥0, for the minimum state of charge.

� The utility grid is the component where we can buy power from and sell power to. We
define the utility grid as a singleton N . We define the power of the utility grid at time t as
PN,t ∈ R. This power is positive when we buy power from the grid. This power is negative
when we sell power to the grid. We define the cost with which we can buy or sell a unit of
power at time t as CN,t ∈ R. This cost is positive when we buy power from the grid. This
cost is negative when we sell power to the grid.

21



Before we go in depth to describe the constraints on our components, we give a visualisation to
describe the direction of power in the system. Figure 3.1 shows a flow chart of the power system.
The arrows indicate the direction of power. The components are all shown in a rectangle. The
centre piece of the power system, shown as an octagon, is not a component but it is the connection
between the components. There are three directions where power can go out of our system. In
particular it can go to the loads, to the utility grid and to the energy storage systems. There are
four directions from which energy can come into our system. In particular it can come from the
distributed generators, the photovoltaic systems, the utility grid and the energy storage systems.
Note that the power from the distributed generators and from the utility grid have a positive
cost for our system. Energy to the utility grid has a negative cost.

Loads

Utility grid

Distributed 
generators

Photovoltaic 
systems

Energy 
storage 
systems

The power 
system

+Cost

±Cost

Figure 3.1: The relationship between the components in the studied power system.

3.2 Formulating the cost and constraints

In Section 3.1 we discussed the functionality of the components of the power system. We have yet
to explain how the costs are determined or what constraints the components should satisfy. These
constraints serve to make the model more realistic. In this section we will start by explaining
the cost functions. After this we consider the components of the power system and explain their
constraints.

� The total cost is what we want to minimize in our system. The total cost is the sum of
the cost for enabling the distributed generators and the cost we get from the utility grid.
We choose to model the cost of the distributed generator i ∈ G at time t as a quadratic
function depending on the power of the generator, for some parameters ai, bi, ci ∈ R:

CGi,t = ai (PGi,t)
2
+ biPGi,t + ci.
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The cost CN,t of the utility grid is the price of a unit of power times the power of the grid.
We use a constant ρt ∈ R≥0 to define the price of power at time t. To model that the
buying and selling of power doesn’t have the same price, we introduce a parameter β ∈ R:

CN,t =

{
ρtPN,t for PN,t ≥ 0,

βρtPN,t for PN,t < 0.

For the total cost we consider all the moments in time t ∈ T and distributed generators
i ∈ G. For practical reasons we don’t want to optimize over a sum of infinitesimally small
intervals of time. We introduce a discretization parameter ∆t for the time. Hence, the
total cost is: ∑

t∈T

∑
i∈G

(CGi,t + CN,t)∆t.

� The distributed generators have limits on the power generation. Each generator will be
able to generate power within certain bounds. For generator i ∈ G we define a lower bound
for the power as PGi

and an upper bound as PGi . This leads to the following constraint:

PGi
≤ PGi,t ≤ PGi .

We also define parameters to model how much the generated power can change between
consecutive moments in time. For this purpose for each generator i ∈ G we define RDi ∈
R≥0 as the bound for lowering the power and RUi ∈ R≥0 for increasing the power. This
leads to the following two constraints:

PGi,tk+1
− PGi,tk ≤ RUtk ,

PGi,tk − PGi,tk+1
≤ RDtk .

� The energy storage systems have similar limits as the distributed generators. For
energy storage system j ∈ B we define a lower bound for the power as PBj

∈ R and an

upper bound as PBj
R. Note that the power of an energy storage system can be negative,

in the case that we are sending power to the energy storage system. This leads to the
following constraint:

PBj
≤ PBj ,t ≤ PBj

.

When the storage system is used we update the value of its state of charge. We also model
the efficiency of power storage systems using a parameter ηB ∈ R. We obtain the following
equality constraint for storage system j ∈ B:

SOCBj ,tk+1
= SOCBj ,tk + ηBPBj ,tk+1

∆t/EBj .

We also define a constraint which models the state of charge limit of storage system j. For
storage system j we define a lower bound for the state of charge as SOCBj

∈ [0, 1] and an

upper bound as SOCBj ∈ [0, 1]. This leads to the following constraint:

SOCBj
≤ SOCBj ,t ≤ SOCBj

.

� The utility grid has one constraint which models the power limit of the grid. We define

a bound for the power as P
C ∈ R≥0 and this gives us the following constraint:

−P
C ≤ PN,t ≤ P

C
.

Note that we allow negative values of PN,t as this means that our power system is sending
power to the utility grid.
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� The power balance constraint is the last constraint we introduce. It describes the
situation where the power system satisfies the loads. In our model this power comes from
the distributed generators, photovoltaic systems, the utility grid and the energy storage
systems. Ideally we know how to efficiently use all the power in our system and we can
enforce an equality in this constraint:∑

i∈G
PGi,t +

∑
m∈V

PVm,t + PN,t +
∑
j∈B

PBj ,t =
∑
k∈L

PLk,t.

In practice this constraint can be challenging and sometimes impossible to satisfy. The
loads could ask for more power than is available in the system. Due to the constraints on
the grid, it would not be possible to satisfy the demand by buying enough power.

3.3 Constrained Optimization Problem for the Optimal
Management of the Power System

The descriptions for the components, as explained in Section 3.1, together with the descriptions
for the cost and the constraints, as explained in Section 3.2, give us the following optimisation
problem:

min
{PBj,t

}j∈B, {PGi,t
}i∈G

∑
t∈T

∑
i∈G

(CGi,t + CN,t)∆t

Where
CGi,t = ai (PGi,t)

2
+ biPGi,t + ci, ∀i ∈ G

CN,t =

{
ρtPN,t for PN,t ≥ 0,

βρtPN,t for PN,t < 0.

Such that ∑
i∈G

PGi,t +
∑
m∈V

PVm,t +
∑
j∈B

PBj ,t + PN,t =
∑
k∈L

PLk,t,

PGi
≤ PGi,t ≤ PGi

for i ∈ G,
PGi,tk+1

− PGi,tk ≤ RUi for i ∈ G,
PGi,tk − PGi,tk+1

≤ RDi for i ∈ G,
PBj

≤ PBj ,t ≤ PBj for j ∈ B,
SOCBj ,tk+1

= SOCBj ,tk + ηBPBj ,tk+1
∆t/EBj for j ∈ B,

SOCBj
≤ SOCBj ,t ≤ SOCBj for j ∈ B,

− P
C ≤ PN,t ≤ P

C
.

This optimisation problem describes the power system as we study it. We want to minimise the
total cost in the system while satisfying all of the constraints.
We assume that the power values PLk,t, for the loads, as well as PVm,t, for the photovoltaic
systems, are known. This implies we do not optimise over their values. Note that in our system
we want to satisfy the power balance constraint. If we know the power values PGi,t of the
distributed generators and PBj ,t of the energy storage systems, we can determine the value PN,t,
of the power of the utility grid, from the power balance equation. This is because every other
variable in the equation is known. However, we mentioned before that in certain situations it
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is impossible to satisfy the power balance constraint. In this case we will choose PN,t = P
C

or

PN,t = −P
C
, in order to minimise the unbalance. We conclude that we only need to optimise

the power system problem over the variables PGi,t of the distributed generators and PBj ,t of the
energy storage systems. All of the other variables will either be known, or follow from the power
balance constraint.
We have now formulated an optimisation problem which describes the power system. This
problem has many variables. Each of the sets describing the components of the power system,
apart from the utility grid, can have many elements. This makes the dimensionality of the
problem high. None of the constraints are more complicated than a quadratic formula, which
means we could use a conventional or commercial MIP solver to find the best values of PGi,t (the
power of the generator at time t) and PBj ,t (the power of the energy storage system at time t) for
each i ∈ G and j ∈ B. However, due to the high dimensionality, the problem is computationally
expensive to solve. In the next section we formulate the power system as a Markov decision
problem. This will allow us to use reinforcement learning to solve the optimisation problem. In
Chapter 4 we will present reinforcement learning algorithms used for solving this Markov decision
process. Figure 3.2 visualises our approach to solving the optimisation problem for the power
system.

Optimisation 
problem

Markov 
Decision 
Process 
(MDP)

Reinforcement 
learning

Figure 3.2: Approach to solving the optimisation problem.

3.4 Markov Decision Process Formulation of the Power
System

As explained in Section 3.3 we model the optimisation problem for the power system as a Markov
decision process. Remember that Section 2.2 characterized a Markov decision process (MDP)
with a tuple

(T ,S,A,R, pd, γ),

where we have a set of times T , set of states S, set of actions A, set of rewards R, a dynamics
function pd and a discount rate γ. Below, we will specify each of these parameters for the power
system problem. Once these definitions are established, we can construct an MDP for the power
system problem.

Times. We define a set of times T ⊆ R. We have 0 ∈ T . We define a parameter called the “time-
step” ∆t ∈ R. This time-step determines the other elements of T . We have ∆t = ti− ti−1 ∈ R≥0

for i ∈ N≥1 for values of i up to k ∈ N. This means our set T has a finite cardinality.

States. We define S as the set of all possible states. For every time t ∈ T we define a state
st ∈ S to describe the state of our energy system. In this state we include the power of every
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photovoltaic system and load (as PVm,t and PLk,t for m ∈ V and k ∈ L). For both of these
components we assume the power values will be known. Furthermore we include the power value
PN,t of the utility grid as explained in Section 3.3. We also include the state of charge SOCBj ,t

for each of the energy storage systems j ∈ B. We define the state st at time t ∈ T as

st = ({PLk,t}k∈L, {PVm,t}m∈V , PN,t, {SOCt}j∈B).

Actions. We define A as the set of all possible actions. We include in our action the same
variables as those we have to decide for in our optimisation problem as described in Section 3.3.
We define an action at time t as at ∈ A, where

at = ({PBj ,t}j∈B, {PGi,t}i∈G).

Rewards. We define a set of rewards R ⊆ R. The rewards will be determined by a reward
function r : S × A × S → R as in Definition 2.2.7. For parameters σ1, σ2 ∈ R, we define this
reward function as

r(stp , atp , stp+1
) = r(({PLk,tp}k∈L, {PVm,tp}m∈V , PN,tp , {SOCtp}j∈B),

({PBj ,tp}j∈B, {PGi,tp}i∈G),

({PLk,tp+1
}k∈L, {PVm,tp+1

}m∈V , PN,tp+1
, {SOCtp+1

}j∈B))

= −σ1

[∑
i∈G

(
CGi,tp + CN,tp

)]
− σ2∆Pt.

Here we define ∆Pt as the power unbalance

∆Pt =

∣∣∣∣∣∣
∑
i∈G

PG
i,t +

∑
m∈V

PV
m,t + PN

t +
∑
j∈B

PB
j,t −

∑
k∈L

PL
k,t

∣∣∣∣∣∣ .
Note that the reward function depends on the state and action because of the definitions for the
cost functions and the power unbalance. Maximising this reward means that both the cost and
power unbalance will be minimised.

Dynamics function. As in the theory of Definition 2.2.5 our MDP must have a dynamics
function pd : S ×A× S ×R → [0, 1] where

pd(s, a, s
′, r) = P[St+1 = s′, Rt+1 = r | St = s,At = a]

and ∑
s′∈S

∑
r∈R

pd(s, a, s
′, r) = 1, for all s ∈ S, a ∈ A.

We can now take two approaches to define the dynamics function pd for the problem. We have a
model-based approach. Following this approach we explicitly determine a value for each tuple in
the domain of pd. Alternatively we sample from a probability distribution. We also have a model-
free approach. In this case we don’t define these dynamics ourselves. Instead, our algorithms will
learn these dynamics by interactions with the system. In our case this means that the dynamics
function will be determined by a reinforcement algorithm as explained in Chapter 4.
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4 Reinforcement learning algorithms
When we solved the reinforcement problem in Section 2.4, we assumed the dynamics function
was known. At the end of Section 2.4 we mentioned the existence of solution methods for an
unknown dynamics function. These methods will be presented in this section. We will describe
how the reinforcement learning problem can be solved, in the case of an unknown dynamics
function.

For each taken action, the model for the problem gives some reward in return. The methods
in this section make use of these rewards to determine a policy. We make a distinction between
action-value methods and policy-based methods. In action-value methods, we learn the action-
value function. This function will then be used to select actions. In policy-based methods, we
learn a policy without having to consider the values of the actions. The theory and notations in
this section will be based upon [10]. For every topic we make clear which particular chapter is
used as a reference.

We will first describe a method called “ϵ-greedy exploration”. This will allow us to define a
policy if we are given an action-value function. The reference we use for the theory is chapter
5.4 of [10]. After giving the definition, the following sections will describe action-value and
policy-based methods.

4.1 ϵ-Greedy exploration

We are assuming that an action-value function q : S × A → R is given. We can define a policy
function π : S × A → [0, 1] by greedily taking the action with the highest value, for every
state-action pair (s, a) ∈ S ×A.

Definition 4.1.1. Given an action-value function q : S ×A → R. We define greedy exploration,
as formulating a policy function π : S ×A → [0, 1] through

π(s, a) =

1 if a = argmax
a′∈A

q(s, a′),

0 otherwise
.

If we had the optimal action-value function, Definition 4.1.1 allows us to define an optimal
policy function. However, in practice we are only giving an estimate for this action-value function.
Because we can only use an estimate, there is no guarantee that greedily taking actions gives an
optimal policy. For example, the estimated action-value function could underestimate actions
that lead to good states, which leads to the policy not considering these actions at all. In order to
prevent this from happening, we add a small error term in Definition 4.1.1. This term allows us
to explore action we wouldn’t have considered otherwise. Consequently, we obtain the following
definition.

Definition 4.1.2. Given an action-value function q : S × A → R and ϵ ∈ [0, 1]. We define
ϵ-greedy exploration, as formulating a policy function π : S ×A → [0, 1] through

π(s, a) =

1− ϵ+ ϵ
|A| if a = argmax

a′∈A
q(s, a′),

ϵ
|A| otherwise.

.
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4.2 Action-value methods

We will now consider action-value methods, which approximate the action-value function (defined
in Definition 2.3.3). In practice, we do not know how the state of the system changes, because
the dynamics function is unknown. However, if we do know the available actions, then we can use
the action-value function to define a policy function. We can define a policy by greedily taking
the actions with the highest value. Specifically, we will consider an action-value method called
“Q-learning”. We start by giving intuition and conclude with a definition. We follow chapter 6
of [10]. We note that alternative action-value methods exist. Which are also described in [10].

In order to get an estimate of the action-value function, we make use of experience. When
the system is in a state Sti and an action Ati is taken, we get a reward Rti+1

and the state of
the system changes to a state Sti+1

. In this case the experience is a tuple

(Sti , Ati , Rti+1
, Sti+1

).

We can also define experience tuples with more states, actions and rewards. It can even be an
entire episode. Recall that an episode is a sequence of rewards, states and actions for k ≥ 1:

Rt0 , St0 , At0 , Rt1 , St1 , . . . , Rtk , Stk , Atk .

We are going to use this experience by comparing it to the values that our estimated value
functions give.
One way to do this is by using temporal difference learning, abbreviated as TD. We first describe
TD(0), which means that we only look one step ahead in the experience.
If we have a state Sti , the TD(0) comparison for the state-value function v : S → R (defined in
Definition 2.3.2) is

Rti+1
+ γv(Sti+1

)− v(Sti).

We say that the value v(Sti) is compared to the target Rti+1
+γv(Sti+1

). Note that a value func-
tion gives the expected return. Our target consists of the immediate next reward and bootstraps
the value function for the remainder of the return.
Similarly, if we have a state Sti , an action Ati and discount factor γ ∈ [0, 1], the TD(0) compar-
ison for the action-value function q : S ×A → R is

Rti+1 + γq(Sti+1 , Ati+1)− q(Sti , Ati).

We can make this more general and define a TD(n) comparison, for n ∈ N.

Definition 4.2.1. Given n ∈ N, a tuple (Sti , Ati , Rti+1 , . . . , Sti+n , Ati+n , Rti+1+n) and a discount
rate γ ∈ [0, 1], the TD(n) comparison for the action-value function q : S ×A → R is defined as

n∑
k=0

γkRti+1+k
+ γn+1q(Sti+1+n

, Ati+1+n
)− q(Sti , Ati).

4.2.1 SARSA

Using the previously explained TD(0) comparison, we can define an iterative method to update
the action-value function. We take the difference of our expected return with the TD(0) target.
This difference indicates whether the value of this state-action pair should be higher or lower.
We use a learning rate to rescale this difference, and update the value function. Note that
this algorithm is approximating the value function. The learning rate is important to achieve
convergence to the real value function.
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This method is called Sarsa which stands for “state, action, reward, state, action”, which is
the subsequence of an episode we use to update the value function.

Definition 4.2.2. Given a tuple (Sti , Ati , Rti+1
, Sti+1

, Ati+1
), discount rate γ ∈ [0, 1] and a

learning rate α ∈ ]0, 1], we define Sarsa as updating the action-value function q : S × A → R in
the pair (Sti , Ati) by

q(Sti , Ati) = q(Sti , Ati) + α(Rti+1
+ γq(Sti+1

, Ati+1
)− q(Sti , Ati)).

In Sarsa we use the experience tuple to determine which state-action pair we are updating.
We use the same tuple to determine our TD(0) target. In practice, we get this tuple by following
a policy. Because we use the same tuple for both of these steps, we call Sarsa an “on-policy”
method.

4.2.2 Q-learning

Another idea is to use the experience tuples only to determine which state-action pair we are
updating. This allows us to formulate the TD(0) target differently. This is called an “off-policy”
approach. An example is the Q-learning method. Here we update towards the maximum value
of the next state-action pair.

Definition 4.2.3. Given a tuple (Sti , Ati , Rti+1 , Sti+1), discount rate γ ∈ [0, 1] and a learning
rate α ∈ ]0, 1], we define Q-learning as updating the action-value function q : S × A → R in the
pair (Sti , Ati) by

q(Sti , Ati) = q(Sti , Ati) + α(Rti+1
+ γmax

a∈A
q(Sti+1

, a)− q(Sti , Ati)).

Note that we can take the maximum of q(Sti , a) for all a ∈ A because the function q is known.
This function is our approximation to the “true” action-value function.

It can be shown that both Sarsa as well as Q-learning converge to the optimal action-value
function, as described in [10]. It is worthwhile to mention the sufficient condition for Q-learning
to have convergence, which is that the algorithm never stops updating the value of any state-
action pair. In practice this means that multiple episodes of experience could be needed. We
need these episodes to consider all state-action pairs. In other words, we need our algorithm
to continue exploring. One way to obtain such episodes is by using the previously discussed
ϵ-greedy exploration.

4.3 Policy-based methods

In the above discussion we considered action-value methods. As explained previously, there ex-
ists another approach to solving reinforcement learning. Namely, by using policy-based methods.
These methods do not define a policy by greedily taking actions with respect to the value func-
tions. Instead, they optimise the policy directly. This is achieved by parametrising the policy
function. One way to update these parameters is through the use of gradient descent, as ex-
plained in Section 2.5.5. We will describe policy-based methods, in particular the actor-critic
structure, as they are explained in chapter 13 of [10].

To make use of policy-based methods, we parametrise the policy function. An example of a
parametrised function is a neural network. The parameters of the function will be the weights
and biases of the network, as explained in Section 2.5. When we model the policy as a neural
network, the input of the network will be a vector representing the state. The output will be
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a vector that determines the next action. If there are a finite number of actions, we can use
the output vector to determine probabilities for each action. When we have an infinite number
of actions, we have multiple options. In some problems, every action is a set of numbers. The
output vector then gives specific values for each part of the action. We can also let the network
output parameters for a probability distribution. After which we take an action according to
this distribution.

Actor-critic A well-known policy-based method is the actor-critic method. In these systems
we approximate both the policy as well as a value function. The actor is the function that
approximates the policy. The critic is the function that approximates a value function. We can
use the values of the critic to update the parameters for the actor. The benefit of using a critic
is that it greatly reduces the variance in the estimates of the actor’s gradient. The downside is
that it introduces a bias into these estimates (chapter 13.8 of [10]).

Twin critic The theory in [2] gives a way to reduce the previously mentioned bias. The idea
is to use two critics. When updating the actor, we take the lowest value estimate of the value
function.

Advantages In some problems the optimal policy is stochastic. If we used an ϵ-greedy based
policy, we could not converge to this optimal policy. An advantage of policy approximation is
that it can converge to a stochastic policy. As explained above, the output of our parametrised
policy can directly give probabilities, or values for parameters of some probability distribution.

4.4 Deep Q-Network (DQN)

In this section we explore an algorithm called “Deep Q-Network” (“DQN”). This algorithm is
a variation of Q-learning. DQN makes use of a parametrised action-value function and stores
tuples of experience to repeatedly learn from. These ideas give good properties to the algorithm.
More details can be found in chapter 16.5 of [10].
The section starts by describing two fundamental ideas for the DQN algorithm. These are called
“fixed Q-targets” and making use of “experience replay”. Both of these will be used in any
DQN algorithm. After this we proceed by giving two variations of the DQN algorithm. First
we consider the classical approach as explained in [8]. We conclude the chapter by giving the
DQN algorithm as it is used in [7]. This is the algorithm we will be using to obtain the results
in Section 5.

Fixing the targets. The first idea is called “fixed Q-targets”. As mentioned before, the DQN
algorithm parametrises the action-value function. Say at time ti we define a parametrised action-
value function q(s, a;wti) with parameters wti . In order to obtain the best approximated values
for this action-value function, we tune these parameters. Fixing the Q-targets starts by defining
a second set of target parameters w−

ti
:= wti . One way to change the parameters wti , by using

the action-value functions q(s, a;wti) and q(s, a;w−
ti ), is done as follows:

wti+1 = wti + α

[
Rti+1 + γmax

α∈A
q(Sti+1 , a;w

−
ti )− q(Sti , Ati ;wti)

]
∇q(Sti , Ati ;wti). ((1))

This is a modified Q-learning update for the parameters. It makes use of a tuple (Sti , Ati , Rti+1
, Sti+1

)
and the discount rate γ. We refer to chapter 10.1 of [10] for a discussion and derivation of this
iteration.
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After the update as in ((1)), we will have w−
t ̸= wt. We keep updating using the target param-

eters. Every K ∈ N iterations, we update the targets and set w−
t = wt again. This number K is

a parameter which can be tuned to obtain better results. Note that in the equation above we are
updating the parameters towards a difference with the target Rti+1

+ γmaxα∈A q(Sti+1
, a;w−

ti ).

Experience replay. The second method is called “experience replay”. Note that in Definition
4.2.3 of Q-learning, the update of the action-value function makes use of a tuple (Sti , Ati , Rti+1

, Sti+1
).

Similarly, in the description of Q-learning given above, the update of the parameters makes use
of a tuple (Sti , Ati , Rti+1 , Sti+1).

Experience replay consists of two steps. First, we take actions according to an ϵ-greedy policy
and we obtain experience tuples (Sti , Ati , Rti+1

, Sti+1
). After this, we store the tuples in a replay

memory D. We can uniformly sample a tuple from this memory, and use the tuple to update
the action-value function in the Q-learning update. In this way, we update the values without
any predefined order, which reduces the variance of the update.

The classical DQN algorithm. We are now ready to define the Deep Q-Network (DQN)
algorithm. We first describe the algorithm as it is explained in [8]. DQN is a variation of Q-
learning, with a parametrised action-value function and a replay memory D. The algorithm
learns the action-value function, which is defined in Definition 2.3.3. The algorithm initialises a
parametrised action-value function q(s, a;wti) with parameters wti ∈ Rn for some n ∈ N. We
define copies w−

ti
:= wti of these parameters. The following steps are repeated in order: [8]

Algorithm 1 The classical DQN algorithm.

1: Take actions according to an ϵ-greedy policy, as defined in 4.1.2. The ϵ-greedy policy is
defined using the action-value function q(s, a;w−

ti ).
2: Store the obtained experience tuples (Sti , Ati , Rti+1

, Sti+1
) in a replay memory D.

3: Sample random tuples (Sti , Ati , Rti+1
, Sti+1

) from D.
4: Update the parameters wti towards the fixed target parameters w−

ti by making use of the
sampled tuples. Here we use variations of Q-learning (Definition 4.2.3) and gradient descent
(Section 2.5.5).

5: Every K ∈ N iterations, we update the target parameters w−
ti .

A variation of the DQN algorithm. We will now describe a variation of the DQN algo-
rithm, as it is used in [7]. This variation makes use of an actor-critic structure, in particular
it makes use of twin critics. We refer to Section 4.3 for a description of these concepts. The
trained actor is used to obtain new experience tuples for the replay memory, as opposed to using
an ϵ-greedy policy. The alternative Deep Q-Network (DQN) algorithm learns a policy function
(Definition 2.3.1) as well the action-value function (Definition 2.3.3).
The algorithm initialises three tuples of weights and biases (w1,b1)ti , (w21 ,b21)ti and (w22 ,b22)ti
at time ti ∈ T . We have a neural network NN1(·;w1,b1) for the actor. We have two neural
networks NN21(·;w21 ,b21) and NN22(·;w22 ,b22) for the twin critics. The critic neural networks
are initialised with different parameters.
We define copies of the parameters as (w̄1, b̄1)ti , (w̄21 , b̄21)ti and (w̄22 , b̄22)ti , after which the
following steps are repeated in order: [7]
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Algorithm 2 A variation of the DQN algorithm.

1: Take actions according to the actor with target parameters (w̄1, b̄1)ti .
2: Store the obtained experience tuples (Sti , Ati , Rti+1 , Sti+1) in a replay memory D.
3: Sample random tuples (Sti , Ati , Rti+1 , Sti+1) from D.
4: Update parameters (w1,b1)ti , (w21 ,b21)ti and (w22 ,b22)ti at time ti ∈ T by minimising

the loss.
5: For the actor the loss depends on the values of the twin critics with target parameters

(w̄21 , b̄21)ti and (w̄22 , b̄22)ti .
6: To update the critic neural networks, the loss is a function which compares the estimate

values of the neural networks with the real reward obtained in the experience tuple. This is
Q-learning, which we defined previously in Definition 4.2.3.

7: EveryK iterations, we update the target parameters (w̄1, b̄1)ti , (w̄21 , b̄21)ti and (w̄22 , b̄22)ti .

4.5 MIP-DQN

In the previous section we explained the Deep Q-Network (DQN) algorithm. In particular we
gave two different implementations. We described the classical algorithm which only trains an
action-value function. We also described a variation which makes use of an actor-critic structure.
This is the implementation we will use to obtain the results in Section 5.

The DQN algorithm is capable of solving the problem defined in Section 3. However, the
algorithm is not capable of strictly enforcing operational constraints. The trained critic neural
network does not consider the power balance constraint. In practice we want the power balance
constraint to be satisfied, otherwise our solution is not feasible. This shortcoming motives a new
reinforcement learning algorithm called Mixed Integer Programming Deep Q-Networks (MIP-
DQN). The MIP-DQN algorithm makes use of mixed integer programming to strictly enforce
the power balance constraint. We will first present the algorithm, after which we explain how
a neural network can be described as a mixed integer programming problem. We present the
MIP-DQN algorithm as it is defined in [7].

The Mixed Integer Programming Deep Q-Networks algorithm repeats the following steps in
order:

Algorithm 3 The MIP-DQN algorithm.

1: Train actor and critic neural networks according to the alternative DQN algorithm as it is
described in Definition 4.4.

2: Describe the neural network for the critic as a mixed integer programming problem (MIP)
as is explained in Section 4.5.1.

3: Add constraints to the MIP as is explained in Section 4.5.1.
4: Take actions according to the solved MIP.

In the MIP-DQN algorithm we model the action-value function as a neural network. We
learn the parameters of this network by making use of a variation of the DQN algorithm. After
having learned parameters for the action-value neural network, we redefine this network as a
MIP. This allows us to add constraints to the output of the neural network. We will now explain
how a neural network can be described as a MIP. We first describe the case of a single neuron
and conclude with a description of a neural network.
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4.5.1 Turning a neural network into a MIP

The idea of turning a neural network has been described in [1]. For more details we refer to
this source. In short, we take each linear equation of the neural network and turn this into a
constraint in our MIP. We maximise the MIP over the actions.

Single neuron. Let us consider the case of a single neuron. Let k ∈ {1, . . . ,K} ⊆ N. We
assume this neuron is positioned in layer k of the network and has input values xk−1

i ∈ R for
i ∈ N≥1 up to i = nk−1. Here nk−1 ∈ N is the number of neurons in layer k − 1. We use xk

j ∈ R
to denote the output of this neuron. We assume the neuron has weights wk−1

ij and a bias bk−1
j .

For an activation function f , the output of the neuron is then defined (as in Section 2.5) by

xk
j = f

(
nk−1∑
i=1

wk−1
ij xk−1

i + bk−1
j

)
.

In our algorithm we use the ReLu function, defined as f : R → R by f(x) = max(0, x), as our
activation function. This gives us the following definition for the output of the neuron:

xk
j =

{∑nk−1

i=1 wk−1
ij xk−1

i + bk−1
j , when

∑nk−1

i=1 wk−1
ij xk−1

i + bk−1
j ≥ 0

0, otherwise.

When we turn this equation into a linear constraint we have to enforce the zero case. We do this
by using a decision variable zkj . We get:

nk−1∑
i=1

wk−1
ij xk−1

i + bk−1
j = xk

j − skj

xk
j , s

k
j ≥ 0

zkj ∈ {0, 1}
zkj = 1 ⇒ xk

j ≤ 0

zkj = 0 ⇒ skj ≤ 0

Because we enforce either xk
j or skj to be 0 at all times, we will obtain the same behaviour as the

ReLU function. If the output is positive, then we have output xk
j and we have skj = 0. But if

the output is negative, then we set xk
j = 0 and we use skj such that the equality holds.

Neural network Now that we know how to turn the output of a single neuron into a linear
constraint, we can do this for all of the neurons in the neural network. Because there is a lot
of notation, we first give the optimisation problem and explain the notation afterwards. As
described in [1] we get the following optimisation problem:

min

K∑
k=0

nk∑
j=1

ckjx
k
j +

K∑
k=1

nk∑
j=1

γk
j z

k
j .
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Such that ∑nk−1

i=1 wk−1
ij xk−1

i + bk−1
j = xk

j − skj

xk
j , s

k
j ≥ 0

zkj ∈ {0, 1}
zkj = 1 ⇒ xk

j ≤ 0

zkj = 0 ⇒ skj ≤ 0


k = 1, . . . ,K, j = 1, . . . , nk,

lb0j ≤ x0
j ≤ ub0j , j = 1, . . . , n0,

lbkj ≤ xk
j ≤ ubkj

lbkj ≤ skj ≤ ubkj

}
k = 1, . . . ,K, j = 1, . . . , nk.

Here we have neurons j in layer k, for j ∈ {1, . . . , nk} ⊆ N and k ∈ {1, . . . ,K} ⊆ N. The
parameters wk−1

ij are the weights of the neural network, while the parameters bk−1
j are the

biases. We introduced parameters ckj , γ
k
j , lb

0
j , ub

0
j , lb

k
j , ub

k
j ∈ R for each neuron j in layer k. The

parameters ckj and γk
j following from the loss function of the neural network. For k ≥ 1 we define

lbkj = 0 and ubkj ∈ R. The parameters lb0j and ub0j should both be equal to the input values x0
j

of the neural network. These input values x0
j can be used to add constraints to the optimisation

problem. Note that in the MIP-DQN algorithm we want to maximise the output of this MIP
over the actions. This gives us the following objective function:

max
a∈A

min
s∈S

K∑
k=0

nk∑
j=1

ckjx
k
j +

K∑
k=1

nk∑
j=1

γk
j z

k
j

 .

Note that the variables x0
j define the input of the neural network. In the MIP-DQN algorithm

we use the critic neural network to define the MIP, this neural network has the same inputs as
the action-value function q : S × A → R. Because of this, the values for the actions and states
will be given by the parameters x0

j .
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5 Numerical experiments and results
In this section, we conduct numerical experiments and results for solving the optimal decision
problem for the studied power system (as explained in Chapter 3). We train neural networks
for both the DQN algorithm (explained in Section 4.4) and the MIP-DQN algorithm (explained
in Section 4.5). First, we present the results of this training. Then, we use the trained neural
networks to manage the power system. The algorithms are compared based on three metrics:
the achieved mean episode reward, the episode operation cost, and the power unbalance value.

Data for the parameter values of the power system as described in Chapter 3 has been
made available by [7]. Data for the variables {PLk,tp}k∈L for the loads, {PVm,tp}m∈V for the
photovoltaic systems, and the power cost ρt has also been made available by [7]. The time-step
∆t we used is one hour. The data gives values for each hour during an entire year. We define
an episode as taking 24 hours.

5.1 Training

We modelled the actor and the critic each with a neural network. We denote the neural network
of the actor, with parameters ω, as πω. We denote the neural network for the critic, with
parameters θ, as Qθ. Note that in the DQN algorithm a critic network with fixed q-targets is
being used (as described in Section 4.4). We denote the neural network for the critic with fixed
q-target parameters θtarget, as Qθtarget .

We train the neural networks πω, Qθ and θtarget using the DQN algorithm, as is described
in Section 4.4. In our plots we will abbreviate the number of episodes by the letter “e”. For
example, “e100” corresponds with using 100 episodes. We also keep the random seed in python
fixed. We abbreviate this seed using the letter “s”. For example, “s1234” corresponds with
using random seed 1234. Training of the neural networks makes use of two technical parameters
called the “learning rate” and the “soft update tau”. These will be abbreviated as “lr” and
“sut” respectively. For example, “lr0.0001” corresponds with using a learning rate of 0.0001.
And lastly, “sut0.01” corresponds with using a soft update tau of 0.01. We have varied between
the number of episodes. We trained networks for 10, 100 and 1000 episodes. When training the
networks using 1000 episodes, we also varied the learning rate and the soft update tau.

5.1.1 Metrics

During the training we have kept track of five metrics. Two of these metrics are strictly used
to measure the training. These are the values for the actor loss function and the values for the
critic loss function. The other three metrics were obtained by deploying the network for the
actor during the training. This gave us values for the achieved mean episode reward, the episode
operation cost and the value for the power unbalance. Having these values of the actor network
enables us to compare the other algorithms with the actor. It also enables us to measure if the
neural network for the actor is improving in its perfomance.
We used the WandB python package to keep track of the metrics. Because we have used five
metrics, the number of steps in our plots will be five times the number of episodes we used for
training. This is the case because we kept track of all five metrics after each episode. Figure 5.1
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visualises that 5 steps were taking for each episode. The values on the vertical axis correspond
to the episode number.

Figure 5.1: Steps taken in each episode.

5.1.2 Actor loss

During the training we kept track of the loss function for the neural network of the actor πω.
This loss function is defined as LossActor : S ×A → R by

LossActor(St, At) := −Qθtarget(St, At),

where St is the state at t and At is the action at time t ∈ T . By minimising this loss function, we
maximise the the value of the actions that the actor takes. If the loss function is high it means
the actor is taking low value actions. In Figure 5.2 we see plots for the actor loss when we use
100 episodes. In Figure 5.3 we see plots for the actor loss when we use 1000 episodes.

Figure 5.2: Actor loss for 100 episodes
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Figure 5.3: Actor loss for 1000 episodes

Observations. For the actor loss, good performance is indicated by a low value. First, we
consider the results of the networks trained using 100 episodes of experience. In Figure 5.2, we
observe that for all random seeds, the loss function value shows high variance during the first
150 steps. After this period, the plots seem to stabilize.

In Figure 5.3, we observe a similar pattern. The loss function values vary significantly during
the initial steps but stabilize after many steps. However, the value towards which the plots
converge is lower than the converged value observed after 500 steps in Figure 5.2. Consequently,
we anticipate that the neural networks trained with 1000 episodes of experience will perform
better than those trained with only 100 episodes.

5.1.3 Critic loss

During the training we kept track of the loss function for the neural networks of the critic Qθ.
This loss function is defined as LossCritic : S ×A×R× S → R by

LossCritic(Sti , Ati , Rti , Sti+1
) := SmoothL1Loss(Qθ(Sti , Ati), Rti + γQθtarget(St+1, πω(St+1))),

where we use the function SmoothL1Loss : R× R → R defined by [9]

SmoothL1Loss(x, y) =

{
1
2 (x− y)2 if |x− y| < 1

|x− y| − 0.5 otherwise
.

where St is the state at t and At is the action at time t ∈ T . By minimising this loss function, we
minimise the difference between the action-value estimate and a bootstrap of the estimate using
a real reward Rti . If the loss function is high it means the critic estimates are very different from
the reward that the power system gives. In Figure 5.4 we see plots for the critic loss when we
use 100 episodes. In Figure 5.5 we see plots for the critic loss when we use 1000 episodes.
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Figure 5.4: Critic loss for 100 episodes

Figure 5.5: Critic loss for 1000 episodes

Observations. For the critic loss, good performance is indicated by a low value. First, we
consider the results of the networks trained using 100 episodes of experience. In Figure 5.4, we
observe that for all random seeds, the loss function value decreases consistently throughout the
training period.

In Figure 5.5, we observe a similar pattern. The loss function values are initially high but
continue to decrease for many steps. However, the plots seem to converge after 2000 steps, after
which the values no longer improve and instead show high variance. A possible explanation is
that the neural networks have reached a local optimum for the loss function.
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5.2 Deployment

We have tested the deployment of three different approaches to solving the optimisation problem
of the power system. First of all, we have deployed the neural network πω for the actor during
the training. After training the neural networks we have deployed the neural network Qθ of the
critic. Making use of this critic is equivalent to using the DQN algorithm as explained in Section
4.4. Lastly, we made use of the new MIP-DQN algorithm, as explained in Section 4.5. We have
three metrics to compare the approaches on, as explained in Section 5.1.1. These metrics are the
achieved mean episode reward, the episode operation cost and the value for the power unbalance.

5.2.1 Mean episode reward

100 episodes. First of all we consider the neural networks that have been trained using 100
episodes of experience. Figure 5.6 shows the mean episode reward of the actor neural network
during the training. Figure 5.7 shows the mean episode reward of the DQN algorithm, equivalent
to the critic neural network, after the training. Figure 5.8 shows the mean episode reward of the
MIP-DQN algorithm, equivalent to the critic neural network with the power balance constraint,
after the training. The final values for the actor neural network are as follows:

s1234 -2.7797145331379967,

s2234 -6.685039587438503,

s3234 -20.936838588915773,

s4234 -6.671462592111361,

s5234 -3.4398842968944803.

Here we denoted the different value for each random seed.

Figure 5.6: DQN actor - Mean episode reward for 100 episodes
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Figure 5.7: DQN critic - Mean episode reward for 100 episodes

Figure 5.8: MIP-DQN: Mean episode reward for 100 episodes

1000 episodes. We consider the neural networks that have been trained using 1000 episodes
of experience. Figure 5.9 shows the mean episode reward of the actor neural network during
the training. Figure 5.10 shows the mean episode reward of the DQN algorithm, equivalent to
the critic neural network, after the training. Figure 5.11 shows the mean episode reward of the
MIP-DQN algorithm, equivalent to the critic neural network with the power balance constraint,
after the training. The final values for the actor neural network are as follows:

lr0.0001 -7.833995437507792,

lr6.103515625e-05 -8.126822548935843,

Here we denoted the different value for each learning rate.
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Figure 5.9: DQN actor - Mean episode reward for 1000 episodes

Figure 5.10: DQN critic - Mean episode reward for 1000 episodes

41



Figure 5.11: MIP-DQN: Mean episode reward for 1000 episodes

Observations. For this metric, good performance is indicated by a high value for the mean
episode reward. First, we consider the results of the networks trained using 100 episodes of
experience. In figures 5.6, 5.7 and 5.8 we observe that with random seeds S1234 and S5234,
the actor neural network performs best. For random seeds S2234 and S4234, the performance is
similar across all approaches. However, for random seed S3234, the actor produces a much worse
result than the DQN or MIP-DQN algorithms.

When we consider figures 5.9, 5.10 and 5.11, we observe that using 1000 episodes of ex-
perience, the MIP-DQN algorithm achieves the highest mean episode reward, while the actor
neural network performs the worst. Nonetheless, there are no significant outliers for any of the
approaches.

5.2.2 Episode operation cost

100 episodes. First of all we consider the neural networks that have been trained using 100
episodes of experience. Figure 5.12 shows the episode operation cost of the actor neural network
during the training. Figure 5.13 shows the episode operation cost of the DQN algorithm, equiv-
alent to the critic neural network, after the training. Figure 5.14 shows the episode operation
cost of the MIP-DQN algorithm, equivalent to the critic neural network with the power balance
constraint, after the training. The final values for the actor neural network are as follows:

s1234 5559.429066275992,

s2234 13370.079174877012,

s3234 41873.67717783154,

s4234 13342.92518422272,

s5234 6879.768593788961.

Here we denoted the different value for each random seed.
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Figure 5.12: DQN actor - Episode operation cost for 100 episodes

Figure 5.13: DQN critic - Episode operation cost for 100 episodes
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Figure 5.14: MIP-DQN: Episode operation cost for 100 episodes

1000 episodes. We consider the neural networks that have been trained using 1000 episodes
of experience. Figure 5.15 shows the episode operation cost of the actor neural network during
the training. Figure 5.16 shows the episode operation cost of the DQN algorithm, equivalent to
the critic neural network, after the training. Figure 5.17 shows the episode operation cost of the
MIP-DQN algorithm, equivalent to the critic neural network with the power balance constraint,
after the training. The final values for the actor neural network are as follows:

lr0.0001 15667.990875015585,

lr6.103515625e-05 16253.645097871686,

Here we denoted the different value for each learning rate.

Figure 5.15: DQN actor - Episode operation cost for 1000 episodes
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Figure 5.16: DQN critic - Episode operation cost for 1000 episodes

Figure 5.17: MIP-DQN: Episode operation cost for 1000 episodes

Observations. For this metric, good performance corresponds to a low value for the episode
operation cost. We first consider the networks trained using 100 episodes of experience. In figures
5.12, 5.13 and 5.14, we observe that the performance of the actor for seeds S1234 and S5234 is
better than in the other approaches. However, the actor has a much worse result for random
seed S3234. For seeds S2234 and S4234, all three approaches yield similar results.

We now consider the results in figures 5.15, 5.16 and 5.17. We observe that when using 1000
episodes of experience, the MIP-DQN algorithm produces superior results with a smaller learning
rate compared to the DQN algorithm. However, with a larger learning rate, both algorithms
perform similarly. The actions decided by the neural network of the actor result in the highest
cost.
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5.2.3 Power unbalance

100 episodes. First of all we consider the neural networks that have been trained using 1000
episodes of experience. Figure 5.18 shows the power unbalance of the actor neural network
during the training. Figure 5.19 shows the power unbalance of the DQN algorithm, equivalent
to the critic neural network, after the training. Figure 5.20 shows the power unbalance of the
MIP-DQN algorithm, equivalent to the critic neural network with the power balance constraint,
after the training. The final values for the actor neural network are as follows:

s1234 33.802986922951206,

s2234 368.2289462842627,

s3234 1172.1069923925718,

s4234 92.57460528666269,

s5234 145.65432950093754.

Here we denoted the different value for each random seed.

Figure 5.18: DQN actor - Power unbalance for 100 episodes
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Figure 5.19: DQN critic - Power unbalance for 100 episodes

Figure 5.20: MIP-DQN: Power unbalance for 100 episodes

1000 episodes. We consider the neural networks that have been trained using 1000 episodes
of experience. Figure 5.21 shows the power unbalance of the actor neural network during the
training. Figure 5.22 shows the power unbalance of the DQN algorithm, equivalent to the critic
neural network, after the training. Figure 5.23 shows the power unbalance of the MIP-DQN
algorithm, equivalent to the critic neural network with the power balance constraint, after the
training. The final values for the actor neural network are as follows:

lr0.0001 5.314795018119934,

lr6.103515625e-05 272.76747611587405,

Here we denoted the different value for each learning rate.
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Figure 5.21: DQN actor - Power unbalance for 1000 episodes

Figure 5.22: DQN critic - Power unbalance for 1000 episodes
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Figure 5.23: MIP-DQN: Power unbalance for 1000 episodes

Observations. For this metric, good performance is indicated by a low value for the power
unbalance. We first consider figures 5.18, 5.19 and 5.20. Surprisingly, when trained using 100
episodes of experience and using random seeds S1234 or S5234, the neural network for the
actor produces the lowest power unbalance during an episode, even lower than the MIP-DQN
algorithm, which is designed to enforce this constraint. However, for the other three tested
random seeds, the actor performs the worst. In particular, for seed S3234, the actor’s power
unbalance value is much higher. For seeds S2234 and S4234, the MIP-DQN algorithm yields the
lowest power unbalance.

Lastly, we observe the results in figures 5.21, 5.22 and 5.23. When considering training with
1000 episodes of experience, we see that the MIP-DQN algorithm performs the best. The power
unbalance after one episode is almost zero with the larger learning rate. The DQN critic’s results
are similar for both learning rates. The DQN actor’s results vary significantly between learning
rates; with the higher learning rate, the power unbalance is low, but not better than the MIP-
DQN results. The highest power unbalance value is produced by the actor with a smaller learning
rate.

5.3 Conclusion

With the produced results in sections 5.1 and 5.2, we can give a comparison for the performance
of the actor neural network, the DQN critic and the MIP-DQN algorithm. The metrics we
compare the algorithms on are the mean episode reward, the episode operation cost and the
power unbalance. We conclude this chapter with an overview and discussion of the performance
of the three approaches.

The actor neural network trained using the DQN algorithm showed a high variance in its
produced results. This sometimes lead the neural network to have a better performance than the
other algorithms. When we considered the plots of the actor during the training, this variance
was also visible. For all metrics we saw that the actor improved during the first 20 episodes,
after which the values oscillated for the remainder of the training, without much improvement.
These observations suggest that one should conduct many runs and then take the average to
reduce uncertainty.
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The final results produced by the critic neural network, using the DQN algorithm, appeared
to have a lower variance. For all metrics the produced results were close together. For most of
the random seeds, the DQN critic had a similar or better result than the DQN actor.

The MIP-DQN algorithm produced similar, but slightly better results, as the DQN critic for
the mean episode reward and episode operation cost. The values for the results were similar for
all random seeds, with a comparable variance. Perhaps this is surprising, because an additional
constraint has been added to the critic neural network, decreasing the cardinality of the feasible
set of the MIP. However, adding this constraint also means we add additional information to
the MIP-DQN algorithm when compared to the DQN algorithm. Our hypothesis is that this
additional information makes the MIP-DQN algorithm take decisions that improve the state in
the long term, while the DQN algorithm takes action which only maximise the reward given the
current state. Due to the inherent unpredictability of the power system, the MIP-DQN algorithm
therefore shows a better performance.

Lastly, we considered the power unbalance. As expected, the MIP-DQN algorithm acquired
the lowest values for the power unbalance. What might be surprising is that the power balance
constraint was not strictly enforced. We offer an explanation considering the constraints on
the utility grid. When a power unbalance exists in the system, the algorithm will have to buy
power from the utility grid in order to satisfy the demand. However, due to the upper bound
on the power of the utility grid, it will not always be possible to buy enough power to satisfy
the demand. Therefore, even though the algorithm considers the constraint, it is not able to
maintain an equality in the power balance.
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6 Discussion and Conclusion
In this thesis, we have studied a novel approach to reinforcement learning called MIP-DQN. We
have explained the fundamental mathematical concepts required for understanding reinforcement
learning, including the Markov decision process, state-value and action-value functions, and the
Bellman equations. We have discussed methods for policy evaluation and policy improvement,
enabling us to find the optimal policy when the dynamics function of the Markov decision pro-
cess is known. Additionally, we have explained the workings of neural networks and how their
parameters can be improved via gradient descent.

Building on the mathematical foundations, we have developed a model for the power system.
Initially, we provided a non-linear programming formulation for the power system, detailing each
component and constraint. Following this, we formulated the optimization problem for the power
system as a Markov decision process.

We have explained algorithms capable of finding a good policy for managing the power system,
covering advanced methods such as ϵ-greedy exploration, SARSA, Q-learning, and the actor-critic
structure. These methods were used to define the Deep Q-Networks (DQN) algorithm, which
employs fixed Q-targets and replay memory. We noted that a downside of the DQN algorithm
is its inability to enforce the power balance constraint for the produced actions.

To address this, we introduced the new MIP-DQN algorithm. This algorithm utilises the
DQN approach to train neural networks for the actor and critic. It then finds the highest value
action by formulating the critic neural network as a mixed integer programming (MIP) problem,
incorporating the power balance constraint into the MIP formulation. This allows us to find
actions that satisfy the power balance constraint.

Finally, we presented results showcasing the increased performance of the MIP-DQN algo-
rithm compared to the DQN algorithm. The metrics used to reach this conclusion were the mean
episode reward, episode operation cost, and power unbalance. We first discussed the training
of the actor and critic neural networks, which were then deployed to produce results for each
metric.

Our analysis demonstrated the increased performance of MIP-DQN. We observed that the
power balance is not always strictly enforced, even in the MIP-DQN algorithm. This occurs
because there are states where it is impossible to maintain a zero power unbalance; the loads
may demand more power than can be supplied due to constraints on the components of the power
system. Nevertheless, the MIP-DQN algorithm consistently maintained good results across all
metrics, achieving a significantly lower power unbalance.

The variance of the metrics during the training of the neural networks was large. We at-
tempted different learning rates to reduce the oscillation but were unsuccessful. We suggest that
further improvements should be made to lower this variance by optimally tuning the learning
rate, and other parameters in the neural networks.

The power system we studied could be further improved. It did not account for uncertainty
and noise in power dynamics, such as those from photovoltaic sources. Including these factors
would make the decision problem more realistic and accurately reflect power uncertainty.

Lastly, regarding the discussed metrics, the results indicate better performance of the MIP-
DQN algorithm compared to DQN. However, more certainty would be gained by repeating the
experiments and taking the average.
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A Backpropagation
In this appendix we describe the “backpropagation” algorithm. We use this algorithm to compute
the gradient of an error function with respect to a feed-forward neural network. After which we
can apply gradient descent to find parameters which minimise the error. This is a supervised
algorithm because we define the error using targets. Given an input of a neural network, a target
is a vector which we think the network should have as output. We describe backpropagation as
it is explained in [3].

For the explanation of backpropagation we consider a special case. The network we consider
has fully connected layers. We also consider an error which only depends on the weights of
the network. Furthermore, we assume the network has the smooth sigmoid function σ as the
activation function at all neurons. The case where the error also depends on the biases follows
similarly. The case where there is no smooth activation function follows similarly as well. In
both cases, extra care has to be taken when computing the gradient.

We start by making the error explicit. For weights {w1, . . . , wn} and n ∈ N, we have E =
E(w1 . . . , wn). For an input vector p we define the output of the network as yp. We define the
target tp as the output which we think the network should have.
We define the error Ep for a training pattern (yp, tp) as

Ep =
1

2

M∑
k=1

(tpk − ypk)
2.

As explained above, we define the error as the difference in the output. We take the square of
each element, so the values are always non-negative. The factor 1

2 is not necessary, but it makes
the future equations more clear.

We first consider a network without hidden layers. It only has an input and an output layer.
Consider the matrix W of weights for the neurons in the output layer, and let b be a vector of the
biases. We have yp = σ(Wp+ b). Define ap = Wp+ b. Note that we made use of the fact that
the layer is fully connected here. This means that every neuron has the same input p. Lastly,
define σ′ as the derivative of σ.
By repeatedly using the chain rule, we can now take the derivative of Ep for an element wij of
W . We obtain

∂Ep

∂wij
=

∂

∂wij

(
1

2

M∑
k=1

(tpk − ypk)
2

)

=
∂

∂wij

(
M∑
k=1

1

2
(tpk − σ(wkp+ bk))

2

)

= (tpi − σ(wip+ bi))
∂

∂wij
(tpi − σ(wip+ bi))

= (tpi − σ(wip+ bi)) · −σ′(wip+ bi)
∂

∂wij
(wip+ bi)

= −(tpi − σ(wip+ bi))σ
′(wip+ bi)pj

= −(tpi − ypi )σ
′(api )pj
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Here wk defined a row of the matrix W , api is the i-th row of ap, bk is the k-th element of b and
i corresponds to neuron i in the output layer.

We can now define the derivative ∆wij = −(tpi − ypi )σ
′(api )pj . We use ∆wij to update the

value of weight wij using gradient descent.
We now consider what happens to the weights of neurons in a network with more than two

layers.
For a neuron k in the output layer we define the factor δk = (tpk − ypk)σ

′(apk). This factor is used
in the derivative of the weights we explained above.
For a neuron k′ in a hidden layer we define a different factor. We first define Ik′ as all the neurons
that use the output of neuron k′ as their input. We now define δk′ = σ′(ak′)

∑
i∈Ik′ δiw

′
ik′ . Here

w′
ik′ corresponds to the weights used in the next layer.
An intuition one might have for backpropagation is that we are trying to do gradient descent

using the derivative of the error with respect to the entire network. However, instead of comput-
ing with respect to entirety of the network, we compute the derivative of each layer separately.
Note that we multiply with the derivatives when we compute the δ term. This multiplication
can be understood as if we are using the chain rule to compute the derivative of this layer, with
respect to the error Ep.

We summarise the derivative ∆wij for a weight wij , a neuron i and a training pattern (yp, tp).
We have ∆wij = −δipj .
If i is in the output layer we have δi = σ′(api )(t

p
i − ypi ).

If i is not in the output layer we have δi = σ′(ai)
∑

j∈Ii
δjw

′
ji.

We can now define the derivative ∆wij for any weight at a neuron i. After which we use
this derivative to update the weights using gradient descent. In backpropagation we update the
weights of the neurons in the output layer first. This is because we need the δ term when we
update a neuron in a hidden layer. One can see that an error term δ is propagating backwards
through the neurons. We update all the weights using a so-called “backward pass”. This comes
down to iteratively going back through the layers to update the values of the weights.
A “forward pass” means to use the network as usual, and compute an output vector yp given an
input vector p.
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