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Abstract

Gathered data sources hold increasing significance for law enforce-
ment agencies to find evidence for criminal investigations. Network
traffic stands out as one such data source, offering detailed insights
into individuals’ behaviors and interests. Given the potential size of
intercepted network traffic, clustering methods are required to find
what activities were performed in the data; methods that do not yet
exist. Unlike text data, internet sessions lack inherent coherence and
often include noise from unrelated traffic. Traditional unsupervised
methods may yield suboptimal results due to this noise, while su-
pervised methods are infeasible due to the absence of labeled data.
To address these challenges, we proposes an adaptation of the ‘Clus-
tering By Intent’ (CBI) technique to network traffic, named Embed-
ded Clustering By Intent (ECBI). ECBI uses Word2vec embeddings
to generate queries for identifying synonymous features in internet
traffic, enabling clustering based on actual activities. The proposed
method is validated using specifically sampled internet traffic from
the Dutch National Police. In an evaluation consisting of expert in-
terviews and technical experiments, ECBI is compared against CBI
and Embedded Topic Modelling. Notably, ECBI clusters contain
sessions from a significantly larger number of entities, indicating
a focus on activities rather than specifics of an individual entity.
Furthermore, we show that Word2vec can effectively be applied on
network traffic.
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Chapter 1

Introduction

As life increasingly transitions into the digital realm, so does criminal behavior.
Not only are victims more often targeted by cybercrime, but online traces left
by criminals are also more important for finding evidence. Intercepted network
traffic is one of the most important data sources available as it gives a detailed
image of how people operate and what they are interested in. Network traffic
consists of network packets: the basic unit of data transmission in computer
networks. A packet consists of a payload and a header containing control in-
formation, including the source IP and destination IP [61]. As the quantity
of the network traffic can be very large, computational methods are required
to acquire insights from the data. We aim to explore the possibility to cluster
internet traffic based on performed activity. This is achieved by examining in-
ternet sessions - uninterrupted periods of time during which the internet has
been used - of an entity in the data.

To the best of the author’s knowledge, no research exists in which network
traffic was studied with the intention to cluster multi-entity data to find the
performed activity. This is ultimately associated with the delicate nature of
network traffic, as it contains highly personal information and is safeguarded
by data protection regulations such as the General Data Protection Regulation
(GDPR). The network traffic consists of connections, data exchanges between
the entity and some destination, that occur in sequence and can be regarded to
as discrete objects. For that reason, the comparison with text - where internet
sessions represent documents and connections represent words - is made and
techniques from the text mining domain are applied.

However, while similarities with text exist, notable differences in the character-
istics of the data require adaptions to be made to obtain sensible results. A
difference with text is that internet sessions are not created with the intention
to inform or convey a reader, something that requires coherence. Instead, be-
sides containing traffic that is relevant for the clustering objective, it might as
well contain traffic related to the operating system. For this reason, there is
a considerable amount of noise in the data. Relying on a fully unsupervised
method would hence be optimistic as all kind of inferences could be made. Yet,
supervised methods cannot be used as labelled data does not exist due to the
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combination of data size, complexity of labelling, and absence of open source
data.

By incorporating the expertise of domain experts, it is possible to guide the
model towards better results. While semi-supervised learning methods - that
accept must link or cannot link constraints - aim to accept this feedback, it
is not feasible to provide this for the web sessions. As domain experts build
understanding on features - e.g., the domain names that connections are related
to - it is hard to provide relatedness about individual sessions. Clustering By
Intent (CBI) [25] is a text mining technique that allows experts to give feedback
on a set of texts - i.e. a cluster - that have been put together given one or more
common words that are unique to them. This gives the experts an indication of
why certain sessions are grouped together and allows them to provide feedback
on this specification.

An important aspect of network traffic, however, is that the same action can
often be performed in many different ways. For that reason, traffic that indicates
the same activity - e.g., traffic to competing travel agency websites - might end
up to be seen as different. While this phenomenon - i.e., synonyms - exists in
textual data as well, it is significantly more prominent in network traffic. In
the english language, there are around 101 synonyms for each word. Looking
at domains, popular websites might already have more than 10 different top-
level domains and most of these websites have direct competitors providing
a similar service. This thesis project aims to adapt CBI to network traffic
by implementing Embedded Clustering By Intent (ECBI). This extends CBI
by generating queries using Word2vec embeddings to find synonym features.
These extended queries allow the model to find clusters based on the actual
activity rather than a particular provider of that activity, making it more robust.
Given the additional challenge of requiring feedback from analysts, visualization
methods have been implemented to help them make informed decisions.

We validated the method on specifically sampled internet traffic from the Dutch
National Police. Using the clustering results, the police aim to identify the inter-
ests of the entities, assuming that these can be perceived through the activities
in which the entity is involved. The evaluation, consisting of expert interviews
and a series of technical experiments comparing ECBI against CBI and Em-
bedded Topic Modeling, found that the technique could be a promising tool for
network traffic analysis. Clusters created by ECBI tend to include sessions of
significantly more entities that clusters from CBI. This seems to indicate that
clusters are created around activities rather than individual set-up’s of individ-
ual entities.

1.1 Research questions

In order to find meaningful clusters that capture the activity performed in a
session the following assumption is necessary and thus made: activities an entity
is involved in are perceived through the network traffic produced by the entity.

1This is the average number of synonyms for the 5000 most frequent words in the Corpus
of Contemporary American English (COCA). Synonyms are determined by using the WordNet
[64] dataset.
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With this assumption, it would be possible to programmatically find clusters of
sessions using its attributes. To find a method that yields meaningful clusters,
it is important to consider the characteristics that distinguish network traffic
from textual data. As mentioned before, unlike most texts, internet sessions
are not created with a reader in mind. For that reason, even more so than in
textual documents, internet sessions can be clustered in many different ways. An
internet session can contain traffic related to the operating system, professional
or personal usage. For this reason, in comparison to clustering academic authors,
the clustering exercise would involve clustering them not only on their articles.
Instead, it would have to do so on randomly concatenated documents consisting
of their articles, personal messages, and correspondence with their bank. For
this reason, it is important that a domain expert can provide external knowledge
and guide the model towards more meaningful results: clusters that have the
relevant performed activity of the entity in common. The following research
question is proposed:

How to actively cluster network traffic based on an analyst’s intent?

By bucketing - abstracting connections to one or more features - individual con-
nections, each internet session and its connections can be viewed as if it were
a document with its “bag of words”. For example, when connections are buck-
eted by destination domain name, the internet session is no longer a sequence of
connections, but a vector of counts for each destination domain name. Bucket-
ing transforms the textual document into a numerical representation and allows
machine learning to be applied.

Within the text mining domain, the active learning method Clustering By Intent
(CBI) [25] has been developed to overcome the problems of semi-supervised
clustering. With some clusters available a-priori, the algorithm aims to find
new clusters by looking at documents that are very different from the existing
ones. For these different documents, it searches for a word that distinguishes
(some of) them from the existing clusters. While this method works well for
text - where a single feature (word) can mostly describe a topic - it is likely not
working for network traffic. As network traffic has more synonym features, a
single feature might only capture a subset of the sessions related to an activity.
On the other hand, since the containment of information is divided over multiple
features, and very few features are relevant by themselves, any feature might
become relevant. While a single word might be able to capture a certain topic,
a single feature in network traffic is not. Therefore, the first subquestion is:

SQ1: How to find a set of features that sensibly distinguishes a group
of internet sessions?

Since the model aims to learn from the feedback given by the domain experts,
it is important that this feedback is used in a meaningful way. While CBI was
designed with this idea in mind, it needs to be adapted to network traffic instead
of textual input. Subquestion 2 is used to solve this problem:

SQ2: How to iteratively use these feature sets to cluster new groups
of data points incorporating guidance from the expert?

While CBI focuses only on the algorithm for finding clusters, because documents
could simply be read by the expert, this would not be appropriate for this do-

7



main. Sessions are complex data structures that cannot be understood directly.
If the expert’s feedback is critical for clustering, the expert should be provided
with clear information to make decisions. Since sessions are not self-explanatory,
it would not be sufficient to simply show them. Therefore, the cluster should be
presented (visually) in such a way that it is clear why the sessions are grouped
together. The visualization is treated as the last subquestion:

SQ3: How to visually present a cluster to the analyst such that it
can be evaluated?

1.2 Contributions

The following contributions were made by this thesis project:

1. This project shows that semantically close features (e.g. domains), in
network traffic, can be determined through feature embeddings.

2. This thesis proposes an extension of CBI, adapting it to network traffic.
This extension mainly involves the use of feature embeddings that allow
synonym features to be considered.

3. A real world implementation of the technique on network traffic of the
Dutch National Police.

4. A novel way to cluster end-to-end network traffic from several entities.
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Chapter 2

Background & related work

Before looking at specific data mining techniques that help in clustering the
entities in the data, the networking domain is explored first. A background
in network traffic analysis is a necessary requirement for understanding design
choices later. It will also show what techniques already have been applied on
the network traffic. The section about the data mining methods will further
shape the direction of the thesis and show why it was chosen.

2.1 Network traffic analysis

This section commences by offering fundamental background information per-
taining to the nature of network traffic and an elucidation of the underlying
workings of the internet. Subsequently, existing forensic methodologies and
specialized tools designed for the analysis of network traffic will be discussed.
Finally, an overview of machine learning applications currently deployed in the
realm of network traffic analysis is presented.

2.1.1 Network traffic

When people first started using a computer, information was inputted into and
subsequently retrieved from it. However, soon after, the demand for commu-
nication between computers started to exist, and computer networks came into
existence. Computer networks are the collection of computers interconnected
by a single technology, the most famous example being the internet [62]. Given
that technology is created by many manufacturers, a demand emerged for a
structured and uniform means of communication. As advocated for by [21],
there should be a hierarchical structure of processes in order to validate larger
software projects. Eventually, this has led to a design philosophy for network
protocols with multiple layers [23]. Within this architectural framework, layer
n is entrusted with a well-defined task, accompanied by the expectation of a
particular output. This allows layer n + 1 to operate seamlessly without the
necessity to concern itself with the intricacies of lower-level activities. The most
well-known model that is used to reason about protocol layering, is the Open
Systems Interconnection (OSI) model [74]. While the protocols of the model
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are not actually used any more, the model itself is very general and hence still
valid [62]. The OSI model contains the following layers [62]:

7. Application Layer. Specifies the actual application that the user has
chosen. A popular protocol is the Hypertext Transfer Protocol Secure
(HTTPS) that is used for loading websites securely.

6. Presentation Layer. This layer is concerned with the syntax and se-
mantics of the data. It makes it possible to communicate for computers
with different internal structures.

5. Session Layer. Allows users to establish sessions between each other.

4. Transport layer. Accepts data from the layers above, breaks it into
smaller chunks and passes them on to the network layer to coordinate
the arrival at the destination. Popular examples are the Transmission
Control Protocol (TCP) which ensures reliable data transmission, and the
User Datagram Protocol (UDP) that is a simpler protocol without error
recovery or guaranteed delivery.

3. Network layer. This layer finds the optimal way from source to destina-
tion. Routing packets can be highly dynamic and each of them can travel
using a distinct route to avoid congestion or failed services.

2. Link layer. Makes sure that there are no transmission errors in the
data sent by partitioning the input into smaller data frames and patiently
awaiting acknowledgments from the recipient for each frame.

1. Physical layer. Concerned with transportation of the actual bits over
the communication channel. Deals with the physical medium the traffic
is routed over.

Unlike the OSI model, the TCP/IP model [18, 13], is a very concrete and practi-
cal model that relies on standardized protocols [23]. The model - that is named
after its primary protocols Transmission Control Protocol (TCP) and internet
Protocol (IP) - is the suite of protocols that are used on the internet. Instead
of including all the layers of the OSI model, it includes only 4 as can be seen
in Figure 2.1. In order to communicate over the internet, information is sent
using messages. A message is routed over possibly multiple intermediate ma-
chines to its final destination [62]. In order for the intermediate and destination
machine to understand how - i.e., with what protocols - the packet must be
processed, header information is added. On the source machine, commencing
from the Application layer (i.e., layer N), a layer N protocol data unit (PDU)
is generated, comprising both the data intended for transmission and its asso-
ciated protocol information. Following this, the second-highest layer (i.e., layer
N − 1), retrieves the PDU from layer N , treating it as uninterpreted data, and
subsequently envelops it with its own protocol-specific information. Hence, re-
sulting in the layer N − 1 PDU. This iterative procedure continues until the
PDU reaches the lowest level within the TCP/IP stack [23]. This is further
illustrated in Figure 2.2. At each receiver, the data is processed in the opposite
direction: the layers are decapsulated such that the information can be used.
Most of the intermediate machines only need to read the lower level layer infor-
mation for routing the message, the receiver, however, will decapsulate the full
unit. On the network layer (OSI layer 3), a PDU is called a (network) “packet”.
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Given that this is the most common form for internet communication reference,
this will be the common form used during the thesis. However, specific naming
for messages on different layers do also exist. A PDU is called a “frame” on the
data link layer (OSI layer 2) and “segment” on the transport layer (OSI layer
4) [60]. How insights can actually be retrieved from network traffic flows will
be discussed next.

Figure 2.1: The TCP/IP model in
regard to the OSI model [62].

Figure 2.2: Illustration of encap-
sulating data from higher layers in
lower layers. [23].

2.1.2 Network forensics

Given the significant role that the internet plays in the present time, a lot of
important information is sent over it. Criminal offenders are also twofold depen-
dent on the internet. On one side, criminal activity is more and more conducted
within the digital domain. Examples of these are Ransomware attacks [50] and
online child abuse [15]. However, for offenders of conventional types of crime
the internet has become crucial for their activities as well [56]. For that rea-
son, intercepting internet traffic of the activities from the criminals can be very
useful in ongoing investigations performed by Law Enforcement.

Applications and even the operating system can be tricked by the signal they
receive if malware is effective. The signal itself transmitted over the wire, how-
ever, remains veracious, as nothing can affect it [46]. That is why packet capture
- the activity of intercepting network packets - is so effective. Network packets
can be captured by packet analysers, software tools that intercept and log the
traffic traversing over the network. These software tools can have access to the
network packets by putting the capable wired network interface controller (NIC)
into promiscuous mode. This means that all traffic routed over the controller can
be directed to the CPU rather than the frames it was programmed to receive.
In order to store the captured traffic, the packets can be written to a libpcap
(pcap) file. While different implementations exist, all pcap files have a similar
structure. A global header includes, among others, information about the time
zone, data link type and timestamp precision. Then, a - by timestamp - ordered
list of n packets is included as follows: [(packet header,packet) | i = 1, 2, . . . , n].
In here, the packet header contains, among others, the timestamp and size of
the packet [60].

In order to go from the low level packet representation to something more in-
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terpretable, several tools have been developed. The tools are not specifically
developed for activities deployed by Law Enforcement. Instead, the majority of
the literature in this domain is oriented towards private sector interests. Objec-
tives of these endeavours encompass activities such as malware detection [58, 72]
and incident response [55]. Given the multitude of available packet analysers,
discussion of them all would be infeasible. For those readers who wish to explore
this subject further, a comprehensive list can be found in [60]. Certain select
analysers, deemed of particular significance, will be highlighted, however.

• Wireshark1, formerly referred to as Ethereal, is the most popular open
source packet analyser. It can either be used for real-time analysis (by
capturing data from the network) or offline analysis (by reading pcap
files). Using its graphical user interface (GUI), network analysts can see
all incoming traffic in different colours. These colours, among others,
can be used as warnings to highlight certain packets or help identify the
particular protocol of the packet quicker. By using filters, an analyst
can look for specific packets that are deemed necessary for the particular
investigation. Wireshark supports more than 750 distinct protocols, with
a consistent influx of new protocols being incorporated, driven by the
active contributions from the community [9]. It is frequently commended
for this user-friendly and intuitively designed GUI [28, 6]. Nonetheless, it
lacks the capability to alert the user when anomalous network behaviour
is detected or to manipulate the network traffic [6].

• Tcpdump2, is a command line tool that is built on top of libpcap. Using
various options, users can retrieve information from the network traffic
data in different formats. While it works very efficient and fast, it is not
as user-friendly as Wireshark [28, 7].

• Zeek3, formerly known as Bro, is a platform and network analysis frame-
work. It captures, dissects, and interprets network packets, providing
detailed insights into network protocols, connections, and the data be-
ing transferred. The technique also provides its own scripting language
that enable users to tailor the detection or analysis capabilities to specific
needs. It is split in two main components. The “event engine” transforms
network traffic into sequences of higher level events. The “policy script in-
terpreter” handles the events based on policies created with the dedicated
scripting language [54].

The mentioned network analysis tools can be helpful for digital investigators
in two ways. Firstly, they facilitate the examination of network traffic directed
towards a specific cybercrime victim, enabling an inquiry into the methodology
employed in the execution of the criminal act and the identification of the re-
sponsible entity. The second use-case for Law Enforcement to make use of these
tools is to monitor intercepted internet traffic of a particular suspect. Moni-
toring the internet traffic could help to identify the natural person, or to find
evidence of the committed crime. Due to the growing prevalence of encrypted
network traffic, this has become a very challenging activity [3, 65]. Unlike the
interception of telephone traffic, the investigator cannot record the content of

1https://www.wireshark.org/
2https://www.tcpdump.org/
3https://zeek.org/
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the communication. Instead, analysing the metadata of the internet traffic (i.e.,
the information contained in the headers) is an important source of informa-
tion [3]. However, analysing this traffic with the conventional tools is hardly
impossible for investigators that are no expert in digital forensics [65]. The au-
thors proposed a new technique that is easier to use for non-experts. Moreover,
the existing tools under consideration are primarily oriented towards conducting
comprehensive individual investigations. The dataset of this thesis encompasses
information pertaining to a substantial number of entities, rendering it impracti-
cal for individualized research efforts at this scale. Consequently, there is a need
for a tool capable of identifying noteworthy patterns across a broader spectrum
of entities.

2.1.3 Machine learning approaches for analysing network
traffic

Considering that network traffic consistently entails a substantial volume, de-
noted as ”the quantity problem” [16], the manual inspection of all data is ren-
dered impractical. Previously mentioned tools solved this by filtering specific
interesting packets of the traffic based on characteristics. However, this ap-
proach can potentially result in a significant amount of overlooked information
due to a lack of a priori knowledge regarding the discernment of the pertinent
segments of the data. For this reason, as in many other fields, machine learning
methods are being developed to help to analyse the data. In this section, two
important fields will be discussed.

A prominent application of machine learning within the domain of network
traffic analysis is observed in the context of network intrusion detection systems
(NIDS). While these systems used to work with complex rule based systems, ma-
chine learning is now required to detect the more complex attacks [38]. Changing
feature distributions in train and test data is a major problem for models trained
in this field. Once malicious traffic has been detected and attackers change their
behaviour, models do not work as well any more without being retrained. As
malicious traffic is subject to continuous variety, this is a major bottleneck [39].
For that reason, researchers have studied models that can adapt to new situa-
tions; i.e., that can transfer to a new domain [39, 8, 72]. An additional challenge
is the substantial dimensionality of the data, necessitating the implementation
of dynamic and computationally efficient dimensionality reduction techniques
[52].

Another important machine learning research area is traffic classification. Traf-
fic classification refers to the activity in which a program aims to predict the
source (i.e., application or protocol) the traffic is produced by [2]. It can be
used for a variety of applications, including pricing in internet service providers,
anomaly detection and Law Enforcement investigations. Three categories can
mainly be distinguished [2], i.e., (1) port-based classification methods that sim-
ply look at the port registered to, (2) payload-based classification methods that
look at the (encrypted) content and (3) flow-based classification methods that
look at unique time-related patterns of the internet traffic. While deep learning
methods have the advantage that no features need to be engineered, the need
of a large amount of labelled data makes them hard to use. An example of
traffic classification is the determination of VPN vs non-VPN traffic. This helps
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enterprises making sure that connections are only established from non-VPN
machines [49]. If individuals seeking to compromise confidential information
were to establish a connection through a Virtual Private Network (VPN), the
task of tracing their activities becomes considerably more challenging. Another
form of traffic classification, DDoS attack classification, helps websites in pro-
tecting against the undesired traffic [68].

While some of the techniques - e.g. traffic classification - can be useful for Law
Enforcement as well, none of them are concerned with the problem at hand. No
papers could be found that analysed, compared or clustered a larger group of
entities end-to-end; i.e., from source to destination.

2.2 Data mining techniques

In this section, several potential data mining techniques are explored. Some of
these techniques are discussed due to their important role in the methodology
of this thesis, while others are examined to illustrate their inapplicability to the
specific context, thus elucidating the rationale behind the chosen approach.

2.2.1 Bi-clustering & bipartite graphs

Normal clustering is only applied to one mode of the data; i.e., the features.
Bi-clustering - also referred to as co-clustering - on the other hand, is a tech-
nique that utilizes both modes (i.e., the objects and the features) of the data
to find relevant partitions [27]. It was initially employed in the analysis of gene
expression data to identify co-expressed genes and continues to be predomi-
nantly utilized in the realm of biological and biomedical research [69]. A big
advantage of bi-clustering is that it is able to find clusters of objects based on
a subset of features instead of all features. While co-clustering works with any
type of tabular data, i.e., objects with any kind of features, it is often applied
in situations where features are some kind of independent objects as well [27].
Typical examples are expression level of genes (rows) and experimental condi-
tions (columns) in bioinformatics, documents and bag-of-word representations
in text mining, and users and pages in web mining. The data at hand - the
network traffic - could potentially also be abstracted as such: entities and their
target destinations.

The latter also provides an opportunity for a particular representation of the
data: bipartite graphs. A bipartite graph G = (U, V,E) is a type of graph where
with nodes are either in U (u ∈ U) or in V (v ∈ V ). Edges ((u, v) ∈ E) can only
be between nodes of different domains. Unlike conventional (homogeneous)
graphs, edges between nodes of the same domain do not exist (e.g., (u, u) ̸∈
E). An illustration of a bipartite graph be seen in Figure 2.3a. The graph
can be regarded to as a matrix with rows U and columns V [70]. This yields
the adjacency matrix that shows the strength of the interconnections between
nodes required for co-clustering. An example can be seen in Fig. 2.3b. While
many studies employing bipartite graphs focus on statistical properties, in [43] a
framework was proposed that takes the local interactions between the nodes into
account. A high level process of Problem Characterization, Model Construction
and Model Analysis & Evaluation is presented. This process guides researchers

14



u1

u2

...

un

v1

v2

...

vn

U V

(a) A bipartite graph

v1 v2 · · · vn
u1 · · ·
u2 · · ·
...

...
...

. . .

un

(b) Adjacency Matrix for bipartite
graph

Figure 2.3: A bipartite graph and its corresponding Adjacency matrix

to an eventual visualization of the data while there is room for several techniques
at every step depending on the domain.

A problem however, is that the network traffic has more than a single class
of features that would be important for determining the entities’ goal; i.e., a
connection is not just defined by its destination. For that reason, it would be
important to enable multiple features. One study tried to extend the model to
accept tripartite data. In [42], COVID tweets were clustered by first clustering
the user-topic bipartite graph. After that, tweets were assigned one of the user
clusters based on majority vote. In [73], both the inter-level (comparison of
clusters based on two node-types; bipartite graphs) and intra-level (comparison
of clusters from both bipartite graphs) were taken into account. A deficiency
of co-clustering on bipartite graphs is that it can only learn from the connec-
tions between nodes; information about nodes is lost. In [35], node attributes
were included in the clustering process to incorporate the information about the
nodes themselves. For the network data, however, most information is stored
in the actual connections; i.e., in the edges. While bi-clustering can leverage in-
formation regarding the interconnections between nodes and may even have the
capability to extend the nodes themselves, it does not account for information
pertaining to the actual edges. For that reason, this technique is not suitable
for the network traffic application and a more general technique is required.

2.2.2 Clustering high-dimensional data

In high-dimensional data, there are many features (ranging from several thou-
sands to several millions) associated to every observation. This comes along with
new challenges, and hence requires specialized techniques compared to conven-
tional methods [57]. These challenges are caused by the curse of dimensional-
ity. Among others, the computational time can increase exponentially [51], and
neighbours can become meaningless when the data increases [11]. Considering
the high-dimensional nature of the dataset presented in this thesis, an explo-
ration of these techniques becomes a natural choice. Two main approaches can
be distinguished [51]:

Dimensionality reduction. By reducing the number of dimensions, the data
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can be converted to a lower dimensional space. By reducing the data to 2 or
3 dimensions, the data can be visualized on a screen. It is common practise to
use dimensions reduction for the first - explorative - stage of data analysis [22].
Multiple methods are available, with notable models including Uniform Mani-
fold Approximation and Projection (UMAP) [45], Principal Component Analy-
sis (PCA) [44], and t-distributed stochastic neighbour embedding (t-SNE) [66].
While the method offers a convenient means of early-stage data exploration, it
is worth noting that [19] has identified a significant potential risk. Their study
showed that, after extreme dimension reduction from hundreds or thousands
of dimensions to 2 or 3, significant distortion takes place and results are not
reliable.

Clustering methods. A major branch within the clustering methods for high-
dimensional data is subspace clustering. As there are many dimensions, different
clusters are not necessarily based on the same set of features. Where some clus-
ters exhibit cohesion based on some specific features, distinct data points form a
cluster based on differing features. Subspace clustering, hence, extends normal
clustering by searching clusters in different subspaces [53]. Two main types of
methods exist. Bottom-up subspace search methods start with individual data
points and gradually combine subgroups to find higher level patterns in the data.
A noticeable example of such method is CLIQUE [5]. The second category of
subspace clustering methods, iterative top-down subspace search, has a reversed
approach. These methods, such as PROCLUS [4], start with equally weighted
dimensions and approximate an initial clustering using all dimensions. Next,
an iterative process is initiated in which feature weights are updated such that
clusters are regenerated [53]. Another category of clustering methods is corre-
lation based methods [51]. These methods combine dimensionality reduction
algorithms with clustering approaches. They focus on the relation between ob-
jects rather than the feature representation of the objects. These methods can
be categorized in the dimensionality reduction method used [36]: PCA based
or Hough transform based. The previously discussed bi-clustering methods are
also considered a category of high-dimensional clustering [53].

The discussed high-dimensional clustering methods are not suitable for the prob-
lem at hand. Dimensionality reduction could at most serve as a preliminary step
in the data analysis activity. The actual clustering methods, suffer from overlap-
ping clusters, caused by noisy environments [53]. Given the substantial presence
of noise in the network traffic, it is important to have control over the clustering
process. The control is usually not provided by the high-dimensional clustering
methods. For that reason, methods that do provide control and input from
domain experts are to be discussed next.

2.2.3 Semi-supervised clustering

Traditionally, clustering was an unsupervised learning method. As domain ex-
perts could often enrich the clustering by adding their prior-knowledge, the
field of semi-supervised clustering (SSC) emerged [14]. Within this field, there
are two main categories. (1) SSC algorithms that have access to some labelled
data, but too little to do proper classification. In this case, the labelled data
is combined with model assumptions learned on the data to come to meaning-
ful clusters [34, 32]. The (2) SSC algorithms that ask users for constraints on
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whether objects should (must-link constraint) or should not (cannot-link con-
straints) be in the same cluster [67, 71].

While these algorithms are able to add external information, they do have some
deficiencies. In the first case, it is assumed that all clusters are already known.
However, in real world situations, it might be the case that clusters are not yet
included in the training data. In the second case, except for large constraint
matrices having a major impact on the execution time [14], it might also not
always be as simple to decide on the belonging of objects.

2.2.4 (Inter)active clustering

While normal machine learning tasks often assume sufficient (labelled) training
data, active learning is a technique that is aimed to minimize the number of to-
be-labelled data points [63]. Using a query strategy, the active learner presents
data points to the Oracle (i.e., domain expert) that are most likely to be useful
for the learning process. While most attention is paid to classification tasks,
some papers are mentioned to be devoted to clustering as well [37]. In these
papers, to-be-labelled data points are selected that could determine the purity
of a created cluster. These methods however, require the user to know what
classes exist in the data.

Another form of active clustering is a variant of semi-supervised clustering.
The application created in [70], shows clustering results to the user and accepts
cannot- or must-links from the user. Hence, the application supports an itera-
tive learning process based on human feedback. A strong focus of the paper is
on the visualization of the results. By showing heat- and treemaps as well as at-
tribute statistics of the clustered items, the user should be enabled with enough
information to make the desired decisions. The visualization of the data worked
well for the particular application; co-clustering senators and bills. However,
for less self-explanatory data, such as internet data, these visualizations would
not be satisfactory.

To overcome the problem of getting undesired clusters, Clustering By Intent
aims to cluster the data using the intent of the user [25]. The method is able
to find new relevant classes based on a labelled training set which means that
not all classes must be known a priori. Every time that the learner found a new
cluster, the oracle can choose to accept, merge or decline the cluster. CBI starts
with documents that should be clustered based on the topic. Each document
x ∈ D is represented by its bag of words; i.e., each word is a feature f in feature
space (F ). For some documents, a label is available. All labelled documents
together are the training set T ⊆ D. Each labelled document is assigned a topic,
a cluster c ∈ C. The rest of the data - the unlabelled data - is referred to as
U ⊆ D such that U ∪ T = D. For every document x, the best two predictions
are compared. If the difference between these two predictions is small, they
are considered the residual set R. For this residual set, the goal is to find a
feature, f that distinguishes a group of documents Rf ⊆ R from T with the
highest divergence. As long as |Rq| is larger than a set threshold, a new feature
f ′ ∈ F is added such that only documents that also contain f ′ remain. For

every f ∈ F , divergence is calculated by taking the precision (
|Rf |

|Rf |+|Tf | ), from

documents with feature f in R (i.e., Rf ) compared to documents with feature
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f in T (i.e., Tf ).

While this positive feedback is used (i.e., clustered data is added to the train-
ing data), negative feedback is ignored. In order to utilize this feedback, [10]
improved the technique by collecting all features that constituted to declined
clusters. Not only are these features deferred from future clusters, similar fea-
tures are also considered weaker when determining new clusters.

2.2.5 Feature embedding

Clustering By Intent works under the assumption that a single word (feature)
can sensible distinguish a group of data points from different data [25]. When
the data mainly consists of features that occur very little, a single feature could
only distinguish a very small group of entities. From this point, no difference
can be made between noisy (irrelevant) features and features that are relevant.
In this situation, it would be important to find “synonym” features, features
with a similar meaning. While a single feature might not be able to distinguish
a group of entities of sufficient size, a set of synonym features might.

Research in comparing features has mostly been focussed on text. Word2vec
is a technique that learns the meaning of a word by looking at the context it
is written in [47, 48]. Two different architectures where initially proposed by
the authors. The first architecture, Continuous Bag-of-Words Model (CBOW),
looks at nearby words disregarding the exact position. A Feed-Forward Neural
Network was trained using the training criteria of predicting a word given the
4 words before and after. The second architecture that they introduced is the
Continuous Skip-gram Model (skip-gram). This model, given some word, aims
to maximize classification of the surrounding words. Unlike CBOW, this Feed-
Forward Neural Network does look at word positions. As a word’s meaning is
stronger determined by the words close by, these are given a stronger weight
than words more distant. On both sides, a randomly decided 1-10 words were
predicted for every current word. Besides showing good results in a sentence
completion challenge, they also showed captured meaning of words differently.
They showed that they could apply vector arithmetic on the word embeddings
yielding sensible results. For example, Paris− France+ Italy results in Rome.

The underlying technique behind Word2vec has been extended to many more
applications. The authors themselves used it to learn representations of para-
graphs [40]. The technique, however, can also be used for non-textual purposes,
and has demonstrated itself as a robust technique in many ways. In prod2vec
[29], it has been used to determine product recommendations based on incom-
ing purchase emails. Other applications include node2vec [31] for continuous
feature representations for nodes and Tile2Vec [33] for spatial distributed data.

Interestingly, Word2vec has also been extended to the internet traffic domain.
In [24], researcher used it to detect malicious traffic. Firstly, segments from the
Transport Layer Security (TLS) protocol were transformed into words, com-
prising a fusion of multiple attributes. Each word was then converted into an
embedding by training Word2vec on the transformed TLS sequences. Using a
recurrent Neural Network (RNN), they predicted whether the TLS sequences
- now consisting of frame embeddings - where malicious or benign. Another
study used the (textual) payload from HTTP traffic for anomaly detection [41].
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They trained word2vec on the HTTP payload documents first. Then, for every
payload, they obtained the document embedding by taking the weighted TF-
IDF average of its words. Subsequently, the “payload embeddings” were used
as feature space in the anomaly detection model.

2.2.6 Topic modelling

Topic modelling is a set of text mining techniques that is about finding under-
lying themes (i.e., topics) in a set of documents [1]. It regards to documents
as bag of words; a collection of words where order is ignored while frequen-
cies are accounted for. The most wellknown topic modelling method is Latent
Dirichlet Allocation (LDA) [12]. In this method each document is seen as a
mixture of topics and each topic is seen as a mixture of words. Hence, from the
document-word matrix, a document-topic matrix and a topic-word matrix are
created using the Dirichlet distribution. LDA uses an iterative process in which
these two matrixes are optimized such that the probability that these two ma-
trixes yield the original document-word matrix is maximized. Embedded Topic
Model (ETM) was developed to extend LDA by using word embeddings [20].
Instead of working with a topic-word distribution matrix, ETM initializes topic
embeddings that are to be optimized by comparing them with Word2vec embed-
dings that are trained beforehand on the vocabulary. Using the embeddings,
topic modelling should be more resilient against large vocabulary sizes [20].
Challenges for topic modelling are visualizing and interpreting the models [30].
LDAvis [59] is a tool that addresses this problem by providing a user interface
in which topics and their most relevant words can be explored.
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Chapter 3

Embedded Clustering by
Intent

This section begins with a comprehensive description of the data model, while
providing formal notation to ensure clarity for the reader. It then presents the
problem statement before discussing the implementation of ECBI.

3.1 Data Model & Notation

This section explains the data model and necessary notation used throughout
the thesis document. Since this thesis is not concerned with the low-level repre-
sentation of network traffic, additional information on processing to obtain the
higher-level data model is also provided.

The raw network traffic data is retrieved from packet capture files and then
processed with Zeek1. The result of this process is a set of network packets
that are aggregated into a higher-level network event with information about
the higher-level headers and group statistics of the lower-level packets. These
events are always initiated by an entity:

Definition 3.1. An entity e ∈ E refers to an identifiable agent in the data.
In this context, “identifiable” does not necessarily refer to the identification of
a natural person. Rather, it simply means that Internet traffic from e1 can be
distinguished from traffic initiated by e2.

These higher-level network events can now be formally defined as “connections”:

Definition 3.2. A connection is the most basic component within the data. It
is a consolidated event created from a sequence of network packets generated
by Zeek. This higher level event incorporates information from the upper level
headers and aggregates statistical information from the lower level packets. It
is created by a single entity and always has a destination. Formally, for a
connection c, ¬(EST(ei, x) ∧ EST(ej , x)) | ei, ej ∈ E, i ̸= j. Here EST(e, x)

1The background on the general functioning of this process can be found in Section 2.1.
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means that c is established by the entity e. An illustration of a connection can
be seen in Figure 3.1.

Source IP Destination IP
Attributes

Entity

Figure 3.1: Illustration of a connection

High-level header information includes source and destination IP addresses, ap-
plication protocol, and port number. The aggregate statistical information in-
cludes the aggregate incoming and outgoing byte sizes, start and end time of
the packet sequence. In addition to the above information, other attributes such
as geolocations retrieved from the IP address - i.e., enrichments - are provided.
A detailed discussion of how to obtain these attributes is beyond the scope of
this thesis. However, since the ‘domain’ field will be used extensively and its
assignment is not immediately obvious, it needs further elaboration.

There are 3 methods to populate the domain field for each connection. The
methods are presented in order of priority, i.e. method 2 is only used if method
1 does not return the domain field.

1. The first method should retrieve the domain field from the SSL certificate
present in the Zeek event.

2. For HTTP traffic, the domain can be obtained from the hostname applica-
tion layer header sent with it.

3. The main source of information for retrieving the domain is the use of
Domain Name Server (DNS) traffic, which is found throughout the cap-
tured network traffic. Domain Name Servers allow an Internet user to
type a URL into a browser and have it translated into the corresponding
IP address. By caching these domain-IP pairs from the DNS traffic, the
domain can be looked up in this cache for each new connection encoun-
tered. With this method, the domain field is always set to the most recent
lookup value of an IP address.

All of these attributes reveal something about the intent of the entity initiating
the particular connection. In this thesis project, attributes are not used as such.
Rather, features, as defined below, will be used throughout the project:

Definition 3.3. A feature f ∈ F describes a connection so that it can be com-
pared to other connections. Therefore, it works to group a set of connections.
For example, if only domains are considered, then fgoogle.com denotes the num-
ber of connections to the domain google.com made by e. F can also be thought
of as the abstract version of a feature space in a bag of words manipulation of
textual data.

Internet connections are not solely established, but are located in a sequence.
In this dissertation project, such a sequence is called an Internet session:

Definition 3.4. A session - short for internet session - s ∈ D is “a finite
uninterrupted amount of time in which a single entity uses the internet to access,
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share, and exchange information and services through Internet-enabled devices”.
More formally, s ∈ D = [ x0, . . . , xn | 1 ≤ n ≤ ∞ ] and ¬(EST(ei, s) ∧
EST(ej , s)) | ei, ej ∈ E, i ̸= j, s ∈ D where EST(e, s) denotes that session
s belongs to entity e. The session is regarded uninterrupted if the delta of
starting times of two successive connections never exceed a threshold referred
to as session gap time. If two consecutive connections are described by the
same feature, the latter is removed.

Entity
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Figure 3.2: High level overview of the data

Figure 3.2 further illustrates the relationship between e, s, and x. A group of
sessions that share a common feature is defined as follows

Definition 3.5. Dy
x ⊆ D is the set of sessions for which feature fx ≥ y. How-

ever, the abstraction Dx can be used to refer to the set of distinguished sessions
as if fx were a boolean value.

The last concept to be introduced is the query q:

Definition 3.6. A query q consists of a set of features fx ∈ F and indicative
values. The value y indicates the minimum value for a feature to be true. The
values n and m determine the size of Fq (i.e., |Fq| = n) of which m must
result in true. A session s is selected by the query if the following is true:∑

x∈Fq
1(s ∈ Dy

x) > m. A set of sessions distinguished by q is denoted as Dq.

3.2 Problem statement

The goal of this thesis project is to find clusters of sessions where for each cluster
c ∈ C an activity (as opposed to e.g. the operating system of the entity) should
be central. If the activity for some session s ∈ D is similar to that of c, it should
be included. If the activity is different, it should not be included. Therefore,
the probability that s is included in c must increase as the activity of s and c
becomes more similar.

More formally, for each c ∈ C and each s ∈ D the following is to be obtained:

lim
d(as,ac)→0

p(s, c)→ 1

In the above, ax denotes the activity of x, d(x, y) the difference between x and
y while p(s, c) indicates the probability that s is in c.
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3.3 Methods

In this section, the methodology of the thesis project is discussed. A high-level
overview of ECBI is presented first, after which each sub-question is addressed
in more detail.

3.3.1 Overview of the method

The goal of this thesis project is to sensibly cluster entities based on their
features. This is done by using an iterative process based on the Clustering by
Intent [25] method discussed earlier. The method, a simplified illustration of
which is shown in Figure 3.3, includes the following steps

1. At the beginning, the analyst creates at least two clusters c ∈ C of Internet
sessions in the data set D. All sessions s that are part of a cluster are
considered to be in the training set T ⊆ D. For these sessions, it is
assumed that the analyst knows what the entity’s goal was. In Figure 3.3a,
a session s is represented by a circle, a color indicates that s ∈ T , and each
color represents a separate cluster. Furthermore, the table illustrates that
each session is characterized by its features, i.e., its ‘bag of connections’.

2. In the second step, a Multinomial Naive Bayes (MNB) prediction is per-
formed to find the set of sessions that are least likely to belong to an
existing cluster; i.e., the residual set R ⊆ D. In Figure 3.3b, R is repre-
sented by all circles that are still black.

3. The third step is to find a set of similar features (i.e., the query q) that
could be the prerequisite for a new cluster. Using q, a set of sessions
Rq ⊆ R is selected. The same query is run on T to see how different Rq

is from T . In Figure 3.3c, Rq is represented by the green color and the fill
patterns represent different features f ∈ q.

4. The combination of q and Rq that yields the most distinct cluster is pre-
sented to the analyst. The analyst can accept the cluster, reject it, or
merge it with an existing cluster. Accepting the cluster is illustrated by
the situation in Figure 3.3d. Rejecting the cluster removes all f ∈ q from
F .

In the next sections, research question 1 focusses on how to distinguish a cluster
of sessions, which is step (3) above. Research question 2 discusses the overarch-
ing ability to learn from the feedback provided by the analyst; it discusses the
entire process shown above. The third research question provides more detail
on how the analyst is empowered to make the decision for step 4.

3.3.2 Research question 1

Due to the sparse nature of the data, many features do not occur often. More
formally, for many fx ∈ F , |Sx| is small. On the one hand, many features that
might be interesting for clustering cannot be used because they do not occur
often enough. On the other hand, if small clusters were accepted, every fx
could become relevant. Only features with a certain degree of robustness need
to be selected. Robustness can be achieved if the selected feature discriminates

23



...

...

... ... ...

...

Session

...

(a) Starting situation

(b) Situation after
MNB classification

(c) Finding new clus-
ter in the residual set

(d) New situation if
cluster is accepted.

Figure 3.3: High level overview of the proposed method based on Clustering by
Intent.

a sufficiently large set of entities. There always is a feature that perfectly dis-
criminates some sessions. However, this may well be a noisy feature that should
be ignored.

This is different from the situation in [25], where examples are given where a
single word could separate documents from the others by a single feature. The
main difference in purpose is that CBI should find clusters based on topics within
a single topic. In this case, there are features that have sufficient occurrence to
serve as a rational discriminator by themselves. This is further illustrated by
Example 3.1.

Example 3.1: Finding Topics
. The goal is to cluster sports text based on the actual sport; for example,
clustering sports news about football, hockey, etc. In this situation, using
the word “Football” would be sufficient to find all related documents, since
the sport is usually mentioned in the article. However, clustering the news
articles based on the more general topics (e.g., ‘sports’) would be much more
difficult. These general topics are often not mentioned in the texts, and
therefore no single feature can be found.

So instead of using a single feature, multiple features need to be combined. This
is especially important when the data contains many synonyms.

Definition 3.7. Synonym features (i.e., synonyms) are features that have a
similar meaning and are therefore present in similar Internet sessions. Formally,
for synonym features fa and fb, Sa ∼ Sb| Sa, Sb ⊆ S.

24



Synonym features are especially important for Internet data. Many services
exist that provide similar services, as can be seen in Example 3.2.

Example 3.2: synonym features

. Consider two social media domains x and y. A connection to x (i.e., cx)
and a connection to y (i.e., cy) could identify similar activity. However, cx
and cy are considered to be completely independent connections.

By combining several of these synonym features using an or relation, a larger
set of sessions with similar intentions can be found:

Sx ∪ Sy ⊇ Sx, Sy (3.1)

By applying this operation, a set of sessions can be clustered around a topic
that cannot be identified with a single feature. In other words, this operation
can uncover the underlying topic behind a group of individual features.

However, no further details were provided on how synonym features are deter-
mined. Therefore, more support is needed. In [47], the meaning of a word is
learned from its context.

Definition 3.8. The context of xi is determined by a window (k) of preceding
(i.e., xi−1, xi−2, . . . , xi−k−) and successive objects (i.e., xi+1, xi+2, . . . , xi+k+)
that are assumed to contain information about xi. In general k− and k+ are
equal. However, given that the context is always restricted by the size of the
sequence, this differs at the start and finish of a sequence. For a sequence of
objects x[0 : n], k− < i and k+ + i < n.

This concept of obtaining meaning from nearby data points can also be applied
to the network traffic; connection2vec. As the network traffic is also observed
in sequence, each connection has its context by preceding and succeeding con-
nections. This context might exist of automated traffic to content providers or
third parties that provide a service to the requested connection. The context
might also exist of connections that were initiated by the entity just before or
after. The former can provide value as similar websites might make use of auto-
mated traffic caused by similar services. An intuition for the latter is provided
in Example 3.3.

Example 3.3: Meaning of internet connections
Imagine two holiday booking websites fx and fy. While different entities ei
and ej never go the same website they do share a website fz to look at reviews
of venues. For that reason, fx and fy correlate because fz is nearby in both
cases.

In order to find a new meaningful cluster, a query q needs to be generated.
While y, n and m are given by the analyst, Fq is generated in ECBI. Using
the connection2vec method it is possible to find the n− 12most similar features
to some feature f . Generating queries for each feature with its n − 1 similar

2Note that n− 1 similar features add up to n if the feature itself is included.
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features would mean that there are |F | queries to be generated. To reduce this
number, Fq is only generated based on features not yet used in Fq before.

From the set of queries Q, the query that is most likely to find a new interesting
cluster in R should be selected. Q is chosen in such a way that precision is
optimized, adopting the choice from the CBI. While this was not specified in
the CBI paper, the choice has been made to calculate the precision relative

to the size of R and T . Hence, q is chosen so that argmax
q∈Q

|Rq|/|R|
|Rq|/|R|+|Tq|/|T | .

In the Clustering by Intent paper, a predetermined maximum size of 25 was
used for the proposed clusters. However, it is noteworthy that instead of a
maximum size, a minimum size is used in the method proposed in this thesis.
This minimum size should ensure that the cluster is general enough and does
not provide information about an entity specific pattern. Pseudocode for the
complete procedure can be found in Algorithm 1.

Algorithm 1: Procedure to find a new cluster

input : Set of features F , residual set R, training set T , number of
features n, minimal number of features m, minimal value of a
feature y.

output: The query q, and the sessions of the new cluster Rq

1 F ′ ← F ;
2 Q← {};
3 while |F ′| > 0 do
4 f ∈ F ′;
5 Fq ← f ∪ getNMostSimilarFeatures(F, f, n-1) ; // See Def 3.7

6 F ′ ← F ′ − Fq;
7 Q← Q ∪ Fq;

8 end
9 q ← ();

10 Rq ← {};
11 bestQueryScore← 0;
12 foreach Fq ∈ Q do
13 R′

q ← SelectSessions(R,Fq,m, y) ; // See Def 3.6

14 Tq ← SelectSessions(T, Fq,m, y) ; // See Def 3.6

15 precision← |R′
q|/|R|

|R′
q|/|R|+|Tq|/|T | ;

16 if precision > bestQueryScore then
17 bestQueryScore← precision;
18 q ← (Fq,m, y);
19 Rq ← R′

q;

20 end

21 end

3.3.3 Research question 2

Each iteration trains a MNB model on the ‘bag of connections’ dataset. CBI
transforms the data into binary values indicating whether the feature is present
in a text. In this project, the data is instead min-max normalized to preserve
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the quantitative information inherent in the dataset.

Then, similar to CBI, a MNB is trained to find the probability that each ses-
sion belongs to a pre-existing cluster. This likelihood is determined from the
difference in classification score between the first and runner-up class. A small
difference indicates that a session is unlikely to belong to either class. The 20%
of sessions in U = D − T that are least likely to belong to an existing cluster
are selected as the residual set R. The method in research question 1 is used to
determine q and Rq.

Both Fq,m, y ← q and Rq are presented to the analyst and an interaction is
expected from the analyst. The analyst has three different options for providing
feedback:

1. Accepting the cluster. By accepting the cluster, C is appended with the
new cluster and T is appended with Rq.

2. Rejecting the cluster. The cluster is not maintained and at least 1 of the
features in Fq is deleted.

3. Merging the cluster. The sessions Rq are assigned to an existing cluster
in C and T is appended with Rq.

Algorithm 2: Active network traffic clustering procedure

input : Set of all network sessions D, set of Features F ,
output: Set of clusters C, Training data T

1 T,C ← askAnalystForAPrioriClusters(D);
2 U ← T −D;
3 Q← {};
4 while Analyst did not finish do
5 n,m, y ← AskAnalystForParameters();
6 MNB← trainMNBClassifier(T,U,F);
7 R← findSessionsWithLowestConfidence(MNB, U) ; // See text

8 q,Rq ← findNewCluster(F ′, R, T, n,m, y) ; // See Alg 1

9 switch Analyst decision do
10 case Cluster accepted do
11 T ← T ∪Rq;
12 C ← C ∪ (q,Rq);

13 end
14 case Cluster Rejected do
15 Fq,m, y ← q;
16 F ← F −AskAnalystToRemoveFeatures(Fq);

17 end
18 case Cluster Merged do
19 c← AskAnalystToSelectExistingCluster();
20 mergeCluster(C, c, q, Rq);
21 T ← T ∪Rq;

22 end

23 end

24 end
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While the approach of CBI [25] is mostly followed here, it is noteworthy to
mention the different approach in handling the ‘reject’ action by the analyst.
Instead of ignoring the action, the analyst can remove one or more features to
force the model to find another cluster. The complete pseudocode can be found
in Algorithm 2.

3.3.4 Research question 3

An important part of this project, though not directly related to the active learn-
ing model, is visualization to the analyst. Unlike textual data (i.e. documents),
which can be quickly skimmed to understand the author’s intent, network traffic
is not so easy to understand. Sessions can be long (i.e., contain many connec-
tions) and can be obfuscated by a few dominant connections that have a very
high presence in the data. For this reason, some techniques should be used to
abstract the data so that an analyst can rationally make the decisions necessary
for the active learning process. The approach taken here is to provide the user
with three different screens of information, ranging from very high-level infor-
mation to a very detailed visualization of the sessions. Many of the decisions
have been made in consultation with the analysts, as they know best what is
needed to see if the sessions have been put together for the right reasons. The
rest of this section is a detailed explanation of each screen.

Screen 1: High-Level Information. The first screen must provide the ana-
lyst with a quick overview of the cluster found. First, the screen provides some
concise information about the size of the cluster, comparing it to the sizes of D,
T , and R. This information can be used to relate the size of the found cluster
to the bigger picture. Information about the number of entities involved in the
cluster is also provided. This can help the analyst distinguish between clusters
formed around patterns that originate from a single entity, and a pattern that
can be observed across the entire dataset. Finally, for each feature, information
is provided about its presence in Rq, T , and D. With this information, the
analyst can understand how each feature contributes to the new cluster. In ad-
dition, this information also provides insight into how common a feature is. If
the feature is relatively common in D, the new cluster may not reveal a unique
pattern in the data and instead may reveal more about what is not yet in T .

Screen 2: Shifterator. Ultimately, the analyst needs insight into how the
new cluster differs from the existing clusters. One technique that makes this
possible is the Shifterator package [26]. This method was originally developed
to compare texts by analyzing the specific words they use. For both texts, all
key-value pairs (i.e. words with their word counts) are given to the framework.
The key-value pairs are translated into bars that point either to the left or
to the right. A bar pointing in one direction means that the key has a more
significant presence in the text belonging to that direction. The framework
provides several ways to calculate the bars. The method chosen in this thesis
project is the ‘Shannon Entropy Shift’. This shift not only shows the words
that have the highest difference in relative presence, but also takes into account
the surprise of a word. This means that words with a low overall presence are
favored over words that occur frequently. An example of such a Shifterator
diagram can be seen in Figure 3.4.
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Figure 3.4: An example of the visualization, created by the Shifterator pack-
age. This example highlights the difference in words between two presidential
speeches.

The necessary key-value pairs for the use of the Shifterator package are filled
according to the following protocol, which facilitates the comparison between
the sessions within the training set T and the newly formed cluster Rq. For both
groups, the set of keys is simply set to F . For both groups, for each feature
f ∈ F , the value of f is set to the number of sessions that exceed the threshold
y. More formally, fx =

∑
s∈T 1(s ∈ Sy

x) for the key f in the training set T .

Screen 3: Session-level information. In addition to the first two screens,
which provide group-level information, the third screen allows the analyst to test
a potential hypothesis against the actual sessions. This screen is generated from
the sequence of connections within a session. Each connection is represented
by the attribute of the data selected to generate the features. Thus, if F were
generated from just the domain field, this screen would be a sequence of domains
from each session. Since the session can be very long, noteworthy connections,
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i.e. those that play a role in determining the cluster, are highlighted. A possible
example of this screen, where the domain field is used to generate F and Fq =
{github.com, stackoverflow.com}, can be seen below3:

amazon.com, wikipedia.org, apple.com, cnn.com, reddit.com, ny-
times.com, stackoverflow.com, github.com, ebay.com, weather.com,
amazon.com, wikipedia.org, google.com, cnn.com, reddit.com, ny-
times.com, stackoverflow.com, microsoft.com, ebay.com, weather.com

3Note that the sequence of domains shown is randomly generated and not from the real
dataset. It is only used to show what the visualization look like.
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Chapter 4

Evaluation of Connection
Embeddings

The connection embeddings play an important role in identifying similar connec-
tions and hence their quality is crucial for good clustering results. This chapter
contains an isolated evaluation of these embeddings to quantify the quality by
comparing them against embeddings created using a conventional method. Be-
fore the actual experiment is discussed, the dataset consisting of intercepted
network traffic by the Dutch National Police is introduced first.

4.1 Data

The data that is used for the evaluation is internet traffic intercepted by Dutch
Law Enforcement. This data is as described in Section 3.1. While, as described
there, connections have many attributes, the evaluation is only concerned with
the domain field. The reason for this is that experts are most knowledgeable
about the domain field compared to different attributes. Besides that, there
is also an external dataset about domains that can be used to evaluate the
connection embeddings, something that is not available for different attributes.
For this reason, evaluating the tool would be most feasible using that attribute
compared to for example the destination IP address. As discussed in Section 3.1,
the domain field is not available for each connection. Each connection where the
domain field cannot be populated is excluded from the evaluation set. Besides
the requirement of having the domain field assigned, there can be assigned
additional criteria for connections to be kept in the data. For the evaluation
performed later, with human experts, it is important that the included domains
could be recognized. However, the majority of domains are often only searched
for by a single company, or are even typed in by mistake. To increase the
probability there is an information position about the domains, only domains
that are visited by at least 10 entities are contained. Table 4.1 provides insights
into how the three described datasets compare in terms of their size, number
of sessions, number of entities and number of domains. For each dataset, a
session gap time of 60 minutes is used to determine the session a connection
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belongs to.

Counts

Dataset Connections Sessions Entities Domains

All 42,209,741 75,358 823 290,740
With domain field 19,567,573 72,792 747 290,740
10+ connected entities 16,605,995 64,002 741 4968

Table 4.1: Statistics about the data given different applied filters

4.2 Connection embedding experiment

In order to validate how well the Word2vec embeddings perform, an experiment
has been set up. As the application is dependent on the quality of synonym
connections for finding new relevant clusters, it is important to see how well it
can find similar connections to a given connection. The organization Symantec
provides labels1to domain names in order to categorize them for various pur-
poses such as firewall implementations. Used carefully2, the labels can serve as
an external validation on how similar two websites are; i.e. whether they are
categorized equally. In this experiment, by characterizing connections only in
terms of the domain they were connected to, the labels can serve as ground truth
in determining how well the Word2vec model proposes similar connections.

4.2.1 Setup experiment

Experiment A compares different parameters to create the Word2vec embed-
dings with to see how these influence the prediction quality. For each variation,
the Symantec labels of the proposed connections are measured against the re-
quested connection. If the proposed connections are mostly equal to the query
connection, a high score is awarded and vice versa. The experiment is set up as
it being an Information Retrieval problem [17]: how relevant are the acquired
documents in response to the given search query.

The best scoring Word2vec embeddings are then tested against more naive so-
lutions - discussed later in this section - to establish a meaningful benchmark
for performance evaluation in experiment B. Within this analysis, attention is
also devoted to the number of acquired connections.

The experiment, for each method, is performed as follows:

Step 1. First, a dataset where each connection has the domain field (see Ta-
ble 4.1) is created. The resulting datasets contains the execution time of the
connection, session ID and the domain (the only variable that characterizes the
connection). All connections with a similar session ID (i.e., each session) are
ordered by time.

1https://sitereview.bluecoat.com/
2Some considerations on the Symantec labels are discussed later.
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Step 2. In the second step of the experiment, the embeddings are created. In
case of the Word2vec embeddings, a model is trained on given parameters. For
experiment A, various models are trained with different parameters.

In experiment B, word embeddings are compared against a conventional method.
The conventional method involves the creation of a pivot table, where the con-
nections serve as rows and each entity e is represented by a feature displaying
the corresponding number of connections were established by e. The embedding
of a connection is here the distribution that it has across all sessions. In here,
the session gap time has a direct effect: it determines how many sessions (and
thus features) there are in the pivot table.

Instead of using sessions as features, entities are used. While sessions would be
expected given that clustering sessions is the main interest of the thesis, their
large number (1M+) made it computationally infeasible to calculate.

For each set of embeddings, for all domains d ∈ D, the 10 most similar domains
(i.e., ds1, . . . , d

s
10 ∈ D) according their embeddings are retrieved. Each combina-

tion of both d and dsi is stored. The most similar embeddings are found using
cosine similarity.

Step 3. When all similar domains have been found, the labels of both the
original and similar domain must be compared. This is performed using the
Symantec labels. The labels give some indication of what the meaning of the
website is. They have categories ranging from Business/Economy and Cloud

Infrastructure to Gambling and Hacking3. A domain can have more than
one label. The experiment is performed with the assumption that if a domain
has a certain label, the obtained similar items must share at least one label.
Formally, for each combination of domain d and proposed domain dsi :

|L(d) ∩ L(dsi )| ≥ 1

with L(x) being the label(s) of domain x.

Step 4. The final step is about determining the score of the embeddings. The
following metrics are used to calculate the score of a single embedding [17]:

precision@k =
|{k retrieved domains} ∩ {relevant domains}|

|{k retrieved domains}|
(4.1)

recall@k =
|{k retrieved domains} ∩ {relevant domains}|

|{relevant domains}|
(4.2)

In the above equations, the k retrieved domains are the domains with the
most similar embeddings. The relevant domains is the number of domains
that share a Symantec label with the query domain. Also, both metrics depend
on the cut-off rank; i.e., the number of items that are retrieved by the query.
In experiment A, we retrieve 10 items (i.e., k = 10) for each query. Precision
aims to measure how relevant the retrieved documents are. Recall, instead,
measures how many of the relevant documents are retrieved by the query. Note

3https://sitereview.bluecoat.com/#/category-test
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that the latter is almost always low given the relatively low cut-off rank. Given
a Symantec category containing 1000 domains, and a query domain with only
that Symantec label, the recall (with k = 10) can at most be 10/1000 = 0.01
even when all retrieved documents were relevant.

In order to get a final score for a set of embeddings, the mean value of all query
domains is calculated for both metrics.

4.2.2 Results

Before evaluation of the results, a brief discussion must be dedicated to using the
Symantec labels as ground truth. The first consideration is that the labelling
is made with a different goal in mind: the activity through a connection might
deviate from the categorization of the labels. The second consideration is that
finding similar domains is a different activity than making hard categorizations.
For example, classifying medium.com as website for news articles seems as a valid
choice. However, as the website is frequently used in the developer community, it
might be more similar to developer domains than to online news platforms. The
goal is therefore not to optimize the scoring on Symantec labels. However, the
labels do provide some external indication of the quality of the found embeddings
for the given domains.

To make sure that the results are measured under equal conditions, the set of
testing domains is similar for all entries. Especially recall is heavily affected
by the size of the set of domains. Given that |{relevant domains}| >> k, a
reduction of |{relevant domains}| has an increasing effect on the recall that is
nearly linear with reduction of |{relevant domains}|. As models with higher
minimal occurrence constraints have a smaller number of domains, their score
would unfairly be higher if not corrected for the effect. The set of domains that
is used for the all experiments is the subset of domains for which an embedding
exist for in all models. That is, the domains that occur at least 50 times.

Precision@10 Recall@10 (e−3)
Embedding 5 10 25 50 75 100 5 10 25 50 75 100

window Skip gram

1 0 0.165 0.200 0.219 0.221 0.219 0.218 0.559 0.803 0.979 1.000 0.995 0.993
1 0.170 0.208 0.223 0.222 0.220 0.218 0.595 0.828 0.997 1.008 1.011 1.011

2 0 0.166 0.202 0.222 0.223 0.223 0.222 0.542 0.818 0.982 1.001 1.008 1.009
1 0.171 0.208 0.225 0.225 0.223 0.221 0.594 0.840 0.999 1.024 1.021 1.016

5 0 0.164 0.203 0.225 0.224 0.224 0.223 0.509 0.811 0.980 1.002 1.003 1.005
1 0.171 0.210 0.227 0.227 0.225 0.224 0.598 0.840 0.998 1.023 1.025 1.026

10 0 0.160 0.201 0.221 0.221 0.221 0.220 0.480 0.793 0.944 0.975 0.980 0.974
1 0.172 0.208 0.227 0.227 0.226 0.223 0.601 0.839 0.998 1.019 1.025 1.014

25 0 0.151 0.193 0.213 0.214 0.213 0.212 0.423 0.746 0.899 0.925 0.926 0.920
1 0.170 0.204 0.222 0.223 0.224 0.223 0.582 0.810 0.966 0.993 1.002 1.008

50 0 0.141 0.182 0.205 0.207 0.207 0.205 0.376 0.677 0.855 0.874 0.883 0.876
1 0.163 0.199 0.218 0.220 0.221 0.221 0.523 0.778 0.928 0.973 0.985 0.991

Table 4.2: The effect of the embedding size, Architecture and window on the
performance of the embeddings.

In Table 4.2 and Table 4.3 the results of the Word2vec embeddings generated
with varying parameters are shown. In Table 4.3 it can clearly be seen that
given the equal testing sets, no substantial difference can be observed from the
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minimal occurrence. Even the most infrequent domains (occurrence 1) have
no negative effect on the embedding quality. This shows that the Word2vec
embeddings are robust against the noise that is brought by these domains. On
the other hand, there is also no substantial benefits from the domains that could
reveal the more subtle differences among use of internet domains.

Minimal occurrence Precision@10 Recall@10 (e−3)
1 0.208 0.872
2 0.208 0.876
5 0.208 0.879
10 0.208 0.877
25 0.208 0.874
50 0.207 0.873

Table 4.3: The effect of the minimal occurence on the performance of the w2v
embeddings.

In Table 4.2 several interesting patterns can be observed. Firstly, skip gram
outperforms the Continuous Bag of Words implementation in almost each di-
rect comparison. Given that the former is usually better in environments where
words are more semantically related to each other while the latter performs
better for grammatically dependent words, the results show that the most im-
portant gain is actually learned from the domains’ meaning. Another interesting
observation is that the embedding space and window size are highly correlated.
A larger window requires more embedding space to account for the increased
complexity. So when large window sizes are used, larger embedding spaces al-
ways have a positive effect. While the complexity seems to provide a benefit for
the recall (i.e., the best scores are found with the highest embedding spaces),
the precision does not benefit from it. Given that precision is the most im-
portant metric - i.e., the application is directly impacted by the domains that
are proposed - an embedding space of 25 is considered sufficient; though 50 is
better. Furthermore, a window of 5 and the skip gram architecture is chosen
for next experiment.

In Table 4.4 the Word2vec embeddings are tested against baseline embeddings.
It can be seen that the baseline is significantly outperformed. Specifically when
the relative differences compared to the random model are taken into account,
the Word2vec embeddings are considerably better.

Embedding Type Precision Recall@10 (e−3)
random 0.089 0.148
Conventional 0.094 0.157
Word2vec 0.227 0.998

Table 4.4: Connection embeddings compared to conventional and random
method.
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Chapter 5

Evaluation of Embedded
Clustering by Intent

This chapter discusses the evaluation of ECBI. The evaluation has been done
with the same network traffic data from the Dutch police as used in chapter 4.
First, a high-level protocol is set up that is suitable for this thesis project.

5.1 Evaluation protocol

Since network traffic is large in size and open source datasets do not exist due
to privacy concerns, there is no labeled data. For this reason, the results of
the proposed method cannot be evaluated using traditional machine learning
metrics. For that reason, a custom evaluation setup has been set up including
expert interviews and technical experiments.

Expert interviews. Since the proposed method is supposed to find clusters
given the feedback provided by the analysts, it’s ability to do so can only be
evaluated by the analysts themselves. If the method is able to provide clusters
that are expected according to their expertise, the ‘goal’ has been achieved.
Conversely, if the analysts do not believe that the clusters produced meet their
expectations, the ”goal” has not been achieved.

During the interviews, analysts are asked to use the method and to compare
its use with other methods. By providing comparative methods, the results can
be evaluated. Since there were no methods that were tailored to this specific
application, two methods that were considered during the course of the thesis
project are chosen. While a variety of methods could have been chosen for
comparison, it would not have been feasible to include every method. The
methods included are Embedded Topic Modeling [20] and CBI on which this
project is based. The latter could easily be implemented in the tool developed
for the thesis project; the only real difference is how the features (and thus the
clusters created based on them) are selected. Therefore, all the visualization
details and the general workflow are exactly the same. A direct comparison is
therefore quite easy. Embedded Topic Modeling, on the other hand, works quite
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differently. The main reason for this is that there is no real interaction with
the analyst on which the model can improve itself. In order to provide a user
interface for the analyst to analyze the results of Topic Modeling, LDAvis [59]
has been implemented.

Before the analysts use the tools, a brief explanation of the methods is pro-
vided so that they have enough information to understand how the tool works
and what the effect of the provided interaction is. The central question during
the interviews is whether the clusters (or topics) found by each method group
sessions around features that actually reveal something about the activity in
which the entity was engaged. This means that the clusters should not form
clusters around, for example, the operating systems used on the entities’ ma-
chines. With this question in mind, the analysts uses the application. After
using the application, questions are asked about their general impression of the
application.

Technical Experiments. In addition to the user study, some technical ex-
periments are performed. These experiments test the application in different
settings with different parameters. Since there are no labels for the data, this
analysis is not able to determine how meaningful the clusters created are. How-
ever, the experiments are able to provide insight into how the created clusters
differ on quantitatively measurable metrics. Embedded Topic Modeling [20] was
included in the user study to compare the ability to find insights with the pro-
posed method. However, it is not included in the technical experiments because
the two methods are not quantitatively comparable. CBI is compared.

5.2 Expert interviews for the final application

This section is about the interviews with the experts on how well the method
proposed in this thesis document performs compared to Topic Modelling and
Clustering by Intent.

5.2.1 Setup expert interviews

Interviews are conducted with four experts, all working in different teams that
deal with network traffic data. Two of the experts interviewed are mainly in-
volved with the data in a technical way. They, hereafter referred to as technical
experts, are responsible for activities such as intercepting the network traffic or
transforming the traffic into a structured format. These experts have a deep
understanding of the technical aspects of the data, but have limited information
about how certain websites are being used for criminal purposes. The other two
experts work with the data on a more operational level to investigate crimi-
nal behavior. These experts, hereafter referred to as domain experts, are very
knowledgeable about specific entities or modus operandi in the dataset, but
have less technical understanding.

Each expert is asked to participate in an interview session using the following
format:

1. Introduction to the interview and signing informed consent form.

2. Evaluation Embedded Topic Modelling
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(a) Explanation about the method

(b) Using the application

(c) Structured questions

3. Evaluation Embedded Clustering by Intent

(a) Explanation about the method

(b) Using the application

(c) Structured questions

4. Evaluation Clustering by Intent

(a) Explanation about the method

(b) Using the application

(c) Structured questions

For each of the applications, about 30 minutes were used to capture the overall
impression of each expert. 18 minutes of this time (timed) was used to let the
experts experiment with the application. In order to guide the experts and
better compare their answers, a specific analysis goal was placed in the center:
to find clusters around features that reveal something about the activity of the
entity during the session. The rest of the time was used to introduce them to
the application and then to ask a series of questions. The following questions
were asked:

1. To what extend is the technique able to create clusters of sessions around
meaningful attributes that determine what ”goal” the entity had in mind?

2. To what extent could the technique support the analysis by providing
insights that can be used for further investigation?

3. To what extent are you enabled by the application to determine whether
the proposed clusters are meaningful?

4. What are negative aspects of the application?

5. What are positive aspects of the application?

6. How do you compare the clusters created by ECBI compared to the clus-
ters created by CBI?1

7. Which of the 3 applications provides the most value for network traffic
analysis?2

Questions 1-3 and 6-7 were asked with the specific goal of getting the expert
to think about things relevant to this thesis project. Questions 4 and 5 were
added to ensure that experts are able to provide feedback that may not fit into
the first three questions.

1This question was asked once after both CBI and ECBI have been evaluated.
2This question was asked once after all applications have been evaluated.
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Similar pre-processed datasets were used to best compare the tools. CDN
domains have been removed3from the data and sessions were created with a
session gap time of 60 minutes. Furthermore, to increase the chances that
experts look at domains that are familiar to them, domains were only included
if at least 10 entities were connected to them.The Word2vec model for the ECBI
method was trained according to the best parameters adopted from the exper-
iment in section 4.2: a skip-gram architecture, an embedding space of 50, and
a window of 5. In order to reduce the number of options for the expert, the
query parameters were not configurable and instead fixed to n = 3, m = 1 and
y = 0.1. The latter means that a connection in a session is only considered if
its value (the min-max scaled number of occurrences) is at least 0.1. In other
words, a session should contain at least 10% of the occurrences that are in the
session with the highest number of occurrences. Both CBI and ECBI use the
same set of preset clusters to make the comparison between them as equal as
possible. An important configuration for the ETM method was to include only
domains that were present in a maximum of 50% of the sessions.

5.2.2 Results

In order to structure the feedback provided by the experts, a categorization was
made as follows. First, feedback related to the topic of modeling application
is discussed. Then, all feedback related to both ECBI and CBI is discussed
together first, as most of the feedback given by the experts was focused on
aspects present in both. After that, the differences between the two methods are
discussed in a separate section. Finally, the differences between ECBI/CBI and
Topic Modeling are discussed before some general feedback on the experimental
setup is discussed.

The experts mentioned that they found the user interface (i.e., LDAvis) of the
ETM application very intuitive. This enabled them to spend the full amount of
time to look at actual clusters without the need to discover the tool first. They
also liked the fact that they could hover over different clusters. Feedback on
the quality of the clusters varied greatly from cluster to cluster. One domain
expert mentioned that some clusters had a clear orientation, while other clusters
showed a lot of different domains with no direct connection. One of the clusters
with a clear orientation was a cluster centered around a specific country - i.e., the
domains shared the same top-level domain - which might be interesting, but was
not part of the goal of the exercise. Two of the experts mentioned that a good
application of the ETM tool would be to find domains when some of the domains
within a cluster are already known. Also, one domain expert mentioned a benefit
of this application where searches can be initiated by examining related traffic
rather than just targeting specific entities or traffic. The tool also facilitates the
discovery of an overview of the existing topics within the data. Both technical
experts mentioned that it would be good to add functionality that allows a
closer look at specific sessions. One of the domain experts wanted to add more
information to the interface to help make more informed decisions. The expert
mentioned Symantec labels for each domain and entity information for each

3Due to a dependency on the Symantec labels, not all CDN domains could be removed. If
a domain was not on the Symantec list held by the Dutch police at the time of the experiment,
it could not be detected as such.
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cluster. The latter was also mentioned by one of the technical experts.

Both ECBI and CBI were difficult for the experts to grasp immediately. All
experts mentioned that the methods had a steep learning curve. They struggled
to understand how exactly their feedback was being reflected in the machine
learning model. For example, one of the technical experts questioned whether
a cluster of irrelevant sessions could be added to ensure that those items would
not be returned. In addition, finding a good strategy for evaluating a proposed
cluster (i.e., what information screens to look at) was something that was not
immediately clear. What the experts liked about the (E)CBI approaches is
that you are forced to look at a particular cluster. This means that time is
spent looking at a pattern that might not be looked at if not necessary. One
of the technical experts noted that even if one were to become familiar with
the method, these methods would take a considerable amount of time to get
to very precise clusters. The expert questioned how the tool should be used;
as a tool for an initial search (and thus spend little time on feedback) or to
provide more extensive feedback, which also requires more time. One domain
expert mentioned that instead of positive filtering (i.e., filtering the domains of
interest), these methods require negative filtering (i.e., removing the domains
of no interest), which can sometimes be annoying but helps to make the data
search more data-driven. According to the expert, this aspect of the model
also makes it more difficult to infer familiar clusters. One of the technical
experts mentioned that while the visualizations provided reasonable insights
into the content of the clusters, the expert would prefer to see a more detailed
visualization of the individual sessions.

All experts experienced a steep learning curve when using (E)CBI methods.
They could not definitively determine their preference between ECBI and CBI
because they felt more familiar with the general concept when using CBI, which
contributed to a more positive experience. One of the technical experts liked
CBI better because it would result in more specific clusters. These clusters
would be more distinctive for a particular activity of the entities. One of the
domain experts had the same experience but did not see it as a positive aspect.
The expert recognized a set of domains; not as a cluster describing a particular
activity, but rather as domains that were very specific to a single entity. The
expert mentioned that this would not be the preferred behavior. If a single
entity needed to be distinguished, a more thorough analysis using a database
lookup on that particular entity would be more efficient.

While the differences between ETM and (E)CBI were easier to specify, the
experts did not necessarily have a favorite tool. They mainly argued that the
tools have different use cases. ETM would be a good tool if some information
about a certain modus operandi (MO) was already known. In that case, ETM
could be used to find other domains that might also be related to that MO.
On the other hand, (E)CBI would be an appropriate tool to find a new MO
for which there is no knowledge yet. Another advantage of ETM compared to
(E)CBI is that it takes less time: insights are presented immediately without the
need to interact with the underlying machine learning model. With (E)CBI, the
likelihood of dropout increases due to the additional time required. ETM was
also considered more intuitive by the experts. However, it was also mentioned
that ETM favors information bias, as the large number of domains shown leads
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the expert to domains that are already familiar. By looking at a single cluster
at a time, as is the case with (E)CBI, the information bias could be avoided.
While some of the experts mentioned that it can be somewhat frustrating to
look at clusters that do not directly correspond to insights gained in previous
investigations, it provides the opportunity to find new MOs. There were two
experts who expressed an explicit preference. One domain expert found ETM to
be the preferred tool because it is more intuitive and fits better with their current
way of working. The expert noted that this preference might be influenced by
the challenging learning process of (E)CBI, which might change over time. One
technical expert preferred the (E)CBI methods because they examined each
cluster individually, making it more likely to find interesting patterns that had
not been seen before.

While the experts were able to experiment with the tools to get an idea, they
expressed some concerns about the experimental setup. Particularly for the
technical experts, but also for the domain experts, it was often difficult to specify
whether a cluster made sense because they had limited information about the
domains. To a lesser extent, this could have been addressed by increasing the
time allotted for each method. However, building knowledge about how Web
sites are used by entities in the data may require an investigation that spans
longer periods of time. For example, a cluster that one expert rejected as regular
traffic was accepted by another expert based on knowledge gained during a
specific investigation.

5.3 Technical experiments for the final applica-
tion

In this section, technical experiments are performed to measure properties of
created clusters. The results of these experiments help to clarify observations
made by experts in Section 5.2 with quantitative insights. This section exists
3 experiments where each focusses on a different aspect. The first experiment
focusses on the effect of chosen parameters on the creation of the clusters. This
experiment has been set up to evaluate the activity dimension. The other two
experiments are used to assess the evolution dimension. One of them is about
the effect of the number of sessions included in the dataset. The other assesses
the impact of session size on the clustering outcomes.

5.3.1 Setup experiment

All experiments evaluate the clusters over a span of 40 active clustering cycles.
A user interaction strategy has been fixated on an alternated pattern of rejecting
and adding a cluster. So in each even numbered cycle, a cluster is added. For
each added cluster, 4 metrics are used to reveal some characteristics:

• # Entities. The number of entities reveals something about the general-
ity of a cluster. If a cluster consists of sessions of many different entities,
a more general pattern is observed. If instead, in the opposite scenario,
the cluster is only about a single entity, the pattern could be specific to
the use of that entity.
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• # Features. While the number of features is defined a priori as a query
parameter for the ECBI models, it is dynamic in the CBI model. In case
of CBI, a high number of features could be an indication of a more specific
pattern while a low (or single) feature is not. For ECBI, this number is
determined through the selected parameter.

• # Sessions. The number of sessions determines how big the cluster is.
A bigger cluster could indicate that the pattern is more common while a
small cluster could be an indication of a pattern that only occurred rarely.

• Precision. The precision is the score that determines how distinct the
cluster is compared to the clusters that were added before. A precision
higher than 0.5 indicates that the pattern is more frequent in the newly
found cluster while a pattern lower than 0.5 indicates that the pattern is
not indicative for the new cluster as it is more frequent in the training
data.

In the first experiment the same dataset is used as the dataset used in Sec-
tion 5.2: CDN domains are removed, domains must be connected to by at least
10 entities and the session gap time was set to 60 minutes. The details of this
resulting base dataset can be seen in Table 5.1. Furthermore, for each model,
the same preset clusters were used as in the interview sessions with the experts.
The following combinations of ECBI models were used: 1. {n = 3,m = 1}, 2.
{n = 3,m = 2} and 3. {n = 5,m = 2}. The ECBI models are compared against
the conventional CBI method. Each ECBI configuration is tested with y = 0.1
as well as with y = 0.01.

Counts Avg size

Dataset Connections Sessions Entities Session

Base dataset 16,605,995 64,002 741 259.5

Modification exp. 2a 2,731,124 10,000 629 273.1
Modification exp. 2b 7,363,062 30,000 698 245.4

Modification exp. 3a 16,605,995 249,034 741 66.7
Modification exp. 3b 16,605,995 101,922 741 162.9

Table 5.1: Descriptive statistics about the datasets used in the experiments.

The second experiment, two modifications of the base dataset have been made
to simulate two situations where a lower number of sessions is available. The
modified datasets include 10, 000 and 30, 000 randomly selected sessions respec-
tively. As there is a smaller focus on the parameters, models are only run with
y = 0.01 to reduce the number of total models. Details about these two modified
datasets can be found as 2a and 2b in Table 5.1.

In the third experiment, two datasets have been created by lowering the session
gap time to 10 and 30 minutes respectively. Modifications with regard to ses-
sion size are created in this way because it yields a natural reduction of the
average session size without making arbitrary splits. Statistics about these
datasets can be found in Table 5.1 as 3a and 3b.
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5.3.2 Results

In the first experiment, of which a summary4of the results can be seen in Ta-
ble 5.2, the effect of ECBI with various configurations is compared with CBI.
While all models were able to find a cluster in each cycle, only CBI was able to
find queries without overlap with clusters that were added before. The most im-
portant reason for CBI to find clusters with better precision is that it is allowed
to create more specific queries as session require to have all features. An addi-
tional effect of these more specific queries is that the clusters are smaller - i.e.,
on average ±27 while ECBI creates clusters of ±74-141 sessions - which means
that less sessions are added to the training data. As there is some variation in
each session, additional sessions in the training data imply that the probability
of sampling a new query with presence in the training data increases. This
also favors the precision of CBI compared to ECBI. Another reason for CBI to
have clusters with a higher precision is that ECBI requires clusters to have at
least 50 sessions to ensure generality of a observed pattern. CBI, on the other
hand is implemented with a maximal cluster size to find a query as specific
as possible. CBI’s query generation favors the obtained precision compared to
ECBI because the query generation is solely focussed on the precision metric.
It adds independent features selected on how they distinguish the cluster from
the training data. ECBI, instead, constructs the query based on an external
mechanism (i.e., the connection embeddings) first and measures the precision
only after.

# Clusters (out of 20) Average cluster statistics

Model y Total Full precision Single entity Precision Sessions Entities Features

CBI 20 20 8 1.00 27.65 3.60 2.30

ECBI {n = 3,m = 1} 0.01 20 4 0 0.79 141.85 18.85 3.00
0.1 20 7 0 0.84 100.55 16.10 3.00

ECBI {n = 3,m = 2} 0.01 20 9 1 0.91 91.00 9.00 3.00
0.1 20 7 1 0.68 70.15 13.35 3.00

ECBI {n = 5,m = 2} 0.01 20 7 1 0.85 114.05 10.15 5.00
0.1 20 8 1 0.74 74.25 11.80 5.00

Table 5.2: Summary of experiment 1

Because of CBI’s specific queries, it generates clusters that are not only smaller,
but also contain fewer unique entities. In particular, there are a large number
of clusters that have only a single entity, which could indicate that the cluster
is more likely to be a combination of domains specific to that entity rather than
a more general activity. It can also be seen that ECBI models with a more rigid
configuration have a lower number of entities. However, the clusters are very
unlikely to have a very low value there. This can be seen from the fact that
there is at most one cluster with a single entity.

The direct effect of increasing the y parameter is that a cluster requires a higher
presence of a feature to be selected. For this reason, there are fewer sessions that
adhere to a query even though the features remain the same. This effect is also
reflected in the average number of sessions, which is lower in each ECBI configu-
ration. Since the above effect of the y parameter works for both the training and
the residual set, the probability of selecting some sessions in the training data

4The full results of all three experiments can be found in Appendix A.
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also increases. For this reason, in some cases, relaxing the query (i.e., reducing
y) has a negative effect on precision. In other cases, however, relaxing the query
may include sessions in the residual set that would not otherwise have met the
query criteria. In the case of the rather flexible {n = 3,m = 1} configuration,
increasing y has a positive effect on precision, while the opposite is true for the
other two somewhat stricter configurations. This could be due to the parabolic
nature of query strictness. If a query is very accepting, it would be hard to find
a unique cluster because it would likely be present in the training data. How-
ever, if the query is very specific, it would be hard to find clusters that have the
minimum number of sessions. The right balance between them would give the
highest precision. This explains the increase in precision for the {n = 3,m = 1}
configuration, while a decrease is observed for the other two.

# Clusters (out of 20) Average cluster statistics

Model Total Full precision Single entity Precision Sessions Entities Features

d
f
2a

CBI 20 20 1 1.00 18.45 7.30 1.05
ECBI {n = 3,m = 1} 15 1 0 0.48 76.00 34.40 3.00
ECBI {n = 3,m = 2} 3 0 0 0.39 81.00 41.33 3.00
ECBI {n = 5,m = 2} 5 0 0 0.39 81.20 37.40 5.00

d
f
2b

CBI 20 20 2 1.00 29.45 7.80 1.30
ECBI {n = 3,m = 1} 20 4 0 0.70 75.50 18.85 3.00
ECBI {n = 3,m = 2} 14 3 0 0.52 68.29 19.36 3.00
ECBI {n = 5,m = 2} 15 4 0 0.54 72.27 20.93 5.00

Table 5.3: Summary of experiment 2. All ECBI models are configured with
y = 0.01

The second experiment, shown in Table 5.3, examines the effect of reducing
the amount of data. Especially for the data set where only 10000 sessions are
selected (i.e. df 2a), but also for the other data sets, the performance of ECBI is
not good. In 2a, at most 1 cluster could be found with full precision. In the case
of the {n = 3,m = 2} configuration, no more than a total of 3 clusters could be
found with an average precision of only 0.39. The overall poor performance can
be partly explained by the fact that the minimum session threshold of 50 is too
restrictive for the overall data size. Since there is 2-6 times less data than in the
baseline dataset, it is much harder to find clusters with more than 50 sessions.
This is illustrated by the fact that the average cluster in the baseline experiment
contained ±70-140 sessions. Another interesting observation is that due to the
smaller data size, CBI could often find a cluster with only a single feature. This
led to a significant increase in the average number of entities included in the
clusters.

In the third experiment, the models are executed on data with smaller sessions.
A summary of the results is shown in Table 5.4. An important side effect of
reducing the average number of connections per session is that the number of
sessions increases accordingly. This has implications for both CBI and ECBI.
The former requires relatively more features to get below the threshold, while
the latter can reach the minimum number of sessions more easily. This effect
can be seen in the results. The ECBI methods perform slightly better in terms
of precision, and the feature statistic has increased for CBI. The increase in
features also further reduced the number of entities per cluster, making it even
more specific than in the baseline experiment.
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# Clusters (out of 20) Average cluster statistics

Model Total Full precision Single entity Precision Sessions Entities Features

d
f
3a

CBI 20 20 11 1.00 30.60 3.15 2.35
ECBI {n = 3,m = 1} 20 10 1 0.89 144.40 15.25 3.00
ECBI {n = 3,m = 2} 20 13 4 0.87 87.00 8.00 3.00
ECBI {n = 5,m = 2} 20 15 2 0.92 91.90 10.00 5.00

d
f
3b

CBI 20 20 15 1.00 22.15 1.60 2.45
ECBI {n = 3,m = 1} 20 10 0 0.87 109.60 10.10 3.00
ECBI {n = 3,m = 2} 20 9 3 0.78 70.00 9.40 3.00
ECBI {n = 5,m = 2} 20 10 2 0.80 82.45 9.65 5.00

Table 5.4: Summary of experiment 3. All ECBI models are configured with
y = 0.01

Dataset # unique domains Session size

Session SG=60 (base) 27.69 259.5
Session SG=10 (df 3a) 10.40 66.7
Session SG=30 (df 3b) 19.38 162.9

Table 5.5: Variety for sessions with different values of session gap time (SG)

More interesting is the difference in performance between different configura-
tions of ECBI compared to the baseline experiment. Looking at the baseline
experiment set up with y = 0.01, the {n = 3,m = 2} configuration outper-
formed the other two configurations with a delta of more than 0.05 in precision.
In this experiment it can be seen that the {n = 5,m = 2} configuration is
as good in 3b and even better in 3a. This can be explained by the fact that
the number of unique features in each session has decreased as a result of the
reduction in total connections. This reduction, quantified in Table 5.5, has two
effects. (1) The reduced variety in sessions makes it less likely that there are
irrelevant features - to the main features on which it was originally clustered
- that cause overlap with the newly proposed cluster. (2) On the other hand,
features that are related and that appeared in the session before are now also
likely to appear in separate sessions. The first reason is beneficial because com-
pared to the baseline experiment, {n = 5,m = 2} had a higher change to affect
more sessions because it has a higher value of n. The second reason benefits
the configuration because it has a total of 5 features that it can use to connect
sessions that a different configuration with a smaller n cannot. This means that
smaller session sizes allow the ECBI models to make more use of the connection
embeddings to find synonym features.
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Chapter 6

Discussion

This section has three main objectives. First, it synthesizes the different evalu-
ation methods to provide a comprehensive review of the method from different
perspectives. Based on this review, observed peculiarities are discussed and
directions for future work are presented.

The experts did not give a clear judgment in the direction of one of the clustering
methods. Rather, they indicated a specific purpose for (E)CBI on the one hand
and ETM on the other hand. ETM, which was perceived as more intuitive
by the experts, provides an overview of different topics without the need for
feedback from the expert. However, some experts noted that the topics are not
necessarily focused on activities; a topic with domains from a specific national
top-level domain was observed. Given that ETM does not allow for expert
feedback and that network traffic can be clustered in many different ways, this is
a problem that is difficult to avoid. ETM presents a more or less static ordering
of data that may or may not match the intent of the expert, but cannot use
external knowledge. (E)CBI, on the other hand, is able to learn from feedback,
allowing the expert to influence how clusters are generated.

Another major difference between the models is that ETM presents all topics
in a single window, while (E)CBI requires the analyst to iteratively go through
the data and only then have a summary of the results. The experts mentioned
that ETM allowed them to look at phenomena they were already familiar with,
which led to more recognition, i.e. less attention was paid to unknown areas.
(E)CBI, on the other hand, forced the experts to look at the clusters one at
a time. While this takes more time, the experts mentioned that they look at
clusters that they might not have looked at if they could move immediately to
the next cluster. This could reduce human bias and lead to new insights.

For the two reasons mentioned above, ETM would probably be a better tool
for an ongoing investigation with a pre-determined topic. In this scenario, the
ability of ETM to zoom in on sessions around predetermined aspects of the data
could be very convenient. However, in a more exploratory phase, (E)CBI can
add a lot of value by focusing on one cluster at a time. This obligation to provide
feedback in the (E)CBI methods could be an advantage, i.e. the experts need
to look more closely at some of the clusters that would not have been checked
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otherwise.

Though, one of the experts mentioned that while some of the domains did
not form a cluster together, the individual domains could indicate interesting
behavior. Within the current set of feedback options, such feedback cannot
be given. Therefore, future work could explore additional or different feedback
options for the experts that better fit the complex analysis of the data.

Because internet sessions might contain different kinds of traffic, finding clusters
around a particular topic is very difficult. Before ECBI was implemented at the
session level, it was developed to cluster entities directly. By selecting two initial
clusters, the models (either CBI or ECBI) were already disabled to find a query
without overlapping with existing clusters. While sessions have far fewer unique
domains, the lack of consistency remains a challenge. Reducing the session size,
and thus reducing the diversity, further isolates the entity’s primary activity.

Compared to ECBI, CBI creates more specific clusters. This is due to fact that
sessions are required to contain all the features. One of the experts preferred
CBI over ECBI because of this. Though, a domain expert mentioned that this
more specific behavior allowed to cluster around entity specific features rather
than features describing a particular activity. The latter was also confirmed
by the technical experiments. CBI has a tendency to generate clusters around
one (or very few) entities. This would be hard to prevent, since CBI only
optimizes for good precision scores and selects features based on this criterion
only. However, for ECBI, which generates queries independent of the precision
criterion, it may be possible to find activity-specific clusters when performed
with these reduced session sizes.

Adjusting the query parameters for ECBI every cycle is something that could
not be evaluated. For the expert interviews, this would introduce an additional
level of freedom that would make it difficult to compare individual interviews.
The same is true for the technical experiments. There would be many more ad-
ditional strategies, making it difficult to reason about the configurations them-
selves. However, additional flexibility in the configuring the query parameters
would allow for finding specific clusters at the beginning, when there is a lot of
data available, while being more flexible later, when the search space becomes
more restricted. While this could theoretically benefit the results, making the
user responsible for going through a large number of different configurations in
each cycle would increase the workload significantly.

Both the effect of the session size and experimenting with more advanced query
strategies would be interesting directions for future work. The effect of re-
duced session sizes could be studied more closely, either by using smaller values
of session gap time or by implementing more sophisticated separation tech-
niques that better extract the activity. Automating the process of selecting a
query that allows multiple query parameters would also be interesting to explore.
However, this would require a better optimization metric, not just precision and
cluster size.

The visualization of the data was considered an important part of this thesis
project. For this reason, the information screens needed to make informed de-
cisions were discussed with relevant people. The effect of these efforts is also
reflected in the expert interviews. Information that was missing in LDAvis,
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a tool not intended for network traffic analysis, was included in the tool for
(E)CBI. However, one expert mentioned that more information, the Symantec
label of a domain, would speed up and improve decision making. The main focus
of this paper was to find visualizations that display the data itself in a mean-
ingful way. This could be sufficient for textual documents, where experts that
speak the language have sufficient information by reading the textual documents
themselves. Yet, given the complex landscape where knowledge is fragmented,
it may be beneficial for future studies to look at enriching network traffic with
external datasets.

Evaluating the clusters of network traffic is very difficult. The in this thesis
project allotted time of 1.5 hours, was a limiting factor. Especially for the steep
learning curve of (E)CBI methods. The experts mentioned that more time
would have helped them to understand the tools better and to spend more time
consulting external resources. This ultimately impacted the judgement of the
tools given that CBI was assessed before CBI in each interview session. Given
the few interviewees, this factor could not have been avoided.

However, even if more time was alloted, it might not have been enough. Experts
only have knowledge in a limited number of areas due to the need for special-
ization given the large domain. For this reason, a cluster found interesting by
one expert was rejected by another. Unlike a language, domain expertise about
the full network traffic landscape is not something which can reasonably be ex-
pected from domain experts to possess. For that reason, it would not have been
possible to allocate a reasonable amount of time to the interviews. In order to
obtain more reliable results, a solution would be to let domain experts use the
tool over a longer period of time as a part of their ongoing activities. However,
this raises another problem. In order for experts to use the tool for ongoing work
and dive deeper into proposed clusters, a certain level of trust in the system is
required. This trust is needed to see clusters as potential new insights rather
than irrelevant patterns that do not fit their experience.

The technical experiments could partly solve this problem as they are not sub-
jective to human limitations. They can provide guidance in quantifying certain
characteristics of the data. However, they cannot determine the quality of the
clustering results; a larger or more specific cluster does not define its quality.
While it is tempting to qualify results with a higher precision score as better, it
cannot be used as such. If queries were created specifically for a single session,
they would always find a full-precision ‘cluster’, but it would have no value at
all.

The challenge regarding the evaluation of the tool offers several opportunities
for future work. First, engaging experts over a longer period of time, so that
the clustering results can be followed up with in-depth investigations, could
provide a more reliable evaluation. However, it might be even more valuable to
explore ways to solve problems underlying the evaluation problem. For example,
given that the scattered knowledge is inherent to the network traffic landscape,
exploring methods to combine feedback from several experts is worth looking
into.

As no work had been found on clustering network traffic, this thesis project
adapted text mining methods. This choice had been made because similarities
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were observed in the characteristics of the data. The basic element of both data
types - i.e., words and connections - are both sequential and discrete. However,
an important difference does also exist. Network traffic, compared to textual
data, seem to allow more options to express oneself. This means that individuals
have more opportunities to perform actions on the internet than may exist in
language. An activity could be a composition of multiple individual connections
and for all of these individual connections multiple options exist.

An illustration of such composition is where an entity books a vacation by first
going to the website of a travel agency followed by a redirect to their payment
method’s website to settle the transaction. While all combinations of travel
agencies and payment methods would probably indicate the same activity, a
single combination is mostly related to the preference (i.e., the setup) of a
single entity. The implications of this phenomenon can be observed in the data
through the CBI clusters. Most clusters created by CBI that are based on more
than a single feature contain very few or even a single entity only. For ECBI,
that extends the reach of a query to several synonym connections, chances are
reduced that such specific setup is selected. Using the parameters m and n the
right balance can be obtained to allow synonyms while making sure that the
query remains specific as well.
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Chapter 7

Conclusion

In this thesis project, we set forward the research question How to actively clus-
ter network traffic based on an analyst’s intent?. Since no relevant studies could
be found within the domain of network traffic analysis, methods from the text
mining domain were considered. To answer the research question, a clustering
method inspired by CBI has been developed that allows a clustering approach
for internet sessions where external expert knowledge can be used. To develop
this method, Embedded Clustering By Intent (ECBI), the research question was
divided into three smaller sub-questions to facilitate problem solving.

The first subquestion proposed a method for finding a set of features that can
meaningfully distinguish a group of sessions. Due to the substantial presence
of synonyms in network traffic data, a feature is often only indicative for an
activity in a subset of sessions. In order to make the selection of sessions more
robust, a group of synonym features could capture a bigger set of these sessions.
In order to find synonym features, connection embeddings were created. The
evaluation showed that these embeddings were significantly better at identifying
feature similarity than conventional methods.

In order to use the feature sets, answering subquestion 2, an interactive screen
to gather feedback from analysts was implemented. However, since the analysis
of internet traffic is not obvious, the third question explored ways to visualize
the data. This resulted in three information screens: a window with high level
information, the Shifterator plot and a window to zoom in on individual sessions.

We evaluated ECBI on specifically sampled intercepted network traffic from the
Dutch National Police. The result of all research questions, the network cluster-
ing tool ECBI, was evaluated on specifically sampled intercepted network traffic
from the Dutch National Police. In this evaluation, ECBI was compared against
ETM and CBI using expert interviews and technical experiments. Rather than
a single ‘best’ tool, the expert interviews showed that both ETM and (E)CBI
have their own purpose. ETM would be more appropriate when searching for
specific information. (E)CBI, on the other hand, could provide insights into
criminal activities that have not been found before. However, it was observed
that clusters created by ECBI contained clusters of substantial more entities
than clusters of CBI. This indicates that instead of finding features specific to
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an entity, ECBI found a set of features that revealed a more general pattern; a
possible activity.

Clustering network traffic is a challenging task due to the complexity of evaluat-
ing the data and the incoherent nature of internet sessions. However, we demon-
strated that it is possible to create connection embeddings to identify similar
features in network traffic. Based on these embeddings, an active method called
ECBI was developed to cluster the internet sessions accordingly.
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Appendix A

Full technical experiments
results

Cycle 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

CBI # Entities 1 1 1 9 1 2 2 6 4 1 7 1 3 1 11 7 2 4 1 7
y = 0.01 # Features 4 2 2 2 2 6 2 2 2 2 2 2 2 2 2 3 2 2 2 1

# Sessions 43 24 17 38 17 42 36 13 45 13 46 29 21 5 24 47 31 4 9 49
Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

ECBI # Entities 31 4 20 8 17 10 21 20 15 5 34 9 14 13 36 39 14 18 27 22
n = 3 # Features 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
m = 1 # Sessions 194 114 90 75 370 65 147 80 61 200 247 144 104 65 451 124 65 58 66 117
y = 0.01 Precision 1.00 1.00 1.00 1.00 0.92 0.86 0.83 0.82 0.78 0.78 0.77 0.77 0.72 0.70 0.70 0.66 0.66 0.63 0.62 0.62

ECBI # Entities 18 18 15 11 20 10 23 20 16 23 7 31 10 5 12 4 12 19 30 18
n = 3 # Features 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
m = 1 # Sessions 191 189 131 101 84 63 57 84 71 53 87 169 52 89 82 52 199 88 91 78
y = 0.1 Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.88 0.87 0.85 0.82 0.80 0.77 0.75 0.74 0.72 0.72 0.65 0.62 0.61

ECBI # Entities 21 5 7 6 13 8 4 2 1 2 3 16 10 4 19 9 16 8 23 3
n = 3 # Features 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
m = 2 # Sessions 223 160 138 109 88 78 71 61 57 103 89 64 54 71 68 63 68 83 106 66
y = 0.01 Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.92 0.91 0.89 0.87 0.82 0.82 0.82 0.83 0.86 0.81 0.74

ECBI # Entities 8 2 43 1 10 2 5 4 15 20 16 12 9 21 20 16 16 9 16 22
n = 3 # Features 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
m = 2 # Sessions 116 92 74 68 62 54 51 57 50 68 54 71 67 152 68 50 61 61 55 72
y = 0.1 Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.79 0.78 0.72 0.59 0.55 0.55 0.48 0.43 0.39 0.38 0.32 0.31 0.29

ECBI # Entities 21 8 18 2 16 7 2 1 15 11 18 6 5 19 15 2 12 5 9 11
n = 5 # Features 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
m = 2 # Sessions 232 176 132 85 71 65 51 180 79 92 238 97 51 87 64 93 247 70 53 118
y = 0.01 Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.94 0.89 0.91 0.85 0.82 0.79 0.72 0.72 0.69 0.66 0.73 0.64 0.63

ECBI # Entities 6 4 10 4 7 9 8 4 1 12 23 11 10 13 12 15 22 22 5 38
n = 5 # Features 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
m = 2 # Sessions 115 88 83 87 60 52 57 55 69 50 79 70 71 75 51 70 56 63 59 175
y = 0.1 Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.84 0.80 0.69 0.61 0.63 0.60 0.58 0.46 0.42 0.37 0.36 0.34

Table A.1: Experiment 1 results: effect of parameters on clustering results.
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Cycle 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

M
o
d
ifi
ca
ti
on

ex
p
.
2
a

CBI # Entities 3 15 21 12 10 10 6 10 4 9 6 7 7 5 3 3 7 4 3 1
# Features 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
# Sessions 11 50 40 31 28 23 18 18 17 15 14 15 13 12 12 11 11 10 10 10
Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

ECBIN # Entities 54 18 52 - - - - - - - - - - - - - - - - -
n = 3 # Features 3 3 3 - - - - - - - - - - - - - - - - -
m = 2 # Sessions 96 50 97 - - - - - - - - - - - - - - - - -
y = 0.01 Precision 0.27 0.78 0.13 - - - - - - - - - - - - - - - - -

ECBI # Entities 30 21 14 14 17 48 31 78 34 33 45 21 48 31 51 - - - - -
n = 3 # Features 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 - - - - -
m = 1 # Sessions 60 61 55 57 54 95 72 226 58 52 80 56 76 60 78 - - - - -
y = 0.01 Precision 1 0.77 0.61 0.56 0.61 0.54 0.50 0.49 0.39 0.38 0.35 0.29 0.26 0.24 0.22 - - - - -

ECBI # Entities 21 28 78 24 36 - - - - - - - - - - - - - - -
n = 5 # Features 5 5 5 5 5 0 - - - - - - - - - - - - - - -
m = 2 # Sessions 62 54 176 51 63 - - - - - - - - - - - - - - -
y = 0.01 Precision 0.59 0.42 0.46 0.39 0.09 - - - - - - - - - - - - - - -

M
o
d
ifi
ca
ti
on

ex
p
.
2b

CBI # Entities 10 9 1 7 3 6 7 11 9 2 4 10 10 9 19 11 16 7 1 4
# Features 2 2 3 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
# Sessions 44 26 9 27 7 50 46 38 38 38 37 33 32 27 26 24 24 22 21 20
Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

ECBIN # Entities 31 15 11 5 4 10 34 10 17 24 26 43 19 22 - - - - - -
n = 3 # Features 3 3 3 3 3 3 3 3 3 3 3 3 3 3 - - - - - -
m = 2 # Sessions 99 76 63 62 89 50 74 55 63 50 52 83 74 66 - - - - - -
y = 0.01 Precision 1.00 1.00 1.00 0.81 0.78 0.61 0.52 0.41 0.27 0.27 0.22 0.17 0.16 0.12 - - - - - -

ECBI # Entities 41 37 17 15 8 17 15 7 25 17 17 27 16 11 12 16 12 32 13 22
n = 3 # Features 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
m = 1 # Sessions 135 122 57 84 88 145 53 67 52 93 69 93 52 57 52 52 62 60 67 50
y = 0.01 Precision 1.00 1.00 1.00 0.87 0.81 0.80 1 0.71 0.67 0.63 0.64 0.62 0.58 0.56 0.57 0.56 0.53 0.48 0.44 0.43

ECBI # Entities 14 16 8 10 14 17 46 7 19 11 16 61 21 35 19 - - - - -
n = 5 # Features 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 - - - - -
m = 2 # Sessions 79 77 55 50 60 51 88 63 56 60 79 134 87 90 55 - - - - -
y = 0.01 Precision 1.00 1.00 1.00 1.00 0.81 0.81 0.47 0.49 0.35 0.32 0.24 0.23 0.19 0.14 0.12 - - - - -

Table A.2: Experiment 2 results: impact of sessions count on clustering results.

Cycle 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 32 34 36 38 40

M
o
d
ifi
ca
ti
on

ex
p
.
3a

CBI # Entities 6 1 2 1 1 1 18 11 4 1 1 1 1 2 2 2 1 5 1 1
# Features 3 2 2 2 2 2 2 4 3 2 2 2 5 2 2 2 2 2 2 2
# Sessions 40 45 49 32 21 18 40 38 26 41 21 8 26 43 23 26 13 48 42 12
Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

ECBI # Entities 11 1 11 8 5 2 2 5 2 1 14 20 6 18 6 1 29 1 11 6
n = 3 # Features 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
m = 2 # Sessions 176 130 107 98 89 83 77 72 66 61 52 52 51 102 84 63 157 72 97 51
y = 0.01 Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.77 0.75 0.70 0.67 0.60 0.45 0.43

ECBI # Entities 53 37 18 13 6 3 1 9 7 6 17 20 28 21 10 5 4 21 7 19
n = 3 # Features 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
m = 1 # Sessions 356 183 164 122 107 85 70 65 59 52 342 142 102 272 259 105 165 80 101 57
y = 0.01 Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.93 0.86 0.82 0.81 0.78 0.76 0.72 0.72 0.69 0.66

ECBI # Entities 9 4 12 1 18 5 6 15 5 17 5 12 10 12 20 2 1 15 3 28
n = 5 # Features 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
m = 2 # Sessions 257 128 121 115 102 87 80 97 76 69 66 62 56 52 55 120 77 58 66 94
y = 0.01 Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.83 0.76 0.72 0.60 0.59

M
o
d
ifi
ca
ti
on

ex
p
.
3b

CBI # Entities 1 1 1 1 1 4 1 1 2 1 1 2 1 4 1 1 5 1 1 1
# Features 3 2 3 2 3 4 2 2 2 2 5 2 3 2 2 2 2 2 2 2
# Sessions 11 18 25 26 46 47 42 11 24 18 24 12 42 21 16 6 37 5 8 4
Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00

ECBI # Entities 5 5 4 3 8 3 1 3 16 4 1 8 1 15 6 11 51 4 22 17
n = 3 # Features 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
m = 2 # Sessions 137 112 95 75 72 66 63 57 52 58 54 50 50 53 50 72 73 77 76 58
y = 0.01 Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.74 0.73 1.00 1.00 0.75 0.76 0.63 0.63 0.56 0.52 0.46 0.41 0.41

ECBI # Entities 13 19 23 4 11 2 12 13 13 13 6 2 8 11 5 4 11 7 5 20
n = 3 # Features 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3
m = 1 # Sessions 257 162 154 101 98 89 82 76 59 57 148 57 51 78 197 103 100 160 68 95
y = 0.01 Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.85 0.82 0.81 0.77 0.72 0.72 0.68 0.69 0.67 0.63

ECBI # Entities 5 1 4 10 11 18 7 10 2 9 1 16 15 13 13 16 5 6 23 8
n = 5 # Features 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5 5
m = 2 # Sessions 154 139 127 97 78 70 63 54 60 52 65 52 64 88 76 63 140 54 77 76
y = 0.01 Precision 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.80 0.77 0.69 0.68 0.59 0.56 0.51 0.49 0.47 0.45

Table A.3: Experiment 3 results: assessing the impact of session size on clus-
tering outcomes.
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