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Abstract—The integration of Artificial Intelligence (AI) meth-
ods in Positron Emission Tomography (PET) and Single-Photon
Emission Computed Tomography (SPECT) presents unique
challenges and opportunities in healthcare. Despite the slower
adoption of AI in medical fields compared to other domains,
recent advancements have showcased its potential to revolutionize
diagnostic precision and therapeutic innovation. This literature
review explores the integration of Al in nuclear imaging, focusing
on the applications in photon detection, image reconstruction,
and post-processing, as well as in further image analysis where
segmentation and radiomics play an important role. Specific
examples making use of different Machine Learning, and Deep
Learning techniques such as Convolutional Neural Networks
(CNNs) and Generative Adversarial Networks (GANs) have been
reviewed, demonstrating their ability to either outperform the
conventional methods in extracting information from images
or to automatize those that are tedious and time-consuming
for clinicians. Despite the great results obtained in research,
many limitations keep these methods still a step behind in their
commercialization. This review aims to provide insights into
the current AI applications in nuclear imaging that address
challenges such as data complexity, standardization, and lack
of explainability, along with the expectations of future directions
for research and clinical implementation.

Index Terms—Medical Imaging, Nuclear Medicine, PET,
SPECT, Al, Radiomics, Explainable Al

I INTRODUCTION

Background

From the first Computer-Aided Diagnosis systems to the
introduction of Convolutional Neural Networks (CNNs)
that allowed for the extraction of features from images,
the application of Artificial Intelligence (AI) methods in
the medical field has been notably slower than into the
rest of engineering domains [1][2]. This disparity can be
attributed to healthcare’s unique challenges: the complexity
of medical data, diverse imaging modalities, varied protocols,
the need for large datasets, and concerns about Al precision
have slowed progress throughout history. In a field where
people’s health is at risk, building trust in algorithms is
crucial. The need for a separate analysis of Al methods for
nuclear imaging from other imaging techniques comes from

the unique characteristics of Positron Emission Tomography
(PET) and Single-Photon Emission Computed Tomography
(SPECT), which involve the use of radioactive tracers to
visualize and analyze physiological processes at the molecular
level rather than anatomical structures alone, requiring specific
considerations to develop effective and accurate Al methods:
the analyses on these images need to take into account
quantitative data related to physiological processes, such
as metabolic activity or blood flow. Additionally, images
generated by these techniques usually show higher levels
of noise and variability in the data compared to some
other imaging techniques. Image quality correlates with the
injected radioisotope dose and acquisition time [3], so Al
methods need to account for these characteristics and enhance
image quality to minimize radiation dose while maintaining
diagnostic accuracy. On the other hand, nuclear imaging is
frequently used in combination with other imaging modalities
like CT or MRI to provide complementary information, and
some studies involve dynamic imaging, capturing the temporal
changes in tracer distribution over time. The developed Al
methods might have to integrate multi-modal information or
dynamic datasets, which adds dimension to the analysis.

Nowadays, thanks to the new technological advancements
and in-depth research performed in the field, AI has been
demonstrated to be a powerful and trustworthy tool in the field
of health especially in medical imaging, introducing us into
a new era of diagnostic precision and therapeutic innovation
[4]1[5][6][7]. The application of Al methods in nuclear imaging
techniques, such as PET and SPECT, is promising for revo-
lutionizing healthcare by providing deeper insights into phys-
iological processes at the molecular level. In the study of the
integration of Al in nuclear medicine, it is crucial to address
the challenges, understanding that overcoming data complexity
and giving impetus to the validation and explainability of such
techniques is essential [8] [9]. More detailed information on
the theory behind the algorithms mentioned in this paper can
be found in the Appendix section.



Objectives

Addressing these challenges, this literature review explores
the integration of AI methods in nuclear medicine. The ob-
jective is to analyze of AI applications in the full pipeline
of nuclear imaging, reviewing techniques in use today, their
successes and limitations, as well as those in development
that hold potential for implementation in research and clinical
settings.

II AI APPLICATIONS IN NUCLEAR
MEDICINE

Image generation

PET and SPECT acquisitions consist of transverse images
containing the distribution of a radiotracer within the
human body, and the devices’ computer reconstructs the
transverse images using filtered backprojection method or
iterative reconstruction methods, that are more accurate but
computationally less efficient [10]. In PET, the correction
for nonuniform attenuation can be implemented on the
projection data before the reconstruction process, in contrast
to SPECT where such correction is intertwined with the
reconstruction process and makes it more complex [11]. The
spatial and temporal resolution of PET images are limited by
the amount of photon counts, scanner design, and underlying
physics. Although advances in statistical image reconstruction
methods have mitigated some limitations, there is still a need
to enhance resolution and reduce noise, and even when image
quality is acceptable, the concern for lowering the radiation
dose demands shorter acquisition times and reduced doses
[12]. Current AI methods on nuclear image generation can
be summarized in three main areas:

1 Detection systems

In PET and SPECT image formation, most detectors are
based on scintillating crystals, which absorb 511-keV photons,
producing a short burst of light collected by fast photode-
tectors. The electronics of the detection systems digitize and
decode photodetector signals, measuring parameters such as
total charge, arrival time, and pulse shape [12]. However, scin-
tillation photon production is negatively affected by several
effects due to limited spatial resolution; photon scatter, photon
attenuation, and partial volume artifacts [13] [14]. For these
detectors, machine learning algorithms have not been deeply
studied for positioning estimation since traditional linear es-
timation methods have straightforward relations with lookup
tables that give accurate results. However, machine learning
can still play a crucial role in enhancing positioning accuracy,
particularly in the challenging identification of intercrystal
scatter events that impact both spatial and energy resolution.
Methods employing Support Vector Machines (SVM) have
shown promise in distinguishing intercrystal scatter, offering
simplicity and avoiding time-consuming training steps [15].
Nevertheless, simulated data is used, so there are still chal-
lenges in obtaining experimental training data labels. Ad-
ditionally, a neural network approach was demonstrated by

Michaud et al. [16] for the LabPET scanner, using Monte
Carlo simulated data to characterize intercrystal coincidences,
resulting in a notable increase in sensitivity. These emerging
machine-learning approaches demonstrate their potential to
improve the performance of pixelated detectors and address
challenges associated with intercrystal scatter.

Monolithic detectors are another type of detector used
in nuclear imaging, which is composed of an array of
photodetector elements coupled to one crystal face. They
measure the spatial distribution of scintillation light to
estimate the position of interaction, giving advantages like
higher sensitivity, intrinsic depth of interaction measurement,
and improved spatial resolution [17]. However, challenges
include a nonlinear relationship between position-of-
interaction and light distribution, especially at crystal edges,
making position estimation difficult, particularly for thick
monolithic crystals. Additionally, these detectors require
complex and time-consuming calibration procedures, making
the scalation to a complete PET system challenging [12].
The aim of machine learning methods in this step is to
better localize the position-of-interaction of the source
photons from the information collected in the detectors in
comparison to the conventional methods. For monolithic
detectors, multilayer Artificial Neural Networks (ANNSs)
(usually based on Levenberg—Marquardt backpropagation)
are used to estimate the 2-D or 3-D position of interaction.
The training is done by using labeled data acquired through
pencil-beam irradiation at various angles, where the input
consists of the charge collected by each photodetector and the
output is a regression or a classification array representing
the distribution of positions [18]. These approaches have
outperformed conventional methods such as center-of-gravity
or fitting methods, reducing positioning bias at detector edges
[19]. Fig. 1 illustrates a deep-learning learning-based event-
positioning scheme in monolithic detectors. An alternative
approach for positioning has also been described by Muller et
al. [21] [22] with an algorithm based on gradient tree boosting
algorithms (GTB) that can handle different sets of input
features, their combinations, and partially missing data. GTB
builds predictive regression models based on sequential binary
comparisons (decision trees), making them computationally
faster. Since GTB models are implementable in FPGA if the
memory requirements allow, two positioning optimization
algorithms were proposed: one with memory restriction (for
future FPGA implementations) and one without. Peng et
al. [23] developed a quasi-monolithic detector using thin
scintillator slabs stacked and read on their sides with SiPMs.
CNNs were used to accurately determine the position of
interaction and detect any scattering between layers by
mapping the charge collected by the SiPM to a 2D map in
each layer, obtaining an average spatial resolution of 0.40
mm and increased sensitivity without compromising other
key performance features. In addition to ANNs, lazy-learning
Machine Learning Algorithms are used for this task, such
as k-nearest neighbors (kNNs) [24]. These techniques, rather
than training a model, use the information from a dataset
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Fig. 1: Deep learning-based event positioning in monolithic detectors [20].

containing the position and outputs from the detector and
determine the position of interaction by comparing the test
event to the known events. However, this method requires
large storage and is computationally challenging.

Besides spatial resolution, good timing resolution in the
detection process is essential for the reconstructed image
quality and for the accurate rejection of coincidence events
in PET and SPECT imaging. Various physical processes
contribute to timing uncertainty, including scintillation light
generation, variable light propagation influenced by detector
design, timing jitter during electrical conversion, and ran-
dom noise sources [12]. Traditional linear methods using
predefined thresholds for estimating time-of-interaction reduce
the information contained in the photodetector signals into
a single linear estimator, leading to inaccuracies in timing
discrimination. Deep learning algorithms offer the potential to
exploit the full information in the time-varying photodetector
signals. In particular, CNNs can learn complex patterns and
have translational invariance. A study by Berg et al. [25] uses
CNNs to estimate Time Of Flight (TOF) directly from the
pair of digitized detector waveforms for a coincident event in
PET. By using ground-truth-labeled data obtained from exper-
imental setups using photomultiplier tube-based scintillation
detectors, the CNN-based approach improves timing resolution
by 20% compared to traditional methods like leading edge
discrimination and constant fraction discrimination. The study
demonstrates that CNN depth significantly impacts timing
resolution, while other network parameters have minor effects.

2 Image reconstruction

For many years, the golden standard technique in SPECT
and PET image reconstruction has been iterative reconstruction
[11]. In this process, extensive pre-processing and data cor-
rection are required before image reconstruction. Attenuation
correction is a crucial step for accurate quantitative image
reconstruction and is typically done using attenuation maps
derived from coregistered CT data in SPECT or PET/CT
systems. The case of SPECT or PET/MRI systems is more
challenging since the signal and the attenuation coefficients are

not directly related, so methods based on atlases or segmenta-
tion are employed (e.g. see Fig. 2). However, these approaches
require pairs of MR and transmission maps, which are not
always available, and might suffer from quantification errors
[26] [27]. Additionally, the generated images suffer from high
noise levels, which affect image quality, lesion detectability,
and quantitative accuracy. With the advancements in algo-
rithms and computer power, many new machine-learning and
Al-based techniques have been tested and implemented to
solve the complex inverse problem of image reconstruction
addressing these challenges and giving focus to improvement
of image quality [14].

To save up on radiation dose in the often acquired si-
multaneous CT, many studies use Deep Learning methods
to estimate attenuation maps from MRI scans instead. Most
of these methods are based on creating pseudo-CT scans
from the MRI data by training a CNN using pairs of MR
images as input and CT images as labels [29]. Generally, the
networks are based on U-Net architecture [30], and recently, a
study by Kaviani et. al. [31] has integrated a residual U-Net-
transformer regularizer into the unrolled maximum a posteriori
expectation maximization (MAPEM) algorithm for PET image
reconstruction, obtaining less noisy images and with better
edge preservation compared to other methods, demonstrating
potential for clinical use. Additionally, several studies have
reported improved accuracy in PET and SPECT quantifica-
tion by estimating attenuation maps by creating pseudo-CTs
through augmented generative adversarial networks (GANs)
using MRI images as input [32] [33] (for more information
about GANSs, see Appendix ). Cycle-GANSs, a type of unsu-
pervised GANs, have also been used to avoid the need for
matching pairs in the training process [33]. For now, GAN-
based approaches to generate attenuation maps have only been
applied to brain and pelvic regions, since registration errors
are relatively high on most body parts and still more research
needs to be done to improve metrics [28].

Some approaches aim to perform image reconstruction with
various corrections using PET data only, eliminating the need
for simultaneous CT or MRI acquisition. For example, by
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Fig. 2: The overview process of deriving attenuation correction maps from a) CT images, b) MR images [28]

training a CNN to directly map reconstructed images without
attenuation correction to images with attenuation correction
[34]. Yang et. al. [35] propose a CNN that performs image
reconstruction while correcting for attenuation and scatter at
the same time, without the need for a further post-processing
denoising step. However, the results show many outliers due
to the fact that PET data can only determine attenuation
factors up to a constant, making it insufficient to determine
the emission activity and attenuation map needed for scatter
estimation. Furthermore, DeepPET [36], is a deep encoder-
decoder network that can perform PET image reconstruction
from sinogram data without the need of noise models and
correction maps. This proposal increases the reconstruction
speed and image quality over the traditional methods and has
been approved by the FDA. Figure 3 shows a diagram of the
architecture used in DeepPET. Recently, DPIR-Net [37] was
proposed based on DeepPET and Wasserstein GAN (WGAN)
applying a discriminator to the DeepPET architecture, which
solved the problem of excessive smoothness and loss of
details present in traditional methods. Algorithms designed
for SPECT image reconstruction are significantly fewer than
PET ones, although the methods utilized can be very similar
[20]. Analogously to DeepPET, SPECTnet was proposed by
Shao et. al. [38] to reconstruct SPECT images from the
obtained projection data. The architecture of SPECTnet is
composed of a neural network that compresses the data into a
vector space, and a decoder that is taken from an autoencoder
previously trained to recover the input image at its output.
These straightforward methods have many limitations in terms
of explainability, which highlights the importance of using
domain-specific networks. Optimizing each step of the process
at a time instead of performing the full pipeline at once, gives
more control and traceability when trying to fix errors or
understand the reasons why the model gives a certain output.

3 Image post-processing

Many studies keep exploring methods for post-processing
alone independent from the reconstruction step. Post-
processing techniques aim to enhance image quality and
reduce noise, especially valuable in low-dose and fast-
acquisition images (See Fig. 4). Noise can be decreased by
increasing the injected radiotracer dose, as more photons decay
and reach out to the detectors, but has, however, a negative
impact on patients’ health and comfort [20]. Traditional meth-
ods use image processing and filtering, statistical modeling,
and MRI-guided noise removal among other techniques to
minimize noise, but they experience issues such as loss of
spatial resolution and excessive smoothing.

The first study that showed significant dose reduction in
PET imaging using CNNs was conducted by Xu et al. [39].
In their research, a 2.5D U-Net with supervised residual
learning was employed to transform low-dose 18F-FDG PET
brain scans into full-dose equivalents, achieving a 200 dose
reduction factor and demonstrating superior performance in
various metrics such as signal-to-noise-ratio (SNR) com-
pared to previous methods. Subsequent Al methods in post-
processing mostly have aimed to train CNNs to directly map
reconstructed noisy images, to denoised high-quality images.
In the study conducted by Shiri et. al. low-dose SPECT
images with reduced acquisition time per projection and the
number of angular projections were mapped to full-dose ones
using ResNet residual neural networks [40], demonstrating that
the deep neural network recovers image quality and reduces
bias in quantification metrics. Lu et. al [41] demonstrated an
increase in quantitative accuracy of small lung nodules and
improvement in visual image quality by using a denoising
CNN based on U-Net for postprocessing that mapped 10%
low-dose to standard dose deconstructed PET images. In this
study, the effect of different network architectures, image
dimensions, labels, and inputs concerning both noise reduction
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[36].

Fig. 4: PET image denoising using Al. A - Ultra-short emission
time FDG-PET Maximum Intensity Projection (left) together
with the standard acquisition protocol (50 times longer
acquisition) (right). B - Slice-wise visualization showing an
improvement in lesion detectability (arrow) [26]

performance and quantitative accuracy were also studied.
The mapping has also been studied in the projection space
instead of in the image space such as sinogram-based super-
resolution [42]. Sanaat et al. [43] compared mappings from
low-dose to full-dose using a 3D U-Net in both image space
and projection space, revealing superior results in sinogram
space with significantly higher PSNR and lower SUV bias.

Influenced by the limited availability of low and high quality
training pairs, some studies have also included unsupervised
learning and transfer-learning techniques for image denoising
[44]. The deep image prior (DIP) method [45] consists of
forcing the recovered image to be synthesized from a given
deep architecture, and was employed as a post-processing
technique for noisy whole-body PET images by Cui et al. [46]
showing improved contrast-to-noise ratio compared to other
approaches.

In the cases where PET/CT or PET/MR scanners are
available, anatomical priors can be employed as additional
input channels for PET image denoising, as well as previous
PET scans of the same patient, reviewed in [47]. Chen
et al. [48] employed a residual U-Net with a 2D input
that incorporated multi-contrast T1, T2, FLAIR, and a
100-fold low-dose PET and outputted to full-dose images.
The diagnostic accuracy for amyloid using the predicted
full-dose images exhibited was comparable to the accuracy
using real full-dose acquisitions. U-Net modifications have
also been explored, integrating feature extractors for low-dose
PET and Tl1-weighted MR inputs before concatenating the
input data. Transfer-learning was also studied for amyloid
image quality enhancement from different scanning hardware
and protocols [49]. In this study, the network inputs are
multi-contrast MR (T1-, T2-, and T2 FLAIR-weighted) and
the ultra-low-dose PET images from one study, and the neural
network parameters are transferred to another study rather
than the data. Comparisons with random initialization and
trained with the full dataset show better generalizability and
image quality when applying transfer-learning.

While these studies demonstrate proof-of-principles, large-
scale clinical evaluations are necessary before widespread
clinical application. The combination of Al-based reconstruc-



tion, denoising, and advancements in PET technology, are
key for the development of ultra-low-dose PET imaging with
improved signal-to-noise ratios and image quality. However,
further research and validation of real-world data are essential
before these methods can be widely adopted in clinical prac-
tice. In addition, learning methods that can effectively gen-
eralize for different imaging protocols and clinical scenarios
will be crucial for the widespread clinical application of deep
learning in PET imaging.

Image segmentation

Segmentation is used in medical imaging to assign labels
to pixels (in 2D) or voxels (in 3D) to separate the different
regions, organs, or tissues. This step is essential for the
quantification of certain tissues, for feature extraction, and
for the better visualization of relevant areas. However, this
is especially challenging in nuclear imaging given the poor
spatial resolution and high statistical noise of PET and SPECT.
Currently, manual segmentation performed by clinicians is
the most common practice because of its accuracy, but it
is, however, extremely time-consuming, labor-intensive, and
prone to intra- and inter-observer variability, especially for 3D
imaging [20]. Low-level segmentation methods have also been
developed and commercialized, based on image operations
(E.g thresholding and morphological operations), deformable
models, and dynamic computing, but their performance is
limited and user interaction is often needed as initial input
or to correct the result [50]. These methods also do not
consider the spatial correlations of voxels, making them
sensitive to image noise, uptake inhomogeneity, and partial
volume effect, and are also sensitive to the selected threshold
values, leading to large differences of volume [51]. In the
first MICCAI PET segmentation challenge [52], DL-based
algorithms outperformed every other technique in the task of
image segmentation on a dataset of 176 PET images from
simulation, phantom, and clinical studies. This paved the
way for other ML- and DL-based methods for single and
multi-modal PET and SPECT imaging explored by recent
studies mainly in the fields of oncology, cardiology, and
neurology [53].

1 Oncology

In the field of oncology, the precise delineation of tumor tis-
sue is essential for effectively treating cancer, and for avoiding
irradiating organs at risk, which directly affects the survival
of patients. In addition to radiation therapy, accurate tumor
segmentation is important for further quantitative analysis and
radiomics. PET imaging with FluoroDeoxyGlucose (FDG-
PET), often integrated with CT, is a very powerful imaging
tool for cancer detection, which is promising for its improved
clinical diagnosis, assessment of prognosis, treatment plan-
ning, and for and monitoring progress after treatment [54].
Lung cancer is the most studied application of this technique.
A study by Ikushima et. al. [55] presents a framework for
ML-based delineation of gross tumor volumes (GTVs) of
lung cancer patients, utilizing an optimum contour selection

(OCS) method. The framework involves training a machine-
learning classifier with image features surrounding GTV con-
tours identified by radiation oncologists. An SVM is employed
to extract initial GTV regions, with subsequent refinement
using the OCS method to select the best contour. The efficacy
of the framework was evaluated in 14 lung cancer cases,
showing promising results with an average Dice similarity
Coefficient (DSC) of 0.777, demonstrating a great potential to
aid oncologists in delineating GTV regions accurately. Deep
learning, fully convolutional networks (DFCN) were studied
by Zhong et.al [56] for the simultaneous tumor cosegmentation
on dual-modality non-small cell lung cancer (NSCLC) in PET
and CT images. This method utilizes two coupled 3D U-Nets
with an encoder-decoder architecture to leverage both PET
and CT information. The results outperformed methods based
on PET or CT alone in different evaluation metrics, demon-
strating the promise of cosegmentation for enhancing tumor
delineation and integrating with multi-modality imaging tools
for future clinical trials. The use of FDG PET/CT imaging in
the evaluation of head and neck cancer has significantly risen
in recent decades [57], together with the development of deep
CNN methods to contour the GTV [58]. A study by Guo et. al
[59] explores the use of a Dense-Net architecture to perform
GTV delineation of PET/CT images of head and neck cancer
patients undergoing radiation therapy. The evaluation on a
dataset of 250 HNC patients using manually delineated GTV
contours as ground truth, demonstrated that the multi-modality
network outperforms both single-modality approaches and
the compared 3D U-Net framework, achieving higher Dice
coefficients and reducing prediction variability. Fig. 5 shows an
example of the result. Recently, the second edition of the HEad
and neCK TumOR (HECKTOR) challenge [60] was held to
obtain the best performance on the automatic segmentation of
the GTV of head and neck oropharyngeal primary tumors in
FDG-PET/CT images. Most of the approaches to the challenge
were Deep Learning methods based on U-Net architectures.
The winner s work used a well-tuned patch-based 3D self-
configuring U-Net called nn-UNet [61] with standard pre-
processing and training, a dynamically adjusted learning rate
and they used the Squeeze and Excitation (SE) normalization
[62], which was key for the algorithm robustness.

For general oncological image segmentation, a recent
study by Andrade et. al showed a very complete analysis
of multi-modal medical Transformers [63]. The researchers
conducted controlled studies comparing various models,
including hybrid CNN-ViT encoder-based models, pure
Transformer encoder networks, and CNN-based models.
The results show that a hybrid model is the most effective,
outperforming other models in most ranking strategies, but the
performance varies depending on the task and dataset used for
evaluation. Although hybrid approaches incorporating both
CNN and Transformer components generally outperform pure
Transformer-based models, it needs to be taken into account
that spatial downsampling influences Transformers’ ability
to capture long-range dependencies. The study recommends
using the nn-UNet pipeline as a starting point for evaluating
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image segmentation architectures since it is a well-established
and robust pipeline.

2 Cardiology

Segmentation steps are also crucial in the field of heart
imaging. For example, for the assessment of left ventricular
(LV) function, myocardial perfusion SPECT (MPS) has
been one of the most important imaging modalities, and the
performance of the assessment is affected by the accuracy
of the segmentation. CNNs based on V-Net architecture have
been used to automatically segment LV myocardium by
delineating its endocardial and epicardial surface, showing
great results in various metrics using manual delineations
as ground truth, which demonstrated the feasibility of using
learning methods in accurately quantifying LV myocardium
volume change over the cardiac cycle [64]. The use of U-Net
architecture was also proposed by Zhang et. al. [65] for the
same task, to assess LV function in patients with coronary
artery disease. The correlation of the predicted LV volume
and ground truth was good with minimal mean relative error,
and the correlation with the commercial software is fair,
but it can only be considered a reference, and not a golden
standard since other post-processing techniques are used
in the commercial software, which leads to discrepancies.
A similar approach with 3D U-Net architecture has also
been studied by Piri et. al. [66] to segment the heart from
18F_sodiumfluoride (NaF)-PET/ CT scans, with the final
objective of assessing the severity of atherosclerosis affecting
the coronary arteries and the heart, which gave a negligible
difference in the estimations with manual segmentations, and
in a much shorter time.

3 Neurology

Segmentation plays a critical role in various aspects of
neuroimaging analysis, providing valuable insights into brain
structure, function, and pathology. Several studies have high-
lighted its benefits. For instance, the effectiveness of segment-
ing gray matter in ictal-interictal perfusion SPECT and interic-
tal '8F-FDG-PET scans for patients with medically refractory

epilepsy has been demonstrated. This segmentation approach
enhances the detection of small cortical areas exhibiting '8F-
FDG-PET hypometabolism, while also eliminating hyperper-
fused seizure propagation pathways within white matter during
ictal perfusion SPECT imaging [67]. Masking gray matter can
reduce the influence of partial volume effect and retention
in white matter and cerebrospinal fluid [68]. In some other
applications, the segmentations are performed in MRI or CT
images that are registered into PET and SPECT. In the case
of dementia [53], it has been proven that errors in MRI-
based segmentations can lead to errors in PET quantitation. In
most studies, the segmentations are performed either manually
or with techniques like gradient-based segmentation, region
growing (such as fuzzy-c-means), statistical algorithms, ma-
chine learning, and texture-based segmentations, but deep-
learning based methods have also been recently proposed to
overcome their limitations, but its use is very scarce yet.
GANs have been proposed by Oh et. al [69] to segment
white matter in '®F-FDG PET/CT images, given its ability
to measure changes in glucose metabolism in the brain that
allows the diagnosis of neurodegenerative diseases at early
stages: changes in white matter volume have been linked to
aging, psychosis, multiple sclerosis, and Alzheimer’s disease,
with white matter hyperintensities associated with increased
risk of vascular dementia and cognitive decline. In this study,
the images were first preprocessed to obtain only brain region
and coregistered to MRI images because of their anatomical
accuracy, and then a generator was trained to produce a
segmentation map from the '®F-FDG-PET/CT image that
resembled the real segmentation map, while the discriminator
was trained to differentiate between the generated segmenta-
tion map and the real one. Results show excellent performance
in generating segmentation maps compared to other commonly
used deep-learning methods, but clinical implications should
be further studied. Another study by the same authors, pro-
poses Wpype GAN [70], a similar method for White Matter
Hyperintesity segmentation. A feasibility study by Pasini et.
al. [71] uses deep learning models, specifically 3D U-Net and
V-Net networks, to automatically segment diagnostic regions
associated with Alzheimer’s disease in *F-FDG PET scans.
The dataset includes volumes from controls, Alzheimer’s
disease, and mild cognitive impairment patients, with ground
truth manually generated by expert users corresponding to the
delineation of six regions including temporal lobes, parietal
lobes, and frontal lobes. Results based on the evaluation
metrics (DCS, overlapping area coefficient (AOC), and extra
area coefficient (EAC)) indicate a significant improvement,
with 3D U-Net achieving the best performance, even when
hypometabolic regions were present.

Radiomics

Radiomics, first introduced in 2012 [72], is a rapidly
growing area of quantitative image analysis, that is defined
as the high-throughput extraction of large amounts of image
features from radiographic images, to associate them to clinical
or biological endpoints [73]. These features can serve as



non-invasive biomarkers for tumor characterization, prognostic
classification, and prediction of treatment response, advancing
precision medicine. In PET and SPECT imaging, biological
processes are quantitatively expressed by the spatial distribu-
tion of radiotracer uptake, so radiomics can be used in these
modalities to quantify such uptake. The field of radiomics
can currently be divided into two areas: traditionally hand-
crafted radiomics and deep-learning radiomics. The traditional
approach pipeline consists of image acquisition and recon-
struction, possible image postprocessing, volume of interest
(VOI) segmentation, and predefined feature extraction. The
extracted features quantitatively describe shape, intensity, and
texture. Geometric or morphological (shape) features outline
lesion characteristics such as size, intensity features quantify
tracer uptake such as maximum, peak, or mean SUV and
texture features capture spatial heterogeneity in voxel values.
These features are analyzed in statistical analysis or machine
learning models that are trained for patient classification. In
the handcrafted radiomics pipeline example shown in Fig. 6
A), a VOI is manually or semi-automatically defined, then,
features are extracted and selected and are later introduced in
a statistical or machine learning model. On the other hand,
the deep learning radiomics pipeline 6 B) does not require
VOI delineation since the architecture automatically processes
the images in their raw form extracting complex features to
perform feature selection and classification.

A Handcrafted radiomics
selection/reduction

feature extraction classification

B Deep learning radiomics

Hidden
layer 3

Hidden
layer 2

Hidden
layer 1

Input
layer

Cutput
layer

Fig. 6: A) Handcrafted and B) deep learning radiomic pipeline [74].

In the field of oncology, radiomic shape, intensity, and
texture features can be computed to quantitative analyze
tracer uptake quantitatively, as well as the stratification of
histology, tumor grades or stages, and clinical outcome [74].
A recent feasibility study by Lei et. al. [75] has used logistic
regression to classify the T stage, lymph node metastasis, and

pathological state with features from CT, PET, fused PET/CT,
and combined CT and PET features, demonstrating the accu-
racy of PET/CT radiomics for the preoperative prediction of
clinical and pathological stages for patients with esophageal
cancer. Radiomics was studied by Oikonomou. et. al. [76]
for the prediction of response to stereotactic radiotherapy for
lung cancer. In this study, principal component analysis was
performed on homogeneity, size, maximum intensity, mean
and median gray level, standard deviation, entropy, kurtosis,
skewness, morphology, and asymmetry among others for CT
and PET-derived features to determine which ones accounted
for most of the variability to predict overall survival.

A hybrid model including many-objective radiomics (MaO-
radiomics) and a 3D CNN was proposed by Chen et al.
[77] for the differentiation of malignant from suspicious non-
malignant lymph nodes in patients with head and neck cancer.
In this approach, the outputs of both models were fused
through an evidential reasoning approach, obtaining higher
accuracy than with radiomics alone. The handcrafted selected
set of features is finite and might not entirely represent the
optimal quantification approach for the desired task, but deep
learning algorithms are based on the raw data, where the
extracted features by the hidden layers are more abstract and
unconstrained, giving a more generalizable model, however,
larger datasets are required. CNNs eliminate of the time-
consuming lesion identification and annotation step but do
not necessarily outperform handcrafted radiomics in combi-
nation with classification machine learning. However, they are
generally preferred methods by researchers and radiologists
because it is more user-friendly, required less data handling,
and suffer less selection bias, as demonstrated in the study by
Wang et al. [78] for the classification of mediastinal lymph
nodes of NSCLC. In the specific field of nuclear imaging,
DL applications on radiomics are infrequent, but there are
some examples of studies comparing CNNs with handcrafted
radiomic analyses. In a study performed by Ypsilantis et al.
[79] a CNN trained directly from PET scans was used to
predict response to neoadjuvant chemotherapy in oesophageal
cancer, and it was compared to an approach based on statistical
classifiers using over 100 quantitative imaging descriptors,
including texture features and SUVs. Results showed that for
this application CNNs outperformed the handcrafted radiomic
approach.

While most applications in the literature mentioned in this
paper focus on oncological developments, radiomics has also
been studied in other medical fields. Non-oncology applica-
tions of handcrafted radiomics can mostly be found in SPECT
and some applications include the prediction of coronary
artery calcification in [99mTc]-sestamibi SPECT myocardial
perfusion scans [80] and outcome prediction in Parkinson’s
disease by evaluating the extraction of radiomic features from
longitudinal dopamine transporter SPECT [81].



I WHAT CAN WE EXPECT IN
CLINIC?

In recent years, Artificial Intelligence methods have been
exponentially studied in the field of nuclear imaging, making
significant strides in modern healthcare. Some of these
methods aim to improve and increase the accuracy of the
outcomes from the current used methods, reducing human
intervention if possible, while others enable procedures that
were previously impossible. As Al-based solutions continue
to evolve, their translation into clinical practice is evaluated
in parallel. The implementation and commercialization of
the explored techniques are more likely to happen for those
that replace the previously existing methods since they
would not completely change the current frameworks: less
standardization, protocol redefinition, and staff retraining are
required.

The integration of machine learning algorithms, particularly
CNNs, in PET detectors, is promising for improving the
timing and spatial resolution, essential for image quality in
nuclear imaging. The advancement of these technologies is
possible thanks to the development of fast and affordable
waveform digitizers, which are expected to be incorporated
into PET scanners’ system electronics, particularly in front-
end electronics for better position and timing estimation.
Studies envision the implementation of machine learning
algorithms that can simultaneously estimate position, energy,
and time-of-interaction from photodetector waveforms,
potentially giving a better performance, due to the physical
dependencies of these parameters. Furthermore, there is a
proposal to adapt CNNs to include waveforms from multiple
photodetectors, for the estimation of not only timing but
also position-of-interaction within the detectors. CNNs and
GANs are the biggest technological trends in the context
of image reconstruction and post-processing, aiming for
“ultra low-dose” PET imaging, by allowing high quality
image generations from minimal tracer activity and possibly
eliminating the need for simultaneous CT scans, which
increases the dose. For these algorithms to be implemented
in clinical practice, their accuracy needs to be proven in a
clinical context by performing large-scale studies. Apart from
increasing the number of scanners, a reduction in the image
acquisition time could be key for increasing the number of
examinations per scanner and thus the availability of data for
large scale studies.

Despite their potential to increase accuracy and save
clinicians from performing arduous tasks, deep learning
approaches are used for very specific applications in research,
however, they are not that common in commercialized
products because of the lack of regulations for which
these models can be trustfully used. Guidelines have been
recently proposed by the European Association of Nuclear
Medicine (EANM) [82] for image acquisition, reconstruction
to generate more homogenic quantification of tracer uptake

and also for radiomic analysis so that obtained results are
more reliable, repeatable, and reproducible. Another of the
big limitations is the difficulty of standardizing the data
storage, which affects also the integration of information
coming from different modalities and institutes and makes
it very hard to homogenize the processing pipelines. Data
should be collected according to the FAIR Guiding Principles,
created for scientific data management, based on Findable,
Accessible, Interoperable, and Reusable data. Although
models can become more generalizable by adding more data
into the training stage, this comes together with a loss of
interpretability, which is an obstacle, especially in the health
domain. Clinicians are sometimes unwilling to implement
certain radiomic algorithms whose capabilities they do not
fully understand since the vast amount of parameters in a deep
learning model are not directly interpretable. Therefore, there
is a need to provide the end-users with an explanation for a
decision-making algorithm. Explainable AI (XAI) techniques
have been lately explored for this purpose. In the context of
nuclear imaging, one of the most useful applications would
be the generation of heat maps that highlight the parts of
the image that are the most relevant for making a certain
decision. For example, for the prediction of survival of cancer
patients; if an XAI model is capable of indicating the voxels
that affect prognosis the most, that would give researchers
a better understanding of the disease and could help build
more targeted therapies with better survival expectations.
Explainable AI methods are still far from being widely used
in clinical applications, but they hold promise for solving the
problem of lack of interpretability and trust in deep models.
Finally, education is key for the transmission of knowledge
to next-generation scientists and clinicians to make become
familiar and grow-up with Al and therefore enhance further
its potential adoption and development.

In summary, there are still many challenges in the imple-
mentation of Al-based solutions in nuclear imaging, includ-
ing also ethical and legal aspects. The techniques that hold
promise for being shortly present in clinics are the ones whose
frameworks are already established, as well as the ones that
clinicians are willing to adopt. If data is collected and managed
correctly with the proposed guidelines for standardization, and
the algorithms become more robust and transparent for end-
users, the implementation of Al algorithms in the everyday
nuclear imaging pipelines will happen sooner.

IV CONCLUSION

The integration of Aurtificial Intelligence methods into the
field of nuclear medicine presents significant opportunities
for revolutionizing healthcare by providing deeper insights
into physiological processes at the molecular level. Despite
historical challenges, including the complexity of medical
data, diverse imaging modalities, and concerns about Al
precision and trust, recent technological advancements
and research have demonstrated the potential of Al as



a powerful and trustworthy tool in this field. Recent
advancements in Al methods, particularly in PET detectors
and image reconstruction, aim to improve image quality
and reduce radiation exposure. CNNs and Generative
Adversarial Networks (GANs) show promise in achieving
“ultra low-dose” PET imaging, potentially eliminating the
need for simultaneous CT scans. However, their clinical
implementation requires rigorous validation through large-
scale studies. For image analysis, CNNs have mostly been
reviewed as an approach to perform image segmentation in
different health fields, to reduce variability in the results and
save clinicians from performing arduous and time-consuming
tasks. Radiomics, a rapidly growing field of quantitative
image analysis, offers non-invasive biomarkers for tumor
characterization, prognostic classification, and treatment
response prediction. Traditional handcrafted radiomics and
deep learning radiomics present distinct approaches, each
with its advantages and challenges. While traditional methods
offer interpretability, deep learning algorithms leverage raw
data for more abstract features, potentially leading to more
generalizable models. However, larger datasets and efforts in
data standardization are required to maximize their potential
in clinical settings.

Challenges in implementing Al-based solutions in nuclear
imaging include regulatory concerns, data standardization, in-
teroperability, and the interpretability of deep learning models.
Explainable Al techniques hold promise in addressing the
lack of interpretability and trust in deep models, potentially
facilitating their adoption in clinical practice. Despite these
challenges, the translation of Al algorithms into everyday
nuclear imaging pipelines is expected to occur as frameworks
become established, and algorithms become more robust,
transparent, and aligned with clinicians’ needs. The adoption
of the proposed guidelines for data standardization and the
ongoing efforts in research, together with the development of
educational programs for scientists and clinicians, are crucial
for accelerating this transition and exploiting the full potential
of Al in nuclear imaging.
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Appendix

Theoretical concepts of some Artificial Intelligence methods

Artificial Intelligence covers all machine performances that are usually done by humans, and the ones that require
automated learning are classified as Machine Learning. FigureA.1 shows the domains Artificial Intelligence.

Artificial
Intelligence

Machine
Learning

Deep
Learning

Fig. A.1: Domains in Artificial Intelligence. Deep Learning is a subset of Machine Learning that is a subset of Artificial Intelligence.

Unlike classical programming, which uses data and several ordered rules to get answers, Machine Learning makes use of
data and answers to generate rules and then uses those rules to generate new answers. This can be very useful in problems
where the specifications for generating an output are not very clear. The machine is trained rather than explicitly programmed.
Deep Learning is the subset of methods in Machine Learning that are composed of neural networks with a large number of
layers and parameters.

Figure A.2 shows a diagram of a perceptron which is is the fundamental computational block for neural networks, and is
based on the comparison of a biological neuron with an artificial one. Given n inputs 1, ..., x,, the nucleus of the perceptron
performs a weighted sum along with a bias term, which shifts the decision boundary away from the origin and does not depend
on any input value.

z(x,w,b) = b+ wx (D

Where w-x represents the dot product Y .-, z;w;. Additionally, activation functions are applied in each artificial neuron to
generate non-linearites between the layers.
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Fig. A.2: Simplified diagram of a biological neuron (left): the information enters through the dendrites, is processed in the nucleus and
outputted through the axon. An artificial neuron (right). In this analogy, the biological units are replaced with mathematical ones

However, a single perceptron itself is not capable of finding complex patterns. Fortunately, we can expand this idea to create
a multilayer perceptron model, commonly known as a basic Artificial Neural Networks (ANNSs). For this, several vertical



layers of these neurons are considered, each one taking an input (z) and using their outputs (y) as the input of the next layer
of perceptrons, as indicated in Fig A.3:
2l =y @

When every neuron in a layer is connected to every neuron in the next layer, it is known as a fully connected layer. When the
ANNSs are composed of several hidden layers, they are considered Deep Neural Networks.

Simple Neural Network Deep Learning Neural Network

@ nput Layer (O Hidden Layer @ Output Layer

Fig. A.3: Simple Neural Network (left) and Deep Neural Network (right). It is precisely the number of hidden layers what provides the
“deep” sense in Deep Learning.

Networks receive a set of input data along with the corresponding correct outputs (Ground-Truth). The algorithm learns by
comparing its actual output with the correct output to find errors, and modifies the model accordingly by adjusting the weights
and biases values in the network. The function that evaluates the error of the score is called loss function. The process of
learning is precisely the process of finding the right weights and biases that minimize the defined loss function, and Figure
A.4 shows a diagram of such process.
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Fig. A.4: Diagram of the learning process of a Neural Network

Deep Learning based Neural Networks have been mentioned in this literature review for their wide use in medical imaging
regarding classification or regression tasks. Using fully connected neural networks when working with image data (especially
medical image data that is usually 3D) is unpractical due to the huge amount of weights it would have to handle. However,
Convolutional Neural Networks (CNNs) are specifically designed to work on images, and their fundamental advantage is
that they learn local patterns in their input feature space while densely connected layers learn global patterns. These networks
constitute a blank model of millions of parameters that can be trained to recognize complex patterns and extract incredibly
abstract features from the input to perform image classification, regression or segmentation tasks. CNNs use convolutional layers
consituted by kernels and works by sliding in steps of the stride size the kernels and performing the convolution operation:

yi=9(0b+K;®x) (3)



® denoting the convolution operation. U-Nets, as shown in Figure A.5 are type of CNNs that are constituted con convolution
and deconvolution layers and are used for generating outputs that are also images such as the example of DeepPET mentioned

in 3.

input

i output

Imalﬁg "1 J | " ’ segmentation
2l & & map

|
!H

S Iflfl = conv 3x3, ReLU

o copy and crop
) -..._..- ¥ max pool 2x2

45 @ # up-conv 2x2
= conv 1x1

Fig. A.5: U-Net architecture

Generative Adversarial Networks (GANs)
GANSs are a type of artificial intelligence model that consists of two neural networks, a generator and a discriminator, trained
simultaneously through adversarial training using pairs of images. They have mostly been mentioned in this paper for the
generation of pseudo-CTs using MRI as input in the process of image reconstruction, where the CT information is needed
to create attenuation maps. The MR images serve as input to the generator, and the corresponding real CT images act as the
ground truth during training. The discriminator learns to differentiate between real CT images and synthetic ones generated
by the generator, and the generator learn to create pseudo-CT images from MRI [83].
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Fig. A.6: [llustration for a conditional GAN (cGAN). “G” represents the generator, “D” represents the discriminator, “x” represents the
input, “y” represents the label, and “G(x)” represents the output from the generator [84].



