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Abstract. This thesis demonstrates a proof of concept of a standardized deci-
sion process for user experience evaluation methods (UXEMs). A large end-to-
end agency serves as a case study for this thesis. The final deliverable presented
in this thesis is a prototype of a mobile decision tool called DEPRO (DEcision
PROcess). A multivocal literature review (MLR) was conducted. Contextual in-
quiry took place at the company and interviews were conducted with eight mem-
bers of the user experience teams across multiple locations. The MLR yielded a
list of 126 user experience evaluation methods, divided into seven categories: ex-
pert evaluations, field studies, interviews, measurements, scales & questionnaires,
software tools and workshops. Important aspects of these methods were identi-
fied, as well as their general application: in academia or practice? The input from
the MLR, contextual inquiry and interviews was used to create DEPRO, a mobile
UXEM decision process tool. This tool was evaluated through interviews with
members of the UX teams. This evaluation showed that the team members were
interested in using the tool if it were a functional product and that they would use
it to inform their decision.
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1 Introduction

User experience (UX) is important. It is so influential that products with the best func-
tionality may very well be outperformed by a product with better user experience [51].
Just look at the iPhone: the user experience in Apple’s products weighs heavily in con-
sumers’ considerations and may be the deciding factor to choose their device. User
experience cannot be ignored when designing a product, as it influences the quality
of a product that customers use in their daily life. Improving a product may thus im-
prove customers’ quality of life [75]. Väänänen-Vainio-Matilla, Roto and Hassenzahl
argue that user experience should be a key concern of product development, as products
should be enjoyable and support fundamental human needs and values [120].

The value of user experience has become more and more recognized by the indus-
try. Companies focus on UX, from independent entrepreneurs to large agencies. User
experience experts or interaction designers are highly sought after. In the Netherlands,
many companies exist that focus on user experience design and evaluation. Other com-
panies know the value of user experience and have user experience expertise in-house,
available whenever necessary. Something that happens in the industry is larger com-
panies buying smaller companies, often with the aim of expanding their services and
knowledge of certain topics.

In the industry a focus on user experience is often something that needs to be em-
phasized. Especially people who may not concern themselves with user experience on
a daily basis may not immediately see the value user experience research can add to a
product. In the field of user experience in the Netherlands, several types of players can
be identified. First, the independent entrepreneurs, who own a business in user expe-
rience consultancy or design. These entrepreneurs have often worked in the field and
have gained experience, after which they took matters into their own hands. Second
are small companies with multiple employees with a specific focus on user experience.
These two types of companies are often hired by medium sized companies who do not
possess the knowledge to design or evaluate user experience in-house. Finally there are
large agencies that offer user experience as a service without it being the sole focus of
the company. These types of companies will often offer different but related services,
for example digital marketing. They typically take on large clients for projects that are
longer term.

A fusion of multiple smaller companies into a larger brand brings along many chal-
lenges. Different companies may have different ways of working and different company
cultures exist. The larger an organization is, the more challenging it becomes to cen-
tralize data and knowledge. There is a substantial amount of information present in all
teams, but centralized cognition is lacking. This means that every company is familiar
with a certain set of methods that are not guaranteed to match those of other compa-
nies. In other words, a lack of uniformity exists within the company. The same project
may have different outcomes depending on who delivers it. This may take away value
for the customer, as the optimal outcome cannot be guaranteed. Additionally, an infor-
mation exchange often occurs verbally as opposed to being written down [135]. This
slows centralized cognition, as there is no way of retracing past conversations and thus
important decisions regarding user experience evaluation methods. It may also cause
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inconsistencies or misunderstandings as information is transferred and may risk being
transformed every time it is discussed.

The discussed phenomenon is currently a challenge at the company that is used as a
case study for this thesis. The company, a large name in the industry, is an international
end-to-end agency. They offer a wide range of services to their customers to help them
reach their business goals. The company has bought multiple smaller marketing and IT
start-ups and companies across Europe. Based on proximity, these smaller companies
are combined into several locations or hubs spread across The Netherlands, Belgium
and other European countries. Four overarching branches exist within the company:
technology, content and production, strategy and marketing. Every team operates within
one of these branches. The user experience teams are commonly classified as content
and production, but this can differ based on the expertise present within the teams. UX
teams who have technical experience may fall under the technology branch. With many
different companies and teams united under one large agency and many different ways
of working, it is no wonder that centralized cognition is halted.

There are many different methods that can be applied to achieve the best user ex-
perience. Vermeeren et al. [127] explored 96 methods and performed an analysis based
on, among other criteria, the product development phase and the studied period of ex-
perience. In their work, they differentiate between user experience and usability based
on objectivity. Usability usually measures concrete aspects such as number of errors,
clicks or task execution time. User experience (UX) is much more subjective, as the
goal is to find out how the user feels about the system. This subjectivity is also reflected
in the ISO9241-210:2019 standard definition, where is stated that user experience can
be defined as a ”user’s perceptions and responses that result from the use and/or an-
ticipated use of a system, product or service” [61]. Väänänen-Vainio-Mattila, Roto and
Hassenzahl, too, emphasize that UX in general is a subjective term [120]. UX can also
be seen as an extention of the satisfaction aspect of usability [137]. Vermeeren et al.
view usability as a part of UX. Following the distinction made in Vermeeren et al.,
two evaluation methods are identified: usability evaluation methods and UX evaluation
methods [127]. As UX is a newer term, the literature often uses the term usability for
something that actually represents UX.

User experience can be designed, but also evaluated. An important distinction that
is made in the work of Vermeeren et al. is the one between evaluation and design meth-
ods. Design methods are intended to spark inspiration for new products or designs [45],
where evaluation methods are used to help choose the best design, confirm the devel-
opment is going in the right direction or to assess whether targets are met [127].

Some methods are typically applied in academia, others are more commonly seen
in the industry. There are some methods that are applied more than others, but it is
not always clear which method is best applied in a certain scenario. In the case study
for this thesis, this is exactly the question. When decentralized cognition and a lack of
uniformity exist, a decision to choose a certain method for a project cannot be properly
validated or motivated to peers. Colleagues should be able to retrace the steps taken to
achieve a final product to ensure an optimal outcome. A way to structure and optimize
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the user experience methods decision process is required. The present thesis proposes a
decision tool to aid with the structured selection of user experience evaluation methods
and offers a theoretical background on the state of the art of user experience evaluation
methods and decision tools through a multivocal literature review. With the addition of
contextual inquiry and interviews at the aforementioned company, a proof of concept
for a decision tool called DEPRO (DEsicion PROcess) is proposed.

1.1 Research questions

This thesis focuses on developing a decision aid for the process of selecting user ex-
perience evaluation methods. A prototype of an interactive mobile decision tool is en-
visioned as a final deliverable. The following research questions are proposed to shape
this tool.

Main research question:

– RQ1: How can challenges that come with choosing user experience evaluation
methods in a non-uniform way in a large end-to-end agency be solved through
an interactive decision model?

To answer this main research question, several sub research questions are identified:

– SQ1: What types of user experience evaluation methods currently exist in both
academic and corporate settings?

– SQ2: What are the positive and negative aspects of each type of user experience
evaluation method?

– SQ3: Which of the found user experience evaluation methods are best suited for
academic purposes and which are best suited for corporate purposes?

– SQ4: What decision processes for user experience evaluation methods currently
exist in academic and corporate settings?

– SQ5: What are the requirements for an interactive decision support system intended
to aid the decision process for user experience evaluation methods?
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2 Methods

In this section, the methods used in this thesis are elaborated upon. In section 2.2 an
overview of the process is provided, along with the input and output of every phase. In
sections 2.3, 2.4 and 2.5, the general phases of this thesis project are explained.

2.1 Methods overview

In this thesis, there are four ways in which information is retrieved:

1. Multivocal literature review (MLR);
2. Contextual inquiry;
3. Interviews;
4. Evaluation.

Some sub research questions are answered by the literature, while others are an-
swered through contextual inquiry and interviews. SQ1 should uncover the range of
existing UX evaluation methods. SQ2 covers the positive and negative aspects of these
methods. With SQ3, the purpose of the methods is investigated. SQ4 should shine light
on existing decision processes concerning UX. These four sub research questions are
(partially) answered through the multivocal literature review. SQ5 is meant to uncover
the requirements for the final deliverable. The interviews and contextual inquiry are
performed to answer (part of) all sub research questions. Finally, an evaluation of the
deliverable should aid in answering the main research question.

Multivocal literature review A systematic literature review or SLR can be applied
for transparent reporting of scientific literature by avoiding any biases the researcher
may possess [94]. The systematic nature of this type of literature review ensures repro-
ducibility. The SLR is applied to academic literature and thus search engines such as
Scopus, Google Scholar or Web of Science may be used. For the scope of this thesis,
collecting academic sources is not enough as the main focus is to investigate existing
UX evaluation methods in corporate as well as academic settings. For this reason a
multivocal literature review (MLR) is used. In an MLR, gray literature is reported as
well.

Contextual inquiry Contextual inquiry is a method first described by Beyer and Holtzblatt
[16]. It is a type of field study where in-depth observation and small-sample interviews
are the main focus [109]. Contextual inquiry consists of two concepts: the context, so
the environment of the user, and inquiry, the researcher watching the users perform their
tasks and ask for information to understand their actions. In this case, the context is the
office of location A and the inquiry is done by the author through observation and short
interviews with present employees of the UX teams. The researcher plays the role of
an apprentice, while the participant plays the role of a teacher. Contextual inquiry is a
method that can be applied in the early discovery stages of a project.
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Interviews In an interview, a researcher and a user engage in an interview about a topic
of interest [99]. As the researcher, it is important to be well prepared and, in the case
of semi-structured or structured interviews, to have an interview protocol prepared. For
the purpose of this thesis, semi-structured interviews are conducted. Semi-structured
interviews allow for elaboration when the answer to a question requires specification.

2.2 Process overview

Fig. 1: Overview of the process

In Figure 1 the general steps of the process in this thesis are stated. Processes A1,
A2, B1 and C1 occur separate from the company in the case study, where processes A3,
A4, B2, B3, C2 and D1 require the expertise of the employees at the company in the
case study in some way. In this thesis, the four most important processes that produce
outcomes are the multivocal literature review, interviews, contextual inquiry and the
evaluation. Four phases can be identified, represented by the colours and letters in the
model below: data collection (pink), data analysis (orange), implementation and testing
(green) and evaluation (blue). The figure is explained in the following sections, phase
by phase.

Data collection Processes A1, A2, A3 and A4, shown in pink in figure 2, represent
the data collection phase of this thesis. In A1, the multivocal literature review (MLR)
is conducted, and in A2 the sources from the MLR are used to perform backward and
forward snowballing. These techniques are used to gain insight in the state of the art of
UX evaluation methods and decision processes.

In A3, semi-structured interviews with eight different UX team members (two from
each location) are conducted. In these interviews the UX team members are asked to
describe the current process from start to finish, focusing on the decision process. The
techniques that they use are also a focus point in these interviews. The informed consent
for these interviews can be found in Appendix B, the interview protocol can be found in
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Appendix C. Interviewees are assigned a participant number to ensure anonymity and
are asked prior to the interview to fill out a form stating they have read and understood
the informed consent. Interviews preferably take place in real life, but depending on
the availability of team members online interviews may be arranged. The interviews
are annotated as the interview progresses, and with the permission of the interviewee
an audio recording is made. This recording can be transcribed using Nvivo, software
commonly used for qualitative analysis.

Aside from the interviews, contextual inquiry also takes place in A2. Here, company
culture is observed. The data these processes yield is then used in the next phase. In table
1 the input and output of the data collection phases are shown.

Fig. 2: Process A: data collection

Table 1: Steps of the data collection phase
Process Input Output
A1. Perform MLR Keywords MLR table
A2. Perform snowballing MLR table Snowballing table
A3. Conduct interviews Interview outline and pro-

tocol
Transcript of interviews

A4. Contextual inquiry Presence at the company Additional context to interviews

Data analysis Processes B1, B2 and B3, shown in orange in figure 3, represent the data
analysis phase of this thesis. In B1 the results from step A2 and A3 are used to write a
literature review. In B2 the results from the interviews in A1 are used to map the current
techniques that are present within the company. Then, the current process of deciding
on a UX evaluation method is mapped in B3. In table 2 the input and output of the data
analysis phases are shown.
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Fig. 3: Process B: data analysis

Table 2: Steps of the data analysis phase
Process Input Output
B1. Write literature review MLR table; snowballing

table
Literature review

B2. Map current techniques Transcript of interviews;
additional context

List of current techniques

B3. Map current process Transcript of interviews;
additional context

Model of current decision process

Implementation Processes C1 and C2, shown in green in figure 4, represent the imple-
mentation phase of this thesis where the knowledge and contexts gathered in the previ-
ous processes are implemented so a decision tool can be created. This decision tool is a
prototype for a mobile decision tool to aid in user experience evaluation method selec-
tion. The prototype serves as a proof of concept. In C1 the desired process is mapped
based on the current process and the techniques the company is currently using. Ad-
ditional interviews with a team manager may be planned to gain some more insight
in the desired situation. In C2 the first version of the decision tool is created based on
the findings in the literature. This decision model is an interactive model, assisting UX
team members in finding the best UX evaluation method for their specific project. The
tool is somewhat comparable to concepts found in the literature [88,43]. The outcome
of the decision tool is a list of UX evaluation methods, along with information about
them regarding required users, time, funds and more. Sometimes one evaluation method
may not unravel the whole picture, so a top list allows UX professionals to make an in-
formed decision. A decision process model is also created to show how the interactive
tool works. In table 3 the input and output of the implementation phases are shown.
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Fig. 4: Process C: implementation

Table 3: Steps of the implementation phase
Process Input Output
C1. Map desired process List of current techniques;

model of current decision
process

Model of desired process

C2. Create decision tool Literature review Interactive decision tool

Testing and evaluation Process D1, shown in blue in figure 5, represents the final test-
ing and evaluation phase of this thesis. Here the decision model is tested with members
of the UX team based on a realistic case study. Based on the results of D1 the decision
model may be improved and evaluated again and/or suggestions for future work may
be given. In table 4 the input and output of this phase are shown.

Fig. 5: Process D: testing and evaluation
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Table 4: Steps of the testing and evaluation phase
Process Input Output
D1. Test decision model Decision model Improved decision model; suggestions

for future research

2.3 Processes A & B: data collection and data analysis

In this thesis, contextual inquiry is used to explore the existing situation in the end-to-
end agency from the case study. Where possible, existing processes are observed. The
availability of new projects may influence the possibility to do so. If observation is not
possible, interviews where the decision process is explained by an experienced member
of a UX team may be a suitable replacement. Separate interview sessions are also held
with UX team members to gain insight in the existing UX evaluation methods within
the agency. All interviews are semi-structured to allow space for follow-up questions
and elaboration where necessary.

The outcome of the literature review, with input gathered through an multivocal lit-
erature review and snowballing, can be compared to insights gained through contextual
inquiry for SQ1 and SQ2. This way, any gaps between literature and practice can be
identified. Through observation and interviews, SQ4 and SQ5 can be answered as well.

2.4 Process C: implementation

The process discussed in the sections above finally lead to the implementation of the
deliverable. This deliverable is a functional prototype of a decision tool in the shape
of a mobile application. The literature study provides context and information to base
the decision tool on. The interviews and contextual inquiry shine light on the current
situation and lead to requirements for the system. The prototype is created in Figma, as
this is a tool that is familiar to the company.

2.5 Process D: testing and evaluation

In the testing and evaluation phase, the final decision tool is tested in practice in a sum-
mative way. With the help of the UX team manager of location A, a realistic customer
case is created. This case may be modified from a real customer case. The case is then
shown to a UX team member in a one-on-one conversation with the researcher. First,
they are asked to think aloud and explain how they would normally tackle this case,
focusing on the decision process of selecting a suitable UX evaluation method. Once
finished, they are given the decision model and asked to apply it in the same manner, so
thinking aloud. Finally, they are asked what their thoughts on the model are. This way,
the outcome of both processes can be compared and based on this we can determine
the success of the decision model. The time it takes to reach an outcome is measured to
assess the potential added value for the general UX process. The number of steps taken
to reach a decision is measured to assess the efficiency of the model. Finally, after the
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evaluation, the participant is asked to fill in a small questionnaire about their experience
with both approaches.

The within-subject approach is best suited for this case study as UX team mem-
bers heavily rely on their own experience and often are required to make decisions
by themselves. Additionally, within-subject approaches require less participants than
between-subject approaches, and there is a limited number of qualified participants. In-
dividual answers to the first half of the customer case may differ from team member to
team member. The evaluations are audio recorded only if the team member has given
explicit written consent.
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3 Literature review protocol

In this section, the protocol for the literature review is discussed. This is a part of the
data collection process in this thesis.

Fig. 6: Process A: data collection

A systematic literature review (SLR) focuses on academic literature. Performing an
SLR can aid in avoiding researcher bias, increases reproducibility of the research and
allows for transparent reporting of the literature [94]. For the purpose of this thesis, it is
not just important to consider academic literature, but literature from practice as well.
For this reason a multivocal literature review (MLR) is most suitable for this thesis, as
it is possible to consider gray literature as well.

The boundaries of gray literature are often unclear and it is difficult to clearly define
the term and all types of sources that may fall under it [9]. In 2010, Schöpfel proposed
the Prague definition: ”Grey literature stands for manifold document types produced
on all levels of government, academics, business and industry in print and electronic
formats that are protected by intellectual property rights, of sufficient quality to be
collected and preserved by library holdings or institutional repositories, but not con-
trolled by commercial publishers i.e., where publishing is not the primary activity of the
producing body” [111]. Cirkovic identified common characteristics of gray literature:
”difficult to identify, access and locate; often come in the from of limited editions; inac-
cessible in bookstores; lack of bibliography registration; absent in library collections
and catalogues and in a publisher’s catalogues as well; difficult to acquire in libraries;
tend to be unpublished or published with delay” [26].

As the SLR PRISMA guidelines [94] do not suffice in the case of this thesis, we
need guidelines that take the broader nature of an MLR into account. In 2019, Garousi,
Felderer and Mäntylä proposed guidelines for conducting multivocal literature reviews
in software engineering that can be applied to other fields as well [44]. In their work,
they go over existing MLR guidelines and propose a set of guidelines to ensure a
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high quality of MLR processes as well as their results. In this thesis, the guidelines
by Garousi, Felderer and Mäntylä are used.

For this thesis, snowballing is used as an additional search method in the MLR
according to guidelines for including both backward and forward snowballing in a sys-
tematic literature review by Wohlin [133]. Any modifications to the guidelines that are
required for the MLR process are documented in this section.

3.1 Research questions

The MLR aims to answer the following research questions:

– SQ1: What types of user experience evaluation methods currently exist in both
academic and corporate settings?

– SQ2: What are the positive and negative aspects of each type of user experience
evaluation method?

– SQ3: Which of the found user experience evaluation methods are best suited for
academic purposes and which are best suited for corporate purposes?

– SQ4: What decision processes for user experience evaluation methods currently
exist in academic and corporate settings?

As SQ5 is specific to the company, this sub research question cannot be answered
through the MLR. Instead, this question is answered through contextual inquiry and
interviews in later chapters.

3.2 Search keywords

The following key words were used while performing the MLR:

– (user experience OR UX OR usability) + (evaluation methods OR testing methods
OR validation methods OR methods);

– (user experience OR UX OR usability) + (method selection OR decision OR deci-
sion process OR evaluation decision).

For the purpose of the present thesis, usability is used as a search term for the MLR
and included when the meaning is relevant to UX evaluation methods. The two terms
are often used in the same context. The scope of this thesis is UX evaluation methods,
so this MLR is focused on UX and usability evaluation methods as opposed to design
methods.

Search engines Google Scholar and Scopus (both sorted by relevance) were used to
find scientific literature. Google Scholar was used to avoid bias in favour of a specific
publisher [133], in this case Elsevier (Scopus). Google and DuckDuckGo were used to
find gray literature. The keywords were used in all four search engines.



13

3.3 Inclusion and exclusion criteria

A source was accepted in the MLR when it met the following inclusion criteria:

– Source qualifies as scientific literature or gray literature.
– Source contents center around user experience evaluation methods and/or user ex-

perience decision making processes.
– Source was written or published in 2010 or more recent.
– Source is found in the first 40 results of the search engine.

A source was rejected from the MLR when it did not meet all inclusion criteria or
when it met one of the following exclusion criteria:

– Source is written in any language but English.
– Source contains a significant number of spelling or grammatical errors, lowering

the perceived quality of the source.
– Source is about anything other than user experience evaluation methods and/or de-

cision making processes.

3.4 Snowballing

Only papers that passed the inclusion and exclusion criteria were eligible for the snow-
balling process.

Backward snowballing The first type of snowballing used in this process was back-
ward snowballing. Here, new sources were found based on the reference list of the
eligible paper. The steps of the backward snowballing were:

1. Exclude papers in reference list that do not meet the inclusion and exclusion criteria
stated in section 3.3.

2. Identify duplicates (i.e. papers that have already been examined).
3. Find in-text reference to examine context of paper.
4. Find paper, study abstract, browse through paper.
5. Read paper.

At any step in the process, papers could be included or excluded.

Forward snowballing In forward snowballing new sources were found by looking at
places where the eligible paper is cited. Wohlin [133] suggests using Google Scholar.
For this thesis, both Google Scholar and Connected Papers were used. The steps for
forward snowballing were:

1. Exclude papers based on the information provided by Google Scholar and/or Con-
nected Papers.

2. Find paper, study abstract.
3. Find place where source was cited to examine context.
4. Study full text.

At any step in the process, papers could be included or excluded. Both the process
for backward as well as forward snowballing were based on the guidelines by Wohlin
[133]. Both processes were executed iteratively until no new papers were found.
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3.5 Data extraction process

All sources found in the MLR process were kept in an Excel file and were then judged
based on the inclusion and exclusion criteria. From each source, the following informa-
tion (if available) was extracted and included in the Excel file:

– Author(s) or organization;
– Year of publication;
– Title;
– Source classification (scientific/gray literature or neither);
– Where found;
– Type of UX evaluation method described;
– Positive or negative aspects of UX evaluation method;
– Academic or corporate purpose;
– Short description of decision process;
– Link to article;
– Accepted or rejected + reason.

During the snowballing phase in section 3.4 the full paper was examined before a final
conclusion on inclusion or exclusion was reached. Thus, the data extraction process
could occur simultaneously.
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4 Results: Literature review

In this section, the first four sub research questions are elaborated upon based on the
multivocal literature review that was conducted and described in section C. Performing
the MLR is part of process A: data collection and the literature described in this section
is part of process B: data analysis. This is illustrated in figure 7.

Fig. 7: Process A and B: data collection and analysis

4.1 SQ1: What types of user experience evaluation methods currently exist in
both academic and corporate settings?

Paz and Pow-Sang [98] present a systematic mapping review of usability evaluation
methods in the context of software development processes and investigated how many
times a usability evaluation method was mentioned in the relevant papers. In total, they
mention 34 usability evaluation methods for software systems in their paper, along with
their definitions according to the literature.

Rico-Olarte, López and Kepplinger [106] created a conceptual framework aimed to
identify differences between UX evaluation perspectives and their measurable aspects.
They focused on two perspectives during the analysis: the system and the user. The cre-
ation of the framework lead them to a definition of an objective UX evaluation method,
as they describe that physiological signals are the convergence point between physical
state of the user and the measurement of their emotions.

In their work, Zarour and Alharbi [137] propose a theoretical UX framework with
four UX dimensions: value, brand experience (BX), user needs experience (NX) and
technology experience (TX). The dimensions relate to certain UX aspects. The aspect
brand corresponds to BX, the aspects pragmatic and hedonic relate to NX and user ex-
perience designs, development technology, hardware and operation relate to TX. This
framework could aid in classifying the found UX evaluation methods into overarching
categories. Another possibly helpful distinction is made by Bernhaupt [13], who dif-
ferentiates between user-oriented methods and expert-oriented methods, with a third
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category called other approaches. Additionally, Kurosu, Hashizume and Ueno [75] dis-
tinguish real-time methods and memory-based methods.

Vermeeren et al. [127] use a system to represent method suitability where they rate
each evaluation method on the following: study type (field studies, lab studies, online
studies or questionnaires), development phase (concepts, early prototypes, functional
prototypes or products on market), studied period of experience (before usage, snap-
shots, an episode or long-term UX), evaluator/info provider (UX experts, one user at
a time, groups of users, pairs of users), data (qualitative, quantitative or both), appli-
cations (web services, PC software, mobile software, hardware designs or other) and
requirements (trained researcher or special equipment). This type of suitability list may
prove useful for the final decision tool.

Lachner et al. [76] identified five evaluation clusters. The first cluster is measuring
sensation, where participants are presented with visuals as opposed to verbal measure-
ments. An example of this is Emocards [32], where the participant is presented with
cartoon representations of emotions. The methods in this cluster focus on feelings and
sensations that UX may elicit. The second cluster concerns methods that exist for a spe-
cific use case, so a specific product or feature, such as the aesthetics scale [77]. In the
third cluster, methods for extensive analysis are discussed. The ESM (Experience Sam-
pling Method) [114] is mentioned as an example. They note that these types of methods
are generally less suitable for projects in the industry, as they are often fast-paced and
desire cost-effective methods. The fourth cluster focuses on qualitative evaluation, such
as the DRM (Day Reconstruction Method) [63]. The fifth and final cluster concerns
questionnaire-based methods, such as the Product Attachment Scale [89].

In their research Drouet and Bernhaupt identified three types of UX: momentary
UX, episodic UX and cumulative UX. They did this to cover the time ranges present
in the UX. Momentary UX was measured through a first impressions questionnaire.
Then episodic UX was measured through some rating-questions that were asked after
the user performed a task. These measure the subjective experience (e.g. emotion). The
AttrakDiff questionnaire was applied to measure the cumulative UX.

Another distinction made between different forms of UX can be found in a study by
Hasan, Morris and Probets [52]. They categorise based on the way the UX problems are
identified, in this case by users, evaluators or tools. User-based UXEMs record user’s
performance during an interaction with an interface. Users’ preferences and satisfaction
can also be taken into account. With evaluator-based UXEMs the evaluator is the person
who identifies the UX problems and can also be found in the literature as usability
inspection methods. Tool-based UXEMs involve software tools and other tools like
models to identify UX problems. Hasan, Morris and Probets state that user-based and
evaluator-based methods are often used to evaluate the UX of websites.

Triangulation of UX evaluation methods is a topic found in the literature, stating that
using multiple UXEMs can maximize the effectiveness of the UX design and evalua-
tion process [104]. A common combination of methods is questionnaires and interviews
[100]. Depending on the combinations of methods, the quality of the results may im-
prove.
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In the literature, many different UX evaluation methods exist. The 126 methods
found in relevant papers in the MLR can be found in table 5 in alphabetical order. In
Appendix A these UXEMs are elaborated upon. In the following subsections the six
broad categories of UXEMs are elaborated upon. These categories serve as an abstract
view on the essence of the evaluation methods, based on observed similarities between
them.

Table 5: User experience evaluation methods found in the MLR
2DES Geneva emotion wheel Reaction checklists
Aesthetics scale Goals, Operators, Methods

and Selection (GOMS) rules
analysis

Repertory Grid Technique
(RGT)

Affect grid Hedonic Utility Scale
(HED/UT)

Resonance testing

After Scenario Question-
naire (ASQ)

Heuristic evaluation / guide-
line review

Self Assessment Manikin
(SAM)

AttrakDiff Human computer trust Semiotic inspection method
Attrak-Work questionnaire Immersion Semi-structured experience

interview
Audio narrative Interview Sensual evaluation instru-

ment
Automated evaluation via
software tool

Intrinsic Motivation Inven-
tory (IMI)

Sentence completion

Canvas card sorting iScale ServUX questionnaire
Card sorting IsoMetrics Simplified pluralistic walk-

through
Click map / scroll map / heat
map

Kansei engineering software Simplified streamlined cog-
nitive walkthrough

Co-discovery laddering Single Ease Question (SEQ)
Cognitive jogthrough living lab method Software metrics usability

metrics
Cognitive task analysis Long term diary study Subjective Mental Effort

Questionnaire (SMEQ)
Cognitive walkthrough MAX SUMI
Context-aware ESM Mental effort Survey / questionnaire
Contextual laddering Mind map System Usability Scale

(SUS)
Day Reconstruction Method
(DRM)

Multiple sorting method Task environment analysis

Diary study MUSiC performance mea-
surement method

This-or-that

Differential Emotions Scale
(DES)

Net Promotor Scale (NPS) Timed ESM

Domain Specific Inspection
(DSI)

Opinion mining / sentiment
analysis

Tracking Real Time User
Experience (TRUE)
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EMO2 Outdoor Play Observation
Scheme

TUMCAT

EmoScope PAD Usability & communicabil-
ity evaluation method

Emotion cards / emocards /
emofaces

Paired comparison / pairwise
comparison

Usability guidelines

Emotion Sampling Device
(ESD)

Participatory heuristic evalu-
ation

Usability Metrics for User
Experience

Experience clip Pencil & paper User Experience Question-
naire

Experience recollection
method

Personas User Model Checklist

Experience report Perspective-based (usability)
inspection

User testing - log analysis

Experience Sampling
Method (ESM)

physiological signals / phys-
iological UX evaluation /
psychophysiological mea-
surements / physiological
arousal via electrodermal
activity / facial EMG

User testing - performance
measurement

Experiential contextual in-
quiry

Playability heuristics User testing - question ask-
ing

Expert review / expert valua-
tion

Positive and Negative Affect
Scale (PANAS)

User testing - retrospective
thinking aloud

Expert walkthrough (group
based)

Presence questionnaire User testing - thinking aloud
/ thinking out loud

Exploration test Private camera conversation User testing (extended us-
ability testing)

Eye tracking Product Attachment Scale User workflow
Facereader Product Emotion Measure-

ment instrument (PrEmo)
User’s feedback

Feeltrace Product experience tracker UTAUT
Field observation / field
study / observation

Product personality assign-
ment

UX Curve

Field study: 3E (Expressing
Experiences and Emotions)

Product reviews Valence method

Focus group Product Semantic Analysis
(PSA)

Web usability evaluation
process

Fun toolkit Property checklists Website Analysis and
Measurement Inventory
(WAMMI)

Game Experience Question-
naire (GEQ)

Prototype evaluation Workshops / probe inter-
views
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Geneva appraisal question-
naire

QSA GQM questionnaire

Expert evaluations The category of expert evaluations concerns any methods that
center experts instead of users. Often these experts are user experience experts, but
sometimes other experts such as domain experts are required. One subcategory in ex-
pert evaluations is heuristics. In the literature, heuristic evaluations are common under
some different names and in different forms. Their common denominator is an evalua-
tion based on any type of established guidelines. There are roughly two types of expert
evaluation methods found in the literature. In the first type the experts look at the prod-
uct from their expert point of view, where in the second type the experts simulates the
actions of a user. Examples of methods in this category are heuristic evaluation, task
environment analysis and user workflow. A list of expert evaluation methods can be
found in Appendix A in table 12.

Field studies Any type of user experience evaluation method that concerns real-life
contexts are classified as field study. For these methods it is important that the user is
observed in their natural context. The method can either gather data during or directly
after the interaction with the system, or some time after the interaction (e.g. at a pre-
determined time during the day). Examples of methods in the field studies category are
Day Reconstruction Method (DRM), experience report and immersion. A list of field
study methods can be found in Appendix A in table 13.

Interviews Interviews and techniques that can be applied during interviews are grouped
in this category. Methods in the interview category aim to ask the user questions, usu-
ally prepared in advance, for a specific UX related purpose. Interviews can take place as
a singular user experience evaluation method or they can be used in addition to another
method to gain a deeper understanding of the user. Examples of interview methods in
this category are contextual laddering, exploration test and semi-structured experience
interviews. A list of interview methods can be found in Appendix A in table 14.

Measurements Measurement methods are methods that require physical sensors to
measure the responses of a user to a product or stimulus. Through sensors such as
skin conductance or electromyography the physiological responses of a user can be
measured. These methods can be combined with a self-reported method to find out
what the user has experienced. It is possible to use tools for combining and analyzing
data. The measurement method can be found in Appendix A in table 15.

Scales and questionnaires Scales and questionnaires are mentioned in the literature as
abstract concepts and as concrete, established scales and questionnaires. In this context,
a method is considered a scale or questionnaire when an established set of questions is
presented to a user in some way. The scales that were found were self-reported scales
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and thus subjective measures. Examples of methods in this category are the aesthetics
scale, 2DES and SUMI. A list of scales and questionnaires can be found in Appendix
A in table 16.

Software tools Any methods that require a software tool to be applied can be grouped
under the Software tool category. Some methods were developed as software tools and
are unique in their functionalities, other methods are a concept for which different soft-
ware tools can exist. Methods that can be applied through software tools are heat maps,
eye tracking and iScale. A list of software tool methods can be found in Appendix A in
table 17.

Workshops In the category workshop methods are grouped that describe the concept of
workshops or describe a method that can be applied during a workshop. In a workshop
users are asked to do something, e.g. group concepts together, as opposed to interviews
where questions are asked and no tasks are required. Examples of methods that can be
applied during workshops are card sorting, prototype evaluation and this-or-that. A list
of workshop methods can be found in Appendix A in table 18.

4.2 SQ2: What are the positive and negative aspects of each type of user
experience evaluation method?

Each method brings its own unique set of challenges and benefits to the table. However,
within categories of UXEMs there often are similarities. In this section these aspects
are elaborated upon.

Expert evaluations In the methods in this category, the expert is centered. It can be
challenging to find an expert on a certain topic. When the expert required is a UX ex-
pert, it is important to ensure this expert possesses enough UX knowledge to be seen as
an expert as well as the correct skills to apply the desired method. Domain experts may
need to be recruited, making the method more time consuming. Generally speaking, ex-
pert evaluations take less time to prepare as no users are required. An expert evaluation
can help identify areas that need more focus and serve as a relatively cheap and quick
way to keep shareholders involved and up to date. However, as an expert evaluates the
system instead of a user, the problems that impact users may go unnoticed.

Heuristic are often quick and cheap. One expert can conduct a heuristic evaluation,
but this can also be done in a group of experts. It is important that the person conduct-
ing the evaluation interprets the heuristics correctly. The heuristics that were found are
established methods, but it is possible to develop new heuristics [102].

Field studies A large reason to conduct a type of field study is to observe users in their
natural environment. Lab settings can have an influence on users’ behaviours and a risk
of observer bias where participants may not speak freely. However, the absence of an
observer or researcher may increase the risk of less specific or lower quality answers
in the case of self-reported methods, which is only found out after the experiment is
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over. Methods where participants report their experiences directly during or after an
interaction reduce the disturbance of memory effects where results may be less reliable
when users have to think about what happened in the past. Another advantage of field
studies is that the data gathered is rich, objective and detailed, though this makes it
more time-consuming to analyse. Some methods do have a structured way to analyse
the results, decreasing the amount of time it takes to perform an analysis.

Interviews Many types of interviews allow the researcher to ask the participant for
elaboration or clarification on their answers. Interviews can uncover the real percep-
tions and needs of a user in a product. It can be challenging to ask the correct questions
and to create a high quality interview protocol. The longer an interview is, the longer the
analysis takes. Especially for longer interviews it is important that a skilled interviewer
is present. Shorter, more structured interviews, provided the interview protocol is of
sufficient quality, can be done by less experienced researchers. For interview methods
that require the user to narrate their actions, the quality of the results depends on how
comfortable the user is with narration. Interview methods can be used as a supplemen-
tary methods to other UXEMs to elicit more detailed information or to shine light on
their thought processes.

Measurements Measurements are objective measures as sensors are used to measure
the responses of a user. This objective measure may be combined with a self-reported
method to gain context and learn more about the experience of the user. The sensors
may limit the movement for the participant or make them uncomfortable.

Scales and questionnaires Scales and questionnaires are often quick and structured
methods that can be applied by less experienced researchers. Scales should be vali-
dated to ensure they test the intended subjects. Many scales and questionnaires found in
the literature are heavily researched and validated and are considered reliable methods.
Questionnaires can also be developed for one specific purpose, but these are considered
less reliable as they cannot be validated. Guidelines for creating questionnaires do ex-
ist [112]. Scales and questionnaires that are presented to a user are self-reported and
thus subjective, leading to less reliable results. Many scales and questionnaires require
functional prototypes or existing products, so these types of methods are not suitable
for concepts and non-functional prototypes.

Software tools Methods in the software tools category require software to function.
For more known methods many different types of software providers exist, making
the software and thus the method more accessible. Some methods require one specific
software product. Software can be inaccessible to some through a paywall and by using
a specific software tool one may experience vendor lock-in, where it is highly cost
ineffective and labor intensive to switch to a different software provider. Software tools
collect objective data and allow for remote testing. An experienced UX researcher is
often required to analyse the gathered data, as the data may be difficult to interpret.
Software tools also require a functional prototype or fully functional product. Software
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tools, especially ones used for automated UX, are relatively new and rapidly developing
[3].

Workshops Methods in the workshops category often aim to visualise concepts and
communicate these concepts to users. Visualising concepts can allow for easier com-
munication with the user and sometimes even allow for non-verbal communication.
Some workshop type methods require discussions to take place in a group setting. This
can make the analysis a difficult and time intensive process. Other methods can be
shorter and more to the point, as materials are easily created or provided and sessions
can be shorter and done with individual users. These types of methods do not require an
experienced researcher and can test products from an early development phase to fully
functional products. Workshop methods also often allow for remote testing through
synchronous sessions.

4.3 SQ3: Which of the found user experience evaluation methods are best suited
for academic purposes and which are best suited for corporate purposes?

While the importance of UX is recognized more and more in the industry, the concept
of user experience remains quite vague [7]. Alves, Valente and Nunes [7] conducted
a study into user experience evaluation methods used in the industry and found that
the following methods were almost always or always used: observation, think aloud,
contextual interviews or inquiry, interviews, experience prototyping, task analysis, cog-
nitive walkthrough, questionnaires, customer experience audit and KPI (Key Perfor-
mance Indicator). Methods that were never used were Kano analysis, semantic differ-
ential, ESM (Experience Sampling Method), eye tracking, behavioural maps, critical
incident technique, shadowing, desirability testing and, overlapping with almost always
used, KPI and customer experience audit. They state that informal, low cost methods
are preferred in the industry and working prototypes are favoured. They also found that
evaluations often happen at multiple phases within a project and that various methods
are used for this. Finally, Alves, Valente and Nunes found that evaluations can be con-
strained by the experience or occupation of the evaluators.

Ardito et al. [8] confirmed in their study that UX and usability is still not given
enough priority in companies, with these concepts being either neglected or not be-
ing properly considered. Through interviews and focus groups they found that it was
thought that involving end users is a waste of time, as the users cannot explain their
needs or expectations. Ardito et al. call for public organizations to actively consider UX
and usability and state that ”...it is [the] responsibility of academics to translate scien-
tific articles, which formally describe evaluation methods, into something that makes
sense for companies and is ready to be applied”.

Bang, Kanstrup, Kjems and Stage conducted a research study which describes how
UX methods can be introduced in an IT organization and how the industry can prior-
itize UX decisions [12]. They found that academic evaluation methods can use words
that sounds too academic and often require some modifications to be able to use them
in industry settings. They state that scientific papers often have different goals and pur-
poses for evaluation methods and thus need to be altered to suit the more practical needs
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of companies. Lachner et al. found in their study regarding quantified UX (QUX) that
the understanding of UX principles and the product development processes differ a lot
between companies [76]. The processes may be less structured in start ups, while their
view of UX might be more holistic. Their proposed QUX serves as a first step towards
establishing UX as a unified measurement approach.

Väänänen-Vainio-Mattila, Roto and Hassenzahl created a list of requirements for
practical UX evaluation methods [121]. They state that for UXEMs to be used in a
practical setting, they should be:

– Valid, reliable and repeatable to ensure UX can also be managed in a large com-
pany;

– Fast, lightweight and cost-effective to suit the fast-paced iterative development cy-
cles;

– Low expertise level required so that the method can be easily applied without ex-
tensive training;

– Applicable for various types of products so products can be compared and trends
can be monitored;

– Applicable for concept ideas, prototypes and products to suit the different stages of
the UX development process;

– Suitable for different target user groups to ensure a fair outcome;
– Suitable for different product lifecycle phases for improving taking into use and

repurchasing UX;
– Producing comparable output (quantitative and qualitative) for iterative improve-

ment;
– Useful for different in-house stakeholders to allow for easier information sharing

between departments.

Väänänen-Vainio-Mattila, Roto and Hassenzahl state that not one method can fulfill all
of these criteria at the same time. Because of this, it can be difficult to decide what
method to use.

It seems that in the industry, preference is given to low cost, informal methods that
can be applied to working prototypes. If an academic evaluation method is to be adopted
in a company, changes may need to be made to suit their more practical needs. Based
on this, it can be concluded that methods that yield quantitative results are generally
more suitable to apply in practice. Of course, this does depend on the purpose of the
user experience evaluation and on the time and funds that are allocated to a project.

4.4 SQ4: What decision processes for user experience evaluation methods
currently exist in academic and corporate settings?

When searching for existing decision methods regarding user experience evaluation
methods, few relevant papers come up. A total of six sources were found in the MLR
that concerned a description of the UXEM decision making process.

Decision making Darin, Coelho and Borges performed a systematic snowballing pro-
cedure to compile a list of instruments, meant to assist researchers and practitioners
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in their decision making process [27]. They provide a classification of UX instruments
based on nine application domains and created a detailed list with more information.
This list may be useful to researchers, but misses some crucial information to practi-
tioners such as strengths and weaknesses of instruments and constraints such as time
and funds.

Dhouib et al. [34] reviewed the literature and found the main factors that can affect
the selection of usability evaluation methods, specifically regarding interactive adaptive
systems. They use three common usability evaluation methods (heuristic evaluation, us-
ability test and cognitive walkthrough) and consider three groups of criteria (situational
factors, characteristics of stakeholders and adaptivity aspects). Situational factors in-
clude the stage in the development life cycle, temporal and financial resources, the style
of evaluation and the type of data. Characteristics of stakeholders include the number
of users and evaluators involved, the availability of direct access to users and the level
of expertise of evaluators. Finally, the adaptivity aspects include reusability adaptation
rules and intrusiveness of adaptivity. The adaptivity aspects may be too specifically
intended for interactive adaptive systems, but the other two groups seem more general-
izable for other UXEMs.

Decision tools Melo and Jorge [88] present a mechanism to help UX decision and
evaluation method identification. They use multiple criteria decision-making tools. The
proposed mechanism should be used when choosing a method that should fit certain
requirements or capabilities. To determine whether the method would fit the situa-
tion, they use the following criteria: depth (in-depth or not, scored on 5 point Likert
scale), documentation level (how well documented is a method, scored on 5 point Lik-
ert scale), structure (degree of formality, scored by very informal, informal, formal,
very formal), time (30 seconds to several years), expertise required (scored by novice,
familiar, knowledgable, expert) and phase (design concept, mockup/paper, functional
prototype, functioning product). This tool can be applied in any stage of the design
and evaluation process, and the methods used in this paper were heuristic evaluation,
cognitive walkthrough, UX curve, eye tracking, card sorting and contextual inquiry.

Fischer, Strenge and Nebe [43] describe the process of developing a tool to aid
in method selection. They state that in the literature, usability is often seen as a one-
dimensional construct. They argue that the outcome of a usability method selection
tool should be a set of methods that covers multiple aspects of a product’s usability.
The theoretical concept for the tool described in the paper is based on the ISO/TR
16982:2002, a standard aimed at project managers. Some of the measurements in the
tool, such as number of hours required, are community-based. Though this article is
from 2013, no updates were found and the concept seems to remain theoretical.

User type Filippi presents an evaluation of PERSEL [40]. This tool selects the ideal
personality of users for UX redesign activities. Users are first asked to answer a ques-
tionnaire on which PERSEL can base the decision. When selecting user personalities,
PERSEL looks at a total of UX items such as usefulness, usability, aesthetics and emo-
tions. PERSEL is focused specifically on the redesign phase, as it is generally more
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structured than the design phase. In their paper, Oyugi, Abdelnour-Nocera and Clem-
mensen also emphasize the need to consider user type in UX evaluation methods [93].

The tools discussed in these subsections are concepts, models or software tools. The
concepts and models can be found in research papers or websites, where the software
tools were created to be used on desktop computers. Decision processes can therefore
take place on paper, on a website or on a desktop computer.
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5 Results: Contextual inquiry

In the previous section, the literature review has been conducted based on the four re-
search questions that were to be answered through the literature. In this section the
contextual inquiry is elaborated upon. The contextual inquiry aims to inform the an-
swers to sub research questions SQ1, SQ2 and SQ4 and helps formulate requirements
for SQ5. The contextual inquiry is part of process A: data collection. This section is
part of process B: data analysis. This is shown in figure 8.

Fig. 8: Process A and B: data collection and analysis

It is important to note that there are some risks to this method. The researcher apply-
ing the contextual inquiry method may bring their own bias. This risk can be reduced
by going into the research with an open mind, to not make assumptions and to treat
every new piece of information with the same level of care and importance. Observer
bias can occur when a user changes the way they operate when someone is watching
them. It might cause stress to have someone watching over your shoulder. The risk of
observer bias can be partially reduced by stressing the importance of carrying on as
they normally would and by having open-ended conversations where the users fill in
the blanks for the researcher. It is also a risk that users skip over the details of their
work by going into what Salazar [109] calls interview mode. This can be reduced by
reminding the user that the small details are important to know. Finally, users may air
their grievances about the current way of working. While this is understandable, this is
not the goal of the sessions. The researcher should steer the discussion back on topic if
this occurs.

5.1 Current situation

To investigate the current way of working in UX teams across the company, employ-
ees from different locations were invited to an informal discussion, either in real life or
through video calling. In this section the insights from those discussions are reported.
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To elaborate on this contextual inquiry, semi-structured interviews are to take place with
UX team members from the different locations. With this information, the current situ-
ation regarding present UX evaluation methods and decision method could be mapped
in detail. In Appendix B, the informed consent can be found and in Appendix C the
interview protocol can be found.

The locations are selected based on availability of UX team members and presence
of UX teams. Some locations have many open projects and thus the UX teams do not
have time to participate in interviews.

Location A Location A is the location where most of the contextual inquiry takes
place, as this is where the author was present. The UX team in location A falls under
the Content and Creation branch. When a new project starts, the team lead chooses
a team member based on skill set and availability. Usually there is one team member
per project, sometimes there are two. This team member chooses the UX evaluation
method they see fit, so the team largely relies on the existing knowledge within their
team. Every week, the UX team meets to discuss any problems they may have with the
other team members, to ask for help or to update them on their project.

The process at location A is described in figure 9. This figure shows the current
decision process at this location, from the kick-off to the start of the visual design. As
location A is where the contextual inquiry takes place, the information on this location
is more detailed than other locations.

Location B At this location, the UX team is under the Technology branch instead of
Content and Creation. This is because of the technical background of the teams, as they
have experience with implementation of UX solutions.

At location B, the UX team chooses a suitable UX method based on the GOTIK
method. This method can be used for project management and consists of five compo-
nents (translated from Dutch): money, organization, time, information and quality [1].
The method is also known under different acronyms but usually contains at least the
five components mentioned, sometimes with one added depending on the type of orga-
nization. The GOTIK method assists in deciding which way of working is most suitable
for the specific project. The team identifies the most important aspect of the five com-
ponents and suggests a work flow based on this. Following this, a project that should be
completed quickly might cost more, and a project that has a higher budget may be of
higher quality.

In their Sharepoint folder, the team started to keep a list of the research methods
they use and any important documentation that could be necessary. This folder is not
currently in use, but does offer insights into the different methods that are used.

Location C Location C sometimes collaborates with location B on certain projects,
but this does not happen very often. At location C the roles of UX researcher and UX
designer are clearly separated, so UX researchers receive projects for testing from de-
signers. To determine an evaluation method, the researcher asks the designer what they
want to test in the prototype and bases the decision off the answer from the designer
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Fig. 9: UX team process at location A
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and their own expert knowledge. There is no known UX evaluation methods database
to collect or share information between team members.

Location D At location D members of the UX team often work on long-term projects
with the same clients. These clients are often larger non-IT companies. Within the long-
term projects, shorter projects exist. To determine what UX evaluation method should
be used, some UX team members use a table by Rohrer [108] where methods are sorted
based on their development phase (strategize, execute and assess). This table is not
used as a golden rule, but more as a guideline for inspiration. There is no known UX
evaluation methods database to collect or share information between team members.

5.2 Current set of evaluation methods

In table 6, the outcome of the preliminary interviews is shown. The types of research
method are methods mentioned by the UX team members. A check mark means the
knowledge for a specific UX evaluation method is present, but this does not necessarily
mean that the evaluation method is used frequently. During the conversations with team
members, it became clear not all used terms for the types of evaluation methods were
uniform. This has been corrected in the table.

Table 6: Set of UX evaluation methods present
Type of evaluation method Location A Location B Location C Location D
Analytics tool ✓ ✓ ✓ ✓

Concept testing & validation ✓ ✓ ✓ ✓

Desk research ✓ ✓ ✓ ✓

Expert reviews ✓ ✓ ✓ ✓

Eye tracking ✗ ✓ ✗ ✗

High fidelity (clickable) prototype(s) ✓ ✓ ✓ ✓

Interviews ✓ ✓ ✓ ✓

Neuro measurement ✗ ✓ ✗ ✗

Surveys ✓ ✓ ✓ ✓

Usability testing ✓ ✓ ✓ ✓

UX audits ✓ ✓ ✓ ✓

Wireframe prototype(s) ✓ ✓ ✓ ✓

The most notable difference in the table is seen in eye tracking and neuro measure-
ment. Location B possesses knowledge to apply these techniques, where other locations
do not typically reach for them.

5.3 Requirements

During the contextual inquiry, requirements for the decision tool were gathered. From
the information gathered during the contextual inquiry and interviews, the following
user stories could be created:
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– US1: As a user, I want a decision support tool for user experience evaluation meth-
ods, so that I can be sure I made the right choice.

– US2: As a user, I want to share the results with my colleagues or clients so that I
can easily explain my reasoning.

– US3: As a user, I want to be able to complete the decision process quickly, so that
it does not add to my busy schedule.

– US4: As a manager, I want the information to be up to date so that the customers
receive the most accurate information.

– US5: As a user, I want to connect with my colleagues so that we can share infor-
mation and learn from each other.

– US6: As a user, I want to expand my knowledge on UX evaluation methods so that
my expertise keeps growing.

– US7: As a user, I want to save my outcome so that I can reflect on them later.
– US8: As a user, I want to customize my profile so that I can control the information

my colleagues can see.

Based on these user stories, the requirements for the system were created. These
can be found in table 7.

Table 7: Requirements for the system
Requirement User story
Decision process support US1
Share button to email and messaging apps US2
Export to PDF US2
Recap the answers of the decision process before submitting US3
Skip button US3
Option to add new methods to the database SQ4
Contact information to reach information manager US4
Contact option to quickly reach information manager US4
See colleagues and their expertise US5
Introduce lesser known methods US6
Create a profile US7 & US8
Profile customization US8
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6 Results: Interviews

The research questions that could be answered through interviews and contextual in-
quiry are SQ1, SQ2, SQ4 and SQ5. In the previous section the contextual inquiry is
described. The interviews are discussed in this section. The combined answers to these
questions were used to create the decision tool. The interviews were conducted in pro-
cess A: data collection and described in this section as a part of process B: data analysis
as shown in figure 10.

Fig. 10: Process A and B: data collection and analysis

Interviews are prone to memory problems. As human memory is flawed, people
might misremember information or events or even not remember them at all. It is also
important to note that participants may leave out details, as they do not know what
information is important to the researcher. The interviewer might need to ask further
questions to elicit the desired information. Finally, some people are uncomfortable with
sharing a lot of details with a stranger or may be shy.

Semi-structured interviews were conducted with two members of four different UX
teams across four campuses (Location A, B, C and D). The campuses and the team
members were chosen based on convenience sampling with location A as a basis. The
campus proximity was an important contributor to the sampling method, as it is likely
that campuses that are closer together have more face-to-face interaction. All campuses
selected for the interviews were in the Netherlands and all interviewees were Dutch.
In this section the insights from the eight interviews and from contextual inquiry are
elaborated upon.

The interview protocol can be found in Appendix C. Before the interviews started,
participants were presented with an informed consent form (Appendix B).

6.1 Way of working

Location A At location A projects are typically assigned through the project manager
and the sales department. They are the first to know about any new projects coming up.
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The projects are passed on to the team lead, who divides the projects based on time
available, team capacity, seniority and personal strengths. Sometimes two colleagues
are put on the same project, where one has the final responsibility and the other is
available for questions.

At location A, the members of the team have created a sheet describing the steps
one would take in an ideal situation. However, almost no projects are truly an ideal situ-
ation and thus changes and shifts must almost always be made. Team members are free
to determine their own process. Choices are based on the amount of time available. The
time available is a set number of hours that are allocated to this part of the project by
the sales department and the project manager.

”Usually one can do less research than is desired. It is always a dance between
contents and available hours.”

Choosing an evaluation method often happens subconsciously, one participant states.
As you learn more about a project, the ideas start to shape in your mind. There are many
similarities between projects, as the company usually designs web pages, so the con-
cept is largely the same. The team is open to new methods, but one participant states
that everyone uses the same few methods for the majority of the projects. It would be
time consuming to switch to a different method that you may know less about. Finding
participants can also be a challenge.

The evaluation process at location A is often summative, due to time constraints,
but for long-term projects formative evaluations are becoming more common. This is
because both parties would like the collaboration to last a long time.

The participants from location A think that if a colleague from the same team would
work on their project, the outcome would largely be the same. The projects are compa-
rable and the general outline of the evaluation process is described. All team members
use a similar set of preferred UXEMs, with some differences based on personal pref-
erence and skill set. One participant described the way of working within the team as
”everyone is on their own island”, meaning that team members only have a general
idea of what their colleagues are working on.

When asked what the participants think colleagues from other locations would do,
they stated that they were not sure. One of them expected the results to be largely the
same. The other participant thought there would be significant differences. The partici-
pants were unaware of the exact way of working at other locations.

”I think it is very unfortunate how user experience evaluation research is the first to
be eliminated in a time crunch.”

Location B At location B, projects are assigned based on complexity of the problem, as
complex problems often require more experience. The available number of hours for a
project is taken into account and checked against the availability of UX team members.
It is also important to note personal expertise and preference. Finally, personal factors
can also be taken into account, so if the office of a new client is close to where a UX
team member lives, this can also influence the decision.
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Senior employees often determine what should be done for their own projects,
where junior employees may do this in consultation with a senior employee. A schedule
is made by the project managers, and the team members write down the steps and the
number of hours spent. Evaluation methods are chosen based on what needs to be done
and what needs to be tested. Smaller flows or usability problems can require smaller,
shorter evaluation methods. Larger changes or flows may require a more extensive eval-
uation method. It is also important to know whether qualitative or quantitative data is
required. In the case of a new product or prototype, it can take up until the first func-
tional prototype to decide on an evaluation method.

At location B, both formative and summative evaluations take place. At the end
of a design process, an evaluation is performed. Based on the results, it is decided
whether the project is done or should be continued. It also depends on the stage of the
development process the evaluation takes place at.

Both participants think their colleagues would work in a similar way to them. One
participant stated that they sometimes assist their colleagues in choosing a method,
so the set of methods is more or less the same. The other participant stated that they
thought the quality of the research and the experience of the researcher would make a
difference, but that the methods would be largely the same.

”It is also about the research style, such as guiding questions versus asking for more
clarification.”

Regarding colleagues from different locations, one participant stated that their an-
swer is the same as to the other question. They expect most UX team members, also
from other locations, use a similar set of a few well-known methods. The other partici-
pant did not know, as they had not interacted with colleagues from other locations.

Both participants made a comment about the degree of academic language present
in the list of methods.

”I think if we were really going to implement methods from this list, methods should
be shorter and to the point.”

Location C At location C, the assignment of projects depends on one’s role. There is
a distinction between UX researchers and UX team members, where UX researchers
are flown in just for the tests and the UX team members are involved with a larger
part of the project. The UX researcher can be contacted by one of the team members
to test a prototype. Within the UX team, the project assignment is done by the team
lead in close contact with the team members. Based on time available, seniority and
availability, projects can be assigned.

Team members at location C are free to choose their preferred way of working in a
project and are thus free to decide what evaluation method to use. This decision can be
made individually or as a team. There is no structured process, though one participant
stated that they would like to see a more structured process. The decision also depends
on the time available, the budget, the type of customer and the type of product. When
there are multiple options, sometimes a customer is asked to choose. They almost al-
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ways choose the less expensive option.

”When we present the customer with options, it is a shame that the customer often
chooses the cheaper option.”

Evaluations are often summative at location C, but there is a mix of both. One
participant states that they often know what they want to design through prior research,
so they finish an iteration by evaluating.

When asked how they thought their colleagues would approach one of their projects,
the participants from location C stated that everyone has a preferred way of working,
but the expectation is that the final result will be very similar. All members apply a sim-
ilar set of methods. When a colleague from another location would take over, though,
they stated that they had no idea. It depends on the experience of the person, and on the
type of projects they are used to. Both participants state that they do not know much
about the way of working at the other locations.

”My choice in methods is also based on the fact that I do not have much experience
yet. It is more difficult to tell a customer why we are applying a certain method.”

Location D At location D, projects are typically assigned by the team lead. The cus-
tomer contacts a business consultant, and the business consultant contacts the team lead.
The choice is mainly made based on experience, sometimes the team decides together.
Then, the UX team member decides the steps that should be taken in a project, some-
times together with the customer. The method(s) chosen also depends on the personal
preference of the team member. Some people are more familiar with scientific scales,
others with visual design. Within the team at location D, the team members ask for
peer feedback and share projects before they go live. A UX method is chosen based
on the deadline, so the time available, budget, capacity. ”The golden triangle”. The
development phase also plays a part.

The evaluations that take place are largely summative, but sometimes formative
evaluations take place as a main focus within the team is to always keep improving. For
shorter projects the evaluations are often summative.

”We are all trying to answer the same questions.”

When asked how they think a colleague would handle one of their projects, one
participant stated that they were unsure, but that the final result would probably be the
same. As there is no decision tree, all choices are made largely based on experience.
The other participant made a similar statement, but did not think the process would
be handled in the same way as there is no defined way of working. Both participants
did not know the way of working at other locations. One participant did state that they
suspect that other methods are used at different locations, as the locations have a wide
range of different types of customers.

”The literature often does not rhyme with the reality of business.”
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6.2 Methods

Table 8: What methods were known and used by the participants?
Card sorting Prototype evaluation
Click map / scroll map / heat map Semi-structured experience interviews
Co-discovery Software metrics / usability metrics
Expert review Survey / questionnaire
Expert walkthrough (group based) Usability guidelines
Eye tracking User testing
Field observation / field study / observation User testing - performance measurement
Focus group User testing - question asking
Heuristic evaluation / guideline review User testing - remote testing
Interview User testing - thinking aloud
Mind map User workflow
Personas User’s feedback
Private camera conversation Workshops & probe interviews
Product reviews

A total of 126 methods were presented to the participants. They indicated whether they
knew the method and whether they have used it at the company. 27 methods were known
and used by at least four out of eight participants. The other methods were either un-
known, unused or used by three or less participants. Some methods had clear reasons
for not using them (e.g. diary studies take very long and are difficult to analyse), others
were simply less known as they are mostly used in academia.

Looking back at table 6, the interviews confirm that these methods are present.
However, some methods used in the company are not mentioned by name in the MLR
list, like desk research and UX audits. From the interviews, it became apparent that
these terms often do not mean one single UXEM. Like usability testing, these terms are
used as umbrella terms for a range of methods. An UX audit can consist of heuristic
evaluations, interviews, usability or user tests, desk research or reviewing analytics.
Knowing this, the following methods were not explicitly mentioned but implied:

– Click map / heat map / scroll map under analytics tool;
– Heuristic evaluation / guideline review under UX audit and usability testing;
– Product reviews under desk research;
– Semi-structured experience interviews under interviews;
– Usability guidelines under UX audits;
– User testing, including performance measurement, question asking, remote testing

and thinking aloud under usability testing;
– Workshops and probe interviews under usability testing.

Methods that were not found during the contextual inquiry but were used:

– Card sorting;
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– Co-discovery;
– Expert walkthrough (group based);
– Field observation / field study / observation;
– Focus group;
– Mind map;
– Personas;
– Private camera conversation.

When looking at the UXEM categories that were previously established, expert
evaluation, interviews, software tools and workshops are the most frequently used types
of methods. Field studies and scales and questionnaires were used less.



37

7 Implementation

In this section, a prototype for an interactive decision tool is proposed based on the MLR
performed in section 4, contextual inquiry as described in section 5 and the interviews
described in chapter 6. The prototype is created using Figma. This section describes
process C: implementation as shown in figure 11.

Fig. 11: Process C: implementation

The interactive decision tool aims to aid the user in the process of deciding what
UXEM to use. It should provide the user with the most fitting UXEM(s) for a certain
situation. Through a series of questions, the tool determines what solution the existing
situation requires. Figure 12 shows a model of the general process of using the tool. The
database can be edited by the team leads to add more evaluation methods or to update
information. Users can edit their own profile. The full set of user experience evaluation
methods can be found in Appendix A.

7.1 Mobile application

The decision tool takes the shape of a mobile application to underline the importance of
a quick decision process. The tool should not make the decision process longer, which is
challenging as the interviews indicate that there are no decision processes for choosing
a UXEM. A mobile application was chosen for this so that UX team members can
refer to the tool even when they are not at their work station (e.g. team meetings where
information is shared or updating each other on current projects at the coffee machine)
and the entire process should not take longer than a few minutes, possibly shorter after
the app becomes more familiar.

The data used in the application can be managed by one information manager, who
is familiar with the data set. If team members come across a new method that is not in
the system yet, it can be added by the information manager. It is their responsibility to
keep the data neatly organized and up-to-date.
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Fig. 12: Overview of the decision process

7.2 Requirements: MoSCoW

In this section, the requirements of the decision tool are discussed based on the MoSCoW
prioritization method. Requirements in the Must have section are required for the tool
to work. Should have requirements are high-priority items that should be included, if
possible. Could have requirements are desirable features, but not necessary. Will not
have requirements will not be implemented right now, but might be an option for the
future. This analysis is based on the user stories and requirements presented in chapter
5 in table 7.

Must have The tool must include the create-a-profile process and the decision process.
The user must be able to save and edit their profile. During the decision process, the
user must be able to go back to correct a mistake.

Should have The tool should have a share feature, so the results of the decision process
can be shared with colleagues or customers. The decision process should include a skip
button, in case information is unknown. The user should be able to check their answers
before they end the decision process so they would not have to start over to correct it.

Could have The system could provide contact information for the information man-
ager, so any new methods can be sent to them immediately. The system could contain a
way for the information manager to update the data used in the app.

Will not have The system will not include a social feature, where users are able to see
who is familiar with certain methods. The system will not contain an introduction for
lesser known but relevant methods. The system will not contain any further customiza-
tion of the user profile, such as profile pictures or an ’about me’ section.
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The prototype of the tool contains all requirements from the must have and should
have categories.

7.3 Content

Table 9 shows the questions that the tool asks the user upon first use and the possible
answers the user can enter. These questions aim to elicit basic information about the user
in the context of the UXEM decision process. FQ1 adds familiarity, the application can
use the name to ’talk’ to the user. The name is also important for the profile, especially
for the information sharing and social aspect of the tool (although that is considered
a will not have in the MoSCoW analysis above). FQ2 aims to find out the experience
level of the user. FQ3 is intended to help create a list of known methods with which the
user is very familiar. FQ4 aims to elicit information on methods that the user has heard
of, but has not used (much). FQ5 is intended to confirm the choices made in FQ3 and
FQ4.

Table 9: Questions upon first use
ID Question Possible answer
FQ1 What is your name? Open ended
FQ2 What is your position at the company? Choose from: junior/medior/senior + func-

tion title (open ended)
FQ3 Which of the following methods do you use

often?
Choose from list of UXEMs

FQ4 Which of the following methods have you
heard of, but not used often?

Choose from list of UXEMs

FQ5 Does that mean you do not currently pos-
sess knowledge regarding these methods?

Choose from: yes/no, edit my answers

Table 10 shows the questions that the tool asks the user when the decision process
has started and the possible answers the user might enter. These questions are based
on the matrix items in table 11, which are based on the previously conducted literature
review and interviews. Each question focuses on a different aspect of the matrix. Q1
in table 10 aims to find out what type of product should be evaluated: a concept, non-
functional prototype, functional prototype or a fully functional product? Some methods
are unsuitable for one or more of these development phases. Q2 concerns the task that
should be tested. Is it one task, or multiple tasks over a longer period of time? With Q3
a time frame can be established. How long does the user have to complete this project?
If they have more time, they might be able to try out a new UXEM. Q4 concerns the
type of outcome, with an option to choose ’no preference’ if it is unclear. Q5 gives the
user the chance to choose to work remotely or on location. This might be subject to
personal preference or in accordance with the customer. Q6 is important to consider, as
this may chance depending on the type of customer.

During the MLR, several aspects of UX evaluation methods became apparent. From
the interviews it became clear which aspects are most relevant to the decision process
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Table 10: Questions from the decision process
ID Question Possible answer
Q1 Where are you in the development phase? Choose from: concept/non-functional pro-

totype/functional prototype/fully functional
product

Q2 What needs testing? Choose from: snapshot/one task/set of
tasks/long-term

Q3 How much time is available to you? Choose from: short/medium/long
Q4 Do you need qualitative data, quantitative

data or both?
Choose from: qualitative data/quantitative
data/both/no preference

Q5 Do you need to work remotely? Choose from: yes/no preference
Q6 Do you want to observe users in their natu-

ral context?
Choose from: yes/no/no preference

as it exists in its current form. Based on the results from the interviews and from the
MLR, a set of aspects was chosen as matrix items. These items are scored based on
the answers to the questions in 10 and the familiarity variable based on the user profile,
generated through the answers to the questions in table 9.

Table 11 shows which matrix items are influenced by the answers to the questions
in table 10. Based on the answers to M1 and M2, evaluation methods can be eliminated.
A score is assigned based on the other methods. Within each matrix item, a score of 3
points is given to the methods that fit the answer to the question the best. A score of 1
point is awarded to the methods that do not quite fit the answers. A score of 0 points is
awarded to the methods that do not fit the answers.

Table 11: Influence of questions on matrix items
Question Matrix item Score
Q1 M1: Development phase Eliminate non-fitting methods.
Q2 M2: To be tested Eliminate non-fitting methods.
Q3 M3: How long does the method take? 3 points to best fitting; 1 point to medium

suitable, 0 point to not suitable.
Q3 M4: Effort from researcher required 3 points to best fitting; 1 point to medium

suitable, 0 point to not suitable.
Q4 M5: Qualitative or quantitative? 3 points to best fitting; 1 point to medium

suitable, 0 point to not suitable.
Q5 M6: Remote possible? 3 points to best fitting; 1 point to medium

suitable, 0 point to not suitable.
Q6 M7: Location 3 points to best fitting; 1 point to medium

suitable, 0 point to not suitable.
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7.4 Prototype

Based on the information above and the requirements that SQ5 yielded, a clickable
prototype was created.

First use When the user first opens the application, they are presented with a screen
asking them for their name. After entering their name and pressing the button to con-
tinue, the next question is presented.

Fig. 13: First use process: introduction, company role and familiar methods

The user is asked to enter their position at the company. In the next question the
system shows a list of UXEMs to choose from. The user can press one or multiple
methods and scroll down for more. Once they have selected the methods they are fa-
miliar with, they move to the next question. Here, the user can select which methods
are known to them, but not familiar. Upon selecting one or several methods, the user is
presented with a summary of their answers to confirm their entries. After clicking the
button to continue, a user profile is created. This profile can be edited to reflect recently
gained knowledge or to correct errors. The user is then lead to the home page of the
application, where they can see their previous projects or choose to start the decision
process.
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Fig. 14: First use process: known methods, recap and dashboard
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Decision process Upon opening the application, the user finds themselves on the home
page of the app. Here it is possible to view past projects or to start a new decision
process.

Fig. 15: Decision process: profile overview, dashboard and first question of decision
process

The system leads the user through a series of questions discussed in previous sec-
tions. The user can navigate back to a previous question to correct a mistake or skip a
question if they do not possess sufficient information to answer the question. After an-
swering all questions, the user is shown a recap to correct any mistakes. They can then
click the button to continue and are presented with an overview of the most suitable
methods for this project. The system shows the suitability of the processes in percent-
ages based on the matrix items in the sections above. The user can save this project to
their profile for easy access in the future. After saving, they are returned to the dash-
board.
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Fig. 16: Decision process: more questions
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Fig. 17: Decision process: final questions and recap
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Fig. 18: Decision process: results of the decision process, share button and return to
dashboard button
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8 Testing and evaluation

In this thesis, a literature study combined with contextual inquiry and interviews have
provided input for a UXEMs decision process tool. In the previous section, the decision
tool is described. In this section, the evaluation of the prototype is discussed. This eval-
uation is summative for the purpose of this thesis, but can be used as a starting point
for future work. This section describes process D: testing and evaluation as shown in
figure 19.

Fig. 19: Process D: testing and evaluation

8.1 Set up

The participants for this evaluation were team members of the UX team at location A.
From this group, individuals were selected based on convenience sampling. In a short
session, the users were asked to keep their most recent project in mind as a case for the
decision tool. Four users of the UX team participated, with one team member being a
junior employee, one being a medior employee and two being senior employees. All
participants were familiar with Figma as a prototyping tool. All four participants were
also observed or interviewed at some point during the contextual inquiry.

Participants were presented with DEPRO after a short introduction by the researcher
about the subject and the present thesis. All participants were familiar with the thesis
to some extend. After an introduction, the researcher starts the application and asks the
participant to think aloud. As the participants had experience with the thinking aloud
method, they did not find it difficult to narrate their thought process.

8.2 Results

All participants reported that they would use this tool if it were a fully functional prod-
uct. At first most said they would not blindly trust DEPRO to make their decisions for
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them, but they would use it to support and inform their own decisions. It does take
slightly longer to go through the decision process than some participants would have
hoped. Participants considered the user interface simple but effective. Especially for an
internal application of which the user interface is not or rarely shown to external cus-
tomers, the participants stated that UI does not matter much. Of course, the application
should be easy to use and information should be easy to find. This did not seem to be a
problem, as the application did not have a large number of features implemented.

”As long as it’s usable and does what it should do, I think I would be content.”

What participants were most interested in the future possibilities of a tool like this.
The structured decision making can improve communication to customers, especially
to apply methods that may be more expensive or time consuming but have a higher
compatibility rating. The opportunities for improving contact between colleagues from
different locations were also mentioned. One participant stated that they would find it
interesting to know whether they possess the same knowledge at other locations. This
sparked an idea for workshops or lunch talks to bring colleagues from multiple locations
together and share knowledge.

As a functional prototype was tested, the quality of the results of the decision tool
cannot be judged.

8.3 What now?

The theoretical foundation has been established and the prototype has been created. The
evaluation proves that there are many opportunities for future work, but it depends on
the company whether or not the tool will actually become a reality someday. Although
the lack of uniformity persists, it is unclear whether the company can spare the resources
to create a solution like the one proposed in this thesis.
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9 Discussion

9.1 Methods

In this thesis, a multivocal literature review, contextual inquiry and interviews were
used to find answers to the research questions. These sub research questions informed
the creation of the the final deliverable. The contextual inquiry allowed for the collection
of a broad set of data. It would have been challenging to collect the same amount of rich
information with another method. The interviews provided more depth and knowledge
about the existing decision methods, building on the data from the contextual inquiry.

9.2 Results

Table 8 shows that the expert evaluation, interviews, software tools and workshops were
the methods that were most frequently known and used by the participants. The field
studies and scales and questionnaires categories were used and known less. This could
be due to field studies often taking a significant amount of time, which is typically not
available in a business. Scales and questionnaires may have been used less as many
scales and questionnaires have complicated, academic sounding names and were de-
veloped within academia, for academia. This data is not generalizable and results of
contextual inquiry and interviews may differ depending on the company that is investi-
gated.

9.3 Deliverable

If the tool would have been created as a web page, it would be less of an obstruction
to the work flow. Most users of the tool would be in front of their PC anyway. This
would only take away from the advantage that the tool can be used anywhere. It is also
important to keep the information up-to-date and to keep an eye out for new methods or
methods that may not be implemented into DEPRO yet, as the system does not update
automatically. DEPRO cannot be generalized, as part of the research behind the tool is
based on one company. Through careful consideration from the author, the influence
of the company on this thesis is minimized. It is possible, however, that the DEPRO
concept is applicable in other contexts after some modifications to the content.

The testing and evaluation showed a clear interest from the UX team members.
From the interviews it had already become clear that some members of the UX teams
would like a more structured approach to deciding which UX evaluation method to
choose, and this was only confirmed during the testing and evaluation. While apply-
ing the thinking aloud evaluation method, the participants explored the prototype. The
thinking aloud evaluation method was chosen as it is a low-cost method that can yield
detailed results. It allows the user to explore the system on their own, without the help
of the researcher. Another important factor in this decision was time constraints from
the side of the participants, as the researcher could not take up too much of their time.
The thinking aloud technique yielded interesting results. If more time had been avail-
able, perhaps a more detailed technique or exploration session would have been more
suitable.
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9.4 Implications

This thesis shines light on an otherwise vague concept: the UXEM decision process.
The DEPRO tool is introduced to structure this decision process. This problem does
not just exist in practice, but also in the literature. The literature review shows that very
little similar systems exist. A tool that takes the user through the process in a structured
way adds explainability and reproducibility to research. It shows that the researchers
have considered other options and the chosen methods are, to their knowledge, the best
suitable for their goal. For academic purposes, it may not always be necessary to enter
the known and used methods.

9.5 Future work

The future of this decision support tool is unclear. The non-uniformity of knowledge
within the company persists, but creating the proposed tool means temporarily sacri-
ficing much needed resources. The testing and evaluation yielded interesting insights
that could prove useful for future research. Additionally, there are still some require-
ments that have not been implemented. In the future, the application could be made
into a fully functional product. A functionality to recommend triangulation could be
added. The tool could be expanded to cover all user experience methods, not just eval-
uation methods. To improve generalizability, a broader study of the industry should
be conducted. To account for certain (academic) purposes, a version without the used
and known methods could be created. DEPRO could, in the future, serve as the bridge
between academic UX and industry UX.
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10 Conclusion

Decentralized cognition can be a problem in large companies, but especially in com-
panies who have recently gone through organizational changes. This problem exists in
the company introduced in this paper where several smaller companies were recently
merged under one large name. In this thesis, DEPRO is proposed as a tool to improve
centralized cognition by structuring information in a uniform way.

In the first section of this thesis, the following sub research questions were intro-
duced:

– SQ1: What types of user experience evaluation methods currently exist in both
academic and corporate settings?

– SQ2: What are the positive and negative aspects of each type of user experience
evaluation method?

– SQ3: Which of the found user experience evaluation methods are best suited for
academic purposes and which are best suited for corporate purposes?

– SQ4: What decision processes for user experience evaluation methods currently
exist in academic and corporate settings?

– SQ5: What are the requirements for an interactive decision support system intended
to aid the decision process for user experience evaluation methods?

In the literature study, SQ1 was answered through a long list of UXEMs that were found
in the literature (Appendix A). Additionally, it was found that many classifications of
UX exist, all focusing on different aspects such as the user, the time required, quali-
tative or qualitative and more. For the purpose of this thesis, seven categories of UX
were identified through examining trends in the MLR table: expert evaluations, field
studies, interviews, measurements, scales and questionnaires, software tools and work-
shops. SQ2 could also be answered through the literature review. Each aforementioned
category has a unique set of challenges and benefits, but the overarching categories had
some aspects in common. Examples of commonly found positive and negative aspects
were low-cost methods, methods requiring an experienced researcher or data analysis
being a long and difficult process. With the literature review, SQ3 could be answered
as well. Methods that are preferred in the industry are often low-cost, informal meth-
ods that can be applied to working prototypes. In the case of academic methods being
adopted into the industry, some changes may need to be made. Methods that yield quan-
titative results are, according to the literature study, the best suited to apply in industry
settings. Some tools and models exist that are somewhat similar to the tool proposed in
this thesis, but a product that is truly similar in all aspect of the tool could not be found.
To answer SQ4, some decision processes exist, but they are very limited or inacces-
sible. Through contextual inquiry and interviews, eight user stories were constructed.
Based on these user stories, requirement were created and SQ5 was answered. These
requirements were analysed in a MoSCoW analysis and arranged based on importance.

The answers to these questions provide an answer to the main research question:

– How can challenges that come with choosing user experience evaluation methods
in a non-uniform way in a large end-to-end agency be solved through an interactive
decision model?



52

The challenges that come with choosing UXEMs in a non-uniform way can in the
case of this thesis be mitigated through a tool that structures the decision process: DE-
PRO. With the use of the tool, all users can find the most optimal UXEM for them, based
on personal skills and external factors such as time constraints. DEPRO can increase re-
producibility and explainability of results in both academic and industry settings.
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A MLR UX evaluation methods

Table 12: Expert evaluation methods from the MLR
Method Found in Description
Cognitive jogthrough [98] Alternative version of cognitive walkthrough where

the observer asks themselves a set of questions from
the perspective of the user. The answers to these
questions are ranked according to the number of
users who are expected to struggle with this [98].
More room for discussions between members of the
evaluation team /citerowley1992cogjog.

Cognitive task analysis [38][98]
[130]

Researcher observes an ordinary user’s interaction
with a system to form an understanding of how
tasks are performed and goals are achieved. Can help
with identifying tasks a system must have and fo-
cuses on understanding decision-making, problem-
solving, memory, attention and judgement [98].

Cognitive walkthrough [35][37]
[38][58]
[96][97]
[98][130]

Usability expert simulates the actions of a new user
while the inspector identifies potential issues of us-
ability [98].

Domain specific inspec-
tion

[98] DSI was designed to assess and improve usability
of social network websites, but could be applied to
other domains as well. Depending on the domain the
researchers need, relevant areas and attributes should
be determined.

Expert review [37][117]
[137][127]

Experts review a design based on heuristics, guide-
lines and their own expert knowledge. The experts
identify each usability problem, rate it based on
severity and recommend a solution for the problem
[127]. Can be combined with usability testing for
more thorough results.

Goals, operators,
methods and selection
(GOMS) rules analysis

[38][130] Human task performance is modeled in terms of
Goals, Operators, Methods and Selection rules to
predict execution and learning time [38]. The gen-
eral GOMS concept is described as ”it is useful to
analyze the knowledge of how to do a task in terms
of goals, operators, methods and selection rules”
[62]. There are many different GOMS models, each
suitable for a different purpose [66].
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Heuristic evaluation &
guideline review

[13][35]
[37][38]
[58][83]
[96][97]
[98][122]
[130]

When using heuristic evaluation, usability experts
judge a software system based on established usabil-
ity principles (heuristics) [?].

Participatory heuristic
evaluation

[98] Participatory heuristic evaluation uses the largely
same principles as traditional heuristic evaluation,
but it involves the participation of end users as do-
main expert inspectors [98].

Personas [96][98]
[105][137]

Personas are the descriptions of fictitious users of
the system, where their characteristics and goals are
emphasized [21,98]. In the context of UXEM, eval-
uating using personas would include analyzing the
user interface while considering the goals, attitudes,
behaviours and (business) objectives of the fictitious
user [98].

Playability heuristics [127] Using playability heuristics, the playability aspect of
a game can be evaluated [127]. May be applied in an
expert evaluation setting where the experts should
familiarize themselves with the heuristics before-
hand. This method is quick and cheap and can be
applied to many stages in the development process
of the game (early or late).

Property checklists [49][127] A structured form of expert evaluation where the ex-
pert reviews a checklist consisting of design goals
for different properties of a product (e.g. colour,
sounds, materials, form, graphics, interaction de-
sign, functionality) [127]. The goal of this inspection
method [38] is to verify the presence or absence of
properties to ensure everything has been considered
or completed [123]. This method is quick and does
not require any participants aside from the expert.
However, the expert is not the user.

Task environment anal-
ysis

[38][130] Evaluation or assessment of the mapping between
users’ goals and user interface tasks [38]. This
method is typically classified under analytical mod-
elling [25,38].
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Usability guidelines [98][117] A group of specialists evaluate a graphical inter-
face of a product according to pre-defined usability
guidelines [98]. This method is similar to heuristic
evaluation, but the procedure is different. Here, each
specialist can work individually. The guidelines do
not need to be rated on the severity and criticality of
each issue. This method does not necessarily require
a set of usability heuristics, even guidelines provided
by the software development company can suffice.

User workflow [98] Diagrams represent the available paths in a system to
complete a certain task [98]. Workflows can also be
used for hierarchical task analysis [29] and different
user’s preferences can be identified. This method can
be used for processes that may include many sub-
tasks.

Web usability evalua-
tion process

[98] Paz et al. [98] developed this protocol because they
found that there was no formal procedure that al-
lowed specialists to evaluate the usability of soft-
ware products through heuristic inspection in a
structured way. They found that Nielsen’s traditional
heuristics [92] did not cover new aspects such as
real-time processing and sophisticated designs. This
method is designed to fill those gaps.

Table 13: Field study methods from the MLR
Method Found in Description
Day reconstruction
method (DRM)

[127] During a field study, DRM can be applied as a self-
reported measure. At the end of the day, the partic-
ipants are asked to report all activities related to the
use of the product, recording a name and an estimate
of time spent. Then they move on to the second part:
experience naration. Here, the participants are asked
to pick the three most impactful experiences, either
satisfying or dissatisfying. For each experience, the
participants are asked to write a story to describe
the situation in detail, their feelings and their per-
ceptions of the product in the moment [127,63].

Diary study [127][137] Participants are asked to report data about the use of
a product over a longer period of time.
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Experience clip [127] Two users who know each other well are paired up in
their natural environment. They are asked to interact
with a mobile application and to shoot clips of this
interaction. Participants are encouraged to shoot as
many clips as possible, to engage in a discussion and
to elaborate on their experiences [127].

Experience report [137] Experience reports are open-ended experience sto-
ries written by users after using their products in real
contexts of use [70].

Experience sampling
method (ESM)

[127][134] With this method, the researcher can collect expe-
riences as they happen. This eliminates the risk of
memory effects. Participants receive a specific de-
vice to answer ESM questions on [?].

Experiential contextual
inquiry

[127] The researcher takes the role of an apprentice as they
observe the user in real context. They ask questions
related to their use of the system. The researcher
pays special attention to the emotional aspect of use
(i.e. what elicits a positive and negative emotion)
[127].

Immersion [127] The researcher immerses themselves in the system
by using the system in real life contexts. They eval-
uate their use of the system. With this method,
the researcher is the participant in their own field
study [127]. This method is a quick and lightweight
method for finding experience, technical and usabil-
ity bugs and can be used for early or functional pro-
totypes.

Living lab method [127] Living labs allow the testing of complex solutions
in multiple real life contexts [127]. When using this
method, researchers can study the users’ behaviour
in naturalistic living environments, which can help
better understand how to create technologies that fit
the complexity of (everyday) life. This method is ap-
plied over time and is time and resource intensive
and should be combined with other methods in the
field. The living lab method has two primary ele-
ments: it involves a real-life test and experimenta-
tion environment and users who know they are co-
involved in the innovation process [31].
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Long term diary study [127] A long term diary study can capture the user experi-
ence of a product over a longer period of time, e.g.
six months to a year [127]. The participants are given
a prototype of a product and report their experiences
and emotions at fixed intervals. This is done in the
form of journal entries. This method can shine light
on the user experience in different settings, but can
be perceived as intensive and thus may have a high
drop-out rate. To apply this method, working proto-
types are required.

Timed ESM [127] Participants can either report their experience at a
predefined point in time, or are prompted by the sys-
tem [127]. The user is then asked to report different
kinds of data, e.g. what feelings were triggered in
the previous interactions, what they feel right now or
how they feel about the system overall. The format
for this data can range from questionnaire choices to
audio recording, image or video. This method is a
type of field research that allows researchers to col-
lect experience data without being with the partici-
pant. The method collects retrospective information.
When the user is prompted to report their experi-
ence, they might not be present. The trigger might
also interrupt the user in their flow and trigger nega-
tive emotions [54].

Table 14: Interview methods from the MLR
Method Found in Description
Audio narrative [127] Users narrate their experiences with the product,

which is recorded through audio. Free story format.
Contextual laddering [127] Interviewing technique for qualitative data gathering

and quantitative data analysis technique, preferably
done in context. The aim is to find out the reasons
why attributes are liked or important to reveal the
participant’s dominany attributes - consequences -
values chains related to a product [127].

Exploration test [127] This is an ethnographic test to evaluate a user’s per-
ception of a design. The researcher shows the user
a design or prototype to gain their perception, and
asks about other, similar products they use or other
ways they complete the task.
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Interview [13][22]
[37][38]
[49][85]
[96][97]
[98][130]
[137]

In an interview, the end user and usability expert en-
gage in a discussion about the usability of a software
system [98]. This interview may be structured, semi-
structured or unstructured.

Private camera conver-
sation

[127] This method exists to mitigate interviewer bias
[127]. The participant reports to a camera in pri-
vate, either during the use of a product or afterwards.
This method might yield different responses than a
typical face-to-facec interview, as the data might be
more authentic. When using the private camera con-
versation method, there is no guarantee that the in-
terviewee talks about the desired topics. Participants
may also feel uncomfortable talking to a camera.

Product semantic analy-
sis (PSA)

[127] Product semantic analysis has a basis in product se-
mantics, which concerns the relationship between
the user and product on one side and the importance
that artefacts assume in a social and operational con-
text on the other side [72,127]. Assesses the visual
aspect of a product’s properties (e.g. lightness or
softness). When using this method, relevant words
need to be identified through interviews first. Af-
ter these interviews, a semantic scale is constructed
which includes preferred and non-preferred words.
The scale has two points with a neutral middle (max.
value - neutral - min. value). Only one of the adjec-
tives is used, the other side is referred to as ’the op-
posite’. After the scale has been constructed, more
interviews take place with consumers to create a de-
sired product semantic profile to show the desired
strengths of expressions. In the end, the consumers
have rated the perceived visual aspect of a product
using this method [127].

Semi-structured experi-
ence interview

[127] In a semi-structured experience interview, prede-
fined questions are combined with open-ended ex-
ploration. This type of interview is done when there
is some knowledge regarding the investigated topic,
but additional details are required [131]. Preparation
from the researcher is required. The interviews pro-
vide rich data, and when using this type of evalua-
tion method, a small sample size is sufficient. The
analysis can be time consuming [127].
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Table 15: Measurement methods from the MLR
Method Found in Description
Physiological signals /
physiological UX eval-
uation / psychophysi-
ological measurements
/ physiological arousal
via electrodermal activ-
ity / facial EMG

[13][59]
[84][106]
[127][134]

Physiological signals (e.g. facial muscles, skin per-
spiration, heart beat) are the convergence point be-
tween the physical state of the user and the mea-
surement of emotions, and thus is an objective UX
evaluation method [106]. Physiological reactions of
a participant are recorded using sensors such as skin
conductance (SC), electroencephalography (EEG),
electrocardiography (ECG) [10] or electromyogra-
phy (EMG) [127]. This objective method may be
combined with a self-reported method to find out
what the user has experienced [46,86,127]. Tools
for combining and analyzing measurement data ex-
ist (e.g. PhysiOBS [79]). The measurement method
may limit movement for the participant.

Table 16: Scale and questionnaire methods from the MLR
Questionnaire Found in Description
2DES [127] Computer program used to collect continuous re-

ports on emotion provided by the study participants.
Defined by dimensions valence and arousal [127].

Aesthetics scale [127] Measures aesthetic quality in websites [127].
Affect grid [127] A scale to assess affect on the axis of pleasure-

displeasure and arousal-sleepiness [127]. The partic-
ipant marks their current emotional state on the grid.

After Scenario Ques-
tionnaire (ASQ)

[55] Single item questionnaire, so the response equals the
overall result [55].

AttrakDiff [42][91]
[127]

Using this questionnaire, one can assess the user’s
feelings about a system. AttrakDiff studies hedonic
and pragmatic dimensions of UX.

Attrack-Work Ques-
tionnaire

[127] Based on AttrakDiff but elaborated for the context
of mobile news. Can be filled in right after the par-
ticipant used the system.

Differential Emotions
Scale (DES)

[127] A standardized instrument in the form of a check-
list that divides someone’s emotion experience into
categories of emotion. Meant to get a sense of the
emotional state of individuals at specific points in
time [127].
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EMO2 [127] An instrument to measure emotion during the use
of a product over time that provides feedback to de-
signers. Extended data can be gathered through self-
confrontation. Participants are filmed during their in-
teraction with a product and afterwards immediately
presented with the footage. They can report their
feelings while watching this footage [127].

Emotion sampling de-
vice

[127] ESD is a series of questions meant to find out the
emotion the user is experiencing as the result of an
event [127]. It asks about the causes of the emotion.
ESD can identify 17 different emotions.

Game Experience
Questionnaire

[127] Can be applied after playing a game, multiple times
over a longer period of time. Measures experiences
during game play, gaming with others and after the
user has stopped gaming [127].

Geneva Appraisal
Questionnaire

[127] Can be used to describe emotional experiences by
assessing them through recall and verbal report
[127].

Geneva emotion wheel [127] A method where users can self-report emotions that
are brought abnout by certain events or objects
[127]. The user chooses which emotion they feel
based on an emotion wheel.

Hedonic Utility Scale
(HED/UT)

[127] Measures the attitude of the participant useing 12
items to measure the hedonic value and 12 items to
measure the utility or usability value of a product,
service or concept [127]. This scale is subjective and
sometimes shows some sensitivity issues.

Human computer trust [127] Human computer trust can be measured as the will-
ingness of a user to act on the recommendations,
actions and decisions of an AI decision aid and the
degree to which a user is confident in these recom-
mendations, actions and decisions [82]. This method
consists of several scales measuring cognitive and
affective components, where the affective compo-
nents are the strongest indicators of trust [127]. The
scales are subjective and this method requires func-
tional prototypes or existing products.
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Intrinsic Motivation In-
ventory (IMI)

[59][127] The Intrinsic Motivation Inventory (IMI) is a sub-
jective scale that measures multiple dimensions
of a participant’s experience of an activity in a
lab setting. The scale provides subscale scores
of the participant’s effort, interest/enjoyment and
value/usefulness, amongst other values [127]. From
the subscales, the interest/enjoyment scale is consid-
ered the self-report measure of the IMI and often
contains more items than other subscales.

IsoMetrics [78] Standard questionnaire, aims to offer usability data
for summative and formative evaluation.

Mental effort [127] The Mental Effort Scale helps determine how much
(perceived) mental effort was required to complete a
task [127]. Should be used in addition to other meth-
ods to establish a broader picture.

MUSiC performance
measurement method

[98] MUSiC (Metrics for Usability Standards in Comput-
ing) performance measurement method is a method
for deriving performance-based usability metrics
[15]. To aid in video analysis, a software called
DRUM can be used [81,98]. It provides measures
of the effectiveness and efficiancy of the system use,
as it evaluates if and to what extend a task has been
completed and how much time it took to complete
a task. It also analyzes the amount of time that was
spent unproductively (e.g. asking for help) [15]. Us-
ing this method, comparison with earlier prototypes
or competing products is possible.

Net Promotor Score
(NPS)

[55] A type of product experience tracker (see table ??).
Single item questionnaire, so the response equals the
overall result [55].

PAD [127] Scale that can average responses of users to stimuli.
PAD looks at pleasure (P), arousal (A) and domi-
nance (D) scores [127]. It is a subjective scale, and
the dominance scale is sometimes difficult to under-
stand for users.

Positive and Negative
Affect Scale (PANAS)

[127] Originally developed for a clinical setting, the
PANAS is a psycho metric scale that measures the
moods of users, so positive and negative affect, both
as states and as traits [127]. This method has been
heavily researched, validated and adapted (e.g. short
form [118]).
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Presence questionnaire [127] This questionnaire is designed to measure the pres-
ence a user feels, meaning the subjective experience
of being in a certain environment (there) while phys-
ically being in another environment (here) [132].
The PQ is typically used to measure presence in
games or virtual environments [127]. This subjective
scale is well studied for use of games and virtual en-
vironments.

Product Attachment
Scale

[127] The product attachment scale can help quantify the
attachment a consumer has to a product, which in
this case is defined as the emotional bond a customer
has with a durable product [89,110]. The scale con-
sists of four items that can be rated on a Likert scale
of seven points [127]. This method looks at the long
term use of a product, but is subjective.

Product Emotion Mea-
surement instrument
(PrEmo)

[127] The PrEmo is an instrument to assess emotional re-
sponses a consumer may have to a product [33]. It is
a subjective self-reporting instrument and contains
a set of 14 emotions portrayed by a virtual cartoon
character displaying dynamic facial, bodily and vo-
cal expressions. Participants are asked to select the
animations that fit their responses. This instrument
does not rely on language and could thus be used in
a cross-cultural setting. Measures static stimuli (e.g.
fragrance, taste, appearance), not dynamic stimuli
(e.g. product usage) [127].

Product experience
tracker

[127] A survey is sent out to a subset of users after their
real-world use of a product. This is done as soon as
possible after use. The survey measures metrics such
as likeliness to recommend or satisfaction of a prod-
uct. The survey is sent out periodically or continu-
ously to track whether the experience changes over
time [127]. An example of this is the NPS or Net
Promotor Score, which can be found in table ??.
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QSA-GQM question-
naire

[127] The QSA-GQM questionnaire aims to measure the
intrinsic motivation a person has to acquire knowl-
edge [127]. It is used in software engineering to re-
view software quality. The QSA (Questionnaire on
Software Assessment), a questionnaire on learning
strategies, is combined with GQM. QSA measures
the properties of software, difficulty of working with
the software and the user’s satisfaction with the soft-
ware [90]. The QSA questionnaire is structured ac-
cording to the GQM (Goal Question Metric) ap-
proach.

Reaction checklists [127] Summative method that allows for lightweight test-
ing. After the participant has used the system, they
are presented with a list of possible reactions to it.
Can be applied to collect first impressions and initial
responses to a product [127].

Self-assessment
manikin (SAM)

[39][59]
[127][134]

The self assessment manikin (SAM) is a technique
that measures the pleasure, arousal and dominance
that are associated with the user’s affective reac-
tion to stimuli [18]. SAM depicts cartoon charac-
ters representing pleasure, arousal and dominance. It
is a quick, subjective non-verbal technique that can
be applied in many contexts. The dominance scale
can be difficult to understand [127]. This method is
based on the PAD method. Relatively easy to apply
and analyse [39].

Sensual evaluation in-
strument

[127] A self-assessment tool of affect during human com-
puter interaction /citeisbister2006sensual. While the
user interacts with a system, they have access to
physical objects with different shapes (e.g. spiky,
smooth). When emotions arise during their interac-
tion with the system, the participant is asked to pick
one of the shapes to express the emotion [127]. This
method is non-verbal and allows for studying am-
biguity. It is not easy to analyze this method. The
method is also not generalizable.

ServUX Questionnaire [127] Questionnaire for evaluating service UX. Consists
of modules that each address a different aspect of
ServUX [127]. To be used after the user has used the
service.

Single Ease Question
(SEQ)

[55][59] Single item questionnaire, so the response equals the
overall result [55].
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Software metrics / us-
ability metrics

[4][96]
[97][98]

This method should aid in establishing observable,
quantitative measurements. Usability metrics can
quantify the usability of a system based on effec-
tiveness, efficiency and satisfaction [4]. A represen-
tative number of users is required so the results can
be generalized. Examples of usability metrics are the
standardized scales SUS and the UMEX. These can
be found in table ?? below.

Subjective Mental
Effort Questionnaire
(SMEQ)

[55] Single item questionnaire, so the response equals the
overall result [55].

SUMI [59][78]
[127]

A 50-item questionnaire to compare competing
products and different versions of the same product.
A minimum of 10 users is recommended. Requires
user input through a keyboard, screen or pointing de-
vice [68,69]. Analyzes a product through the eyes of
the end users [78].

Survey / questionnaire [37][38]
[42]
[78][85]
[96][97]
[98][130]
[137]

Representative users answer a list of questionnaire
items according to a Likert scale [98]. The state-
ments are intended to measure a certain usability as-
pect or dimension of the user’s satisfaction. Many
different questionnaires exist, the ones that were
found in the MLR can be found in Table ?? below.
It is also possible to create your own questionnaire,
but there is a validity and reliability risk.

System Usability Scale
(SUS)

[55][57]
[59]

Can indicate whether or not there is a problem with
the usability of a product, but cannot pinpoint the
exact problem [41]. Single item questionnaire, so the
response equals the overall result [55].

Usability Metric for
User Experience

[41] Four-item Likert scale to measure an application’s
perceived usability [41]. It is a subjective assessment
designed to provide results similar to the SUS. This
scale was introduced to fill in the gaps that the SUS
left.

User Experience Ques-
tionnaire

[55][57]
[91]

Subjective scale on user experience.

User model checklist [78] Based on user’s cognition-motor chain in specific
tasks. From the three found in the paper, this one
was the best rated [78].
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UTAUT [59][127] UTAUT (Unified Theory of Acceptance and Use
of Technology) is based on Technology Acceptance
Model (TAM) but addresses some shortcomings, in-
cluding affective aspects [127]. This method is a tool
to assess the likelihood of success when introducing
new technology and can help understand the drivers
of acceptance so that interventions like training or
marketing can be introduced. UTAUT targets users
that may be less inclined to use new systems [125].
It is subjective, but well studied and tested. Often
used for website and computer applications.

Website Analysis and
Measurement Inventory
(WAMMI)

[127] 20 item questionnaire measuring UX based on reac-
tions of users. It benchmarks the website relative to
other websites in the WAMMI database and gener-
ates objective data. It analyses qualitative comments
and reactions visitors have to your website and inter-
prets qualitative and quantitative data to determine
what areas to improve upon.

Table 17: Software tool methods from the MLR
Method Found in Description
Automated evaluation
via software tool

[96][97]
[98][117]

All activities required for a usability evaluation are
performed using a software tool. Some tools are
able to simulate human actions, others just perform
metric-based measurements based on the user’s ac-
tivities [98]. These systems can also create a log file
to be analyzed after testing.

Click map / scroll map /
heat map

[49][98] A click map (scroll map, heat map) is a visual rep-
resentation of the attention of a user [98]. This can
give insight in the most or least popular sections and
elements users mistake as links. Can be obtained
through software tool.

Context-aware ESM [127] The system detects the current context (e.g. time,
location, nearby devices) and when predefined cri-
teria are fulfilled, prompts the participant to record
their experience [127]. Many different kinds of data
can be reported, and in many different kinds of
ways (e.g. questionnaire, text, audio recording, im-
age etc.). Data can be sent to researchers immedi-
ately or stored for later analysis.
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Emoscope [127] Focuses on the difference between what a user
says they do and what they actually do through
the Emotron, Emotracking and Pulsetron [127].
Emotron is a software that allows the collection
of emotional data during a task and generates di-
agrams of task. Emotracker uses eye tracking to
find the points of attention and creates a thermal
map. The results of the Emotron and Emotracker
are combined. Pulsetron collects physiological emo-
tional data.

Eye tracking [37][38]
[59][85]
[98][130]

Using eye tracking, a user’s visual attention on a
display can be captured using software or hardware
(head mounted system, small camera) designed for
this purpose [36]. This method can be enhanced with
different sensors to allow for a more detailed analy-
sis. By analysing the visual path of the end user, one
can find out what the relevant information is, what
sections are ignored and what information is over-
looked [98].

Facereader [127] FaceReader can be used to track a user’s affective
state while using products or software. It analyses
facial expressions from a video in real-time. After
constructing a model of the face, the software calcu-
lates the likeliness of each of six basic emotions (joy,
sadness, anger, surprise, fear and disgust) [127].

Feeltrace [127] A software tool to allow observers to self-report the
perceived emotional content of a stimulus over time.

Field observation / field
study / observation

[13][39]
[60][85]
[96][98]
[127]

The researcher observes the user in their ’natural
habitat’, i.e. the field, in a direct or indirect way [98].
The researcher observes, takes notes and asks ques-
tions.

Field study: 3E (Ex-
pressing Experiences
and Emotions

[39] [107]
[127][134]

During a field study, 3E can be used to collect infor-
mation about users’ experiences and emotions. This
method is semi-structured /citevermeeren2010user.
Useful for uncovering pragmatic problems [39].
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iScale [127] iScale is a survey tool using the UX curve pen-and-
paper method. The participant is asked to draw one
or more curves to describe how their product expe-
rience changed over time [127]. The curve is drawn
on a template consisting of a time line and a horizon-
tal line to separate the positive and negative sides of
the experience. This method is retrospective, mean-
ing it relies on memories rather than reality, but it
can help reveal the experiences the participant found
most useful.

Kansei engineering
software

[127] This method concerns the design of affective values
in product solutions [113]. It ’measures feelings and
impressions and shows the correlation to properties
of the product [127]. The Kansei software is a tool
that can automatically collect data and evaluate this
data according to the rules of Kansei engineering,
thus making this method more efficient and easier to
apply.

Opinion mining / senti-
ment analysis

[98] Opinion mining is a method for extracting, classify-
ing, understanding and assessing opinions expressed
in user-generated content such as comments on so-
cial media [23]. This is done with the use of natural
language processing and text analysis [98]. Opinion
mining may also be called sentiment analysis [19].

Outdoor Play Observa-
tion Scheme (OPOS)

[127] OPOS is an observation scheme that can be used to
evaluate outdoor pervasive games that were intended
for children [11]. It is an objective method that can
help evaluators compare pervasive games based on
the play behaviours they bring. The objective mea-
surements can be combined with the subjective opin-
ions of the children after the interviews [127]. Cod-
ing the videos may be very time consuming.

Product reviews [24] Using this method, the user experience of a product
can be evaluated based on its online reviews. The re-
views objectively show the user’s opinion and con-
tain a large amount of data [24]. An advantage of
this method is that participants do not need to be se-
lected, as the product reviews already exist. How-
ever, not all buyers leave a review, so the user’s mo-
tivation for leaving a product review should be taken
into account.
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TRUE (Tracking Real-
time User Experience)

[127] While playing a game, participants’ behaviour and
reactions are recorded on logs and video. This
method is objective and rapid and can be done in
groups. It can be used to assess design goals, too.
However, this method does require software devel-
opment and a lab [67,127].

TUMCAT [127] Users install a software package that logs their ac-
tions and sends these loggings to a server to be
studied remotely [127]. Offers context, can be done
remotely and long-term measurement is possible.
Software is needed and triggers should be defined
[71,126].

User’s feedback [49][137] Any type of feedback from the user. Seyff, Ollmann
and Bortenschlager [115] describe AppEcho, which
is a mobile feedback approach where individual user
feedback is collected in situ. The feedback can then
be used for new requirements. Other (mobile) appli-
cations for the same purpose exist.

Table 18: Workshop methods from the MLR
Method Found in Description
Canvas card sorting [98] Similar concept to card sorting, where users are

asked to select the most valuable concepts and ar-
range them according to a template. Main categories
are pre-established [98].

Card sorting [98] Card sorting can be used to verify the way informa-
tion is structured in a product. Required paper cards
with a word or a phrase written on one side that rep-
resent a concept that is part of the user interface. Par-
ticipants are given a stack of cards and are asked to
group them as it makes sense to them. If a taxonomy
becomes visible, this can be used in the UI [98].

Co-discovery [98] A pair of users (friends) explore a product or concept
together. This can be with a researcher present to
guide the discussion or using a video tape to record
it. The friendly and familiar setting typically triggers
more experiential comments than discussing it with
a researcher [127].

Emocards / emofaces /
emotion cards

[107][127] Using emotion cards, users can quickly visually doc-
ument their emotions at a specific moment [127,32].

Experience recollection
method

[75] Users are asked to remind their past experience and
rate their degree of satisfaction on a scale of -10 to
+10. This is based on the UX curve [75].
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Expert walkthrough
(group-based)

[127] A group of domain experts evaluate a user interface
to identify usability-problems, possible design im-
provements and successful design solutions [127].
The evaluators do not need training. With the com-
bination of probing, UX problems can also be iden-
tified.

Focus group [13][35]
[38][83]
[96][97]
[98][130]
[137]

A representative group of users participate in an
open discussion where they are free to talk and lis-
ten to each other, analyzing the graphical interface
of a software product [98]. Users can develop their
own ideas. Can give insight into people’s thoughts
and motivations.

Fun toolkit [127] Again-Again table and a Fun Sorter. These are used
to measure three dimensions of fun: expectations,
engagement and endurability [127]. Designed for
children.

Laddering [127] Laddering in UX can help the researcher understand
in what way product attributes benefit end users’ per-
sonal values [2]. Using this method, more in-depth
information can be elicited compared to pictoral rep-
resentational scales (e.g. SAM) [136]. It shines light
on the reason users like or dislike a product. Lad-
dering is similar to think-aloud, but is a more gated
and incremental procedure. This means this method
would work well when working with groups like
younger children.

MAX [20][39] The Method for the Assessment of eXperience
(MAX) uses cards and a board to motivate users to
report their experience [20]. This method does not
require experienced UX researchers (i.e. can be used
by software engineers) and is meant to evaluate the
user experience of finished or prototyped software
products. MAX can capture the UX of a product
quickly and provides a structured way to conduct a
UX evaluation with the space for the participants to
explain their reasoning. Relatively easy to apply and
analyse [39].
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Mindmap [127] A mind map or concept map is a practical tool that
aids to visualise the thinking process [129]. In a
mind map, a non-linear network of connected and
related concepts is shown and creating a mind map
requires spontaneous, free-form thinking to find cre-
ative associations between concepts [28]. In the con-
cept of UXEMs, a mind map can be used to show
the creator’s mental model of a system to iden-
tify misconceptions and problematic areas [47]. This
method can be applied to study longer periods of
time.

Multiple sorting
method

[127] Multiple sorting method is a variation of the Reper-
tory Grid Technique where multiple designs are
shown to the participant, who is then asked to group
the designs in as many categories or piles as they
desire. They are then interviewed about their moti-
vations for doing so [127]. After, different design-
triads are shown until the participant cannot group
the designs in new ways. Then, as multidimensional
scalogram analysis can be conducted to construct
spacial maps. These maps can be analysed with the
interview data.

Paired comparison /
pairwise comparison

[127] Pair combinations of stimuli are made and presented
to the participant, who is then asked to select the
’best’ of the pair [127]. The data from this forced
choice of all participants is pooled together, after
which an ordering of the stimuli set can be created.
This method is suitable to use with children and is
generally easy to use.

Pencil & paper [98] Users evaluate aspects of a system prototype on pa-
per, where they may modify the interface design.
They may also comment and annotate their obser-
vations [98].

Perspective-based (us-
ability) inspection

[38][98]
[127][130]

With perspective-based (usability) inspection, every
inspection session the researcher focuses on a dif-
ferent subset of usability issues based on a usability
perspective [138]. This method should uncover more
problems than general inspeciton methods because
of the combination of different perspectives. Usabil-
ity perspectives may include aesthetics, fun, comfort
and other user experience [127].
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Product personality as-
signment

[127] In product personality assignment, the participants
are presented with a list of characteristics or person-
alities based on Myers-Briggs type indicators, e.g.
friendly, sensible. The participants are asked to as-
sign these personalities to product designs and moti-
vate their reason for doing so [127].

Prototype evaluation [96][97]
[98][137]

An end user and usability expert participate in a
meeting where the user is asked about their expecta-
tions for a mockup or prototype of a concept, prod-
uct, service or idea [98]. The main purpose for pro-
totypes is to test purposes or find and eliminate bugs
[103].

Repertory grid tech-
nique (RGT)

[127] The repertory grid technique (RGT) is used to sys-
tematically explore the views a participant has on a
certain topic [48]. This is done based on constructs,
both emotional (e.g. warm-cold) and rational (e.g.
professional-popular). These constructs are based on
the personal construct theory [65], which states that
everyone makes sense of the world through their
own personal bipolar constructs. The extraction of
these constructs can be done by presenting the user
with a set of three artifacts. The user is then asked to
describe how two artifacts are similar and how the
third is different from them [53]. This is repeated
until no new constructs are found. This technique is
structured but still dynamic and open to the personal
constructs of a user. This method exists on the bor-
der between qualitative and quantitative [127]. RGT
does require a significant amount of effort, both by
the researcher and the user. It is less time-consuming
when compared to fully open approaches (e.g. un-
structured interviews).

Resonance testing [127] Resonance testing is a qualitative method primarily
intended for use with physical products [127]. Us-
ing resonance testing, the researchers can test prod-
uct concepts for their emotional and functional de-
sign attributes [80]. Multiple abstraction levels are
required, meaning artifacts at different fidelity levels
are needed. This is a straightforward method that has
been proven in practice, but is expensive.
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Semiotic inspection
method

[98] Semiotic inspection examines the diversity of signs
(e.g. widgets, words, colours, images, graphic lay-
outs) to which users are exposed as they interact with
a system [30]. This qualitative method is subjective
and the quality of the data is dependent on the ex-
pertise of the researcher. This method may be used
to complement a communicability evaluation. Semi-
otic inspection focuses on the elements within a sys-
tem or interface, not the way the user interacts with
the system [98].

Sentence completion [91][127] Sentence completion takes place after the user has
used the system [127]. The beginnings of sentences
are presented to the user to trigger them to think
of different aspects of product use. This qualitative
method yields structured data about users’ views
[74]. The results are more time consuming to an-
alyze compared to other qualitative methods, but
can retrieve more information on a user’s negative
feelings. Compared to traditional questionnaires, the
data from sentence completion is more reliable as
users can express themselves more freely [127]. Sen-
tence completion can also be used online to reach a
broader user group. It may be used to complement
other methods as well.

Simplified pluralistic
walkthrough

[98] A simplified pluralistic walkthrough typically takes
place after a simplified streamlined cognitive walk-
through [50]. SPWs usually take place in two ses-
sions with four customers each. Real product users
have the spotlight in these sessions to gather real-
world feedback on the usability of the features. [50]
created the SPW as a step towards informal cogni-
tive walkthroughs, where SPWs are combined with
simplified streamlined cognitive walkthroughs.
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Simplified streamlined
cognitive walkthrough

[98] A simplified version of a streamlined cognitive
walkthrough, where the workload and responsibili-
ties for the researcher are increased to decrease the
amount of time required for training the particpants
[50]. For each step, the researcher answers two ques-
tions: (1) as the user, would I know what to do at
this step? (2) If I do the right thing, as the user, do
I know I have made progress toward my goal? Af-
ter these questions are answered, the participants are
asked to share their opinions. Documentation from
this session exists as notes taken during the session,
which include the changes to be made after this ses-
sion. [50] created the SSCW as a step towards in-
formal cognitive walkthroughs, where SSCWs are
combined with simplified pluralistic walkthroughs.

This-or-that [127] Typically aimed at children [127]. Two conditions
(systems or versions) are presented. After a while,
the participant is asked to choose: this or that?

Usability & commu-
nicability evaluation
method

[98] Assesses the communication and determines to what
degree the designers succeeded in conveying their
intents and interactive principles through the in-
terface [95,101]. While a representative number of
users interact with the product, evaluators identify
communication breakdowns. Categorization is done
with the use of thirteen expressions or labels. The
evaluator interprets the issues and rebuilds the mes-
sage to identify possible improvements [98].

User testing [37][38]
[83][96]
[97][98]
[117][130]

A representative number of end users follow a pre-
defined list of tasks while interacting with the soft-
ware, or are asked to explore it freely. Through ob-
servation of these tasks, usability and design issues
can be identified. Commonly applied in a usabil-
ity lab where a user’s gestures and screen can be
closely monitored [98]. There is no consensus re-
garding the number of users required. While earlier
research [128] states that 85% of usability problems
can be found with four or five participants, others
state that five participants only identified 35% of the
usability problems [116]. The number of participant
required ultimately seems to depend on the type of
user test [6].
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User testing - log analy-
sis

[38][130] Usage data is analyzed by testers or software tools. It
is typically used post-release to collect data regard-
ing the fild of use of a system [56]. It can also be
used to collect more detailed data during user test-
ing. When related to gaze points this is categorized
as eye tracking.

User testing - perfor-
mance measurement

[38][130] Usage data is recorded by testers or software tools.
Statistics are obtained during the test. Performance
measurement may be formative or summative. This
method can be applied to obtain a more thorough
understanding of a user’s need and to improve the
product to provide better user experience [14].

User testing - question
asking

[38][130] Testers ask the users direct questions. This can be
seen as a alternative to the thinking-aloud method
[64]. This method aids in identifying the problems
users can experience in different contexts, what in-
formation a user may need, what features are diffi-
cult to learn and how users could misunderstand the
system.

User testing - remote
testing

[37][38]
[130]

Testers and users are not located in the same place
during the user test. The usability issues that can
be identified through this method are similar when
compared to a lab setting [119]. Often performed at
the same time as log analysis methods. Tullis et al.
[119] describe two different types of remote testing:
synchronous and asynchronous.

User testing - retrospec-
tive thinking aloud

[98][22] Very similar to thinking aloud, only with this method
the user is asked to formulate their thoughts retro-
spectively, so after the user testing session. Record-
ings of the session may be used to aid the narration
of the user [98]. In this method, usability problems
may be identified through verbalisation by the user,
as opposed to observation by the researcher [124].

User testing - think-
ing aloud / thinking out
loud

[37][38]
[39][58]
[60][83]
[97][98]
[130][137]

User interacts with the system while verbalizing
their thoughts. Supervisors encourage the user to
speak their mind and give their opinion on the sys-
tem. This is a way for researchers to gain insight into
the thought processes of a user [17]. It seems like
thinking aloud while the user is performing the ac-
tions outperforms retrospective thinking aloud or a
hybrid method, not only on the numbers of usabil-
ity problems identified but also on the time required
on the researcher’s part [5]. Useful for uncovering
pragmatic problems [39].
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User testing - extended
usability testing

[37][38]
[83][96]
[97][98]
[117][130]

Representative amount of end users follow a pre-
defined list of tasks while interacting with the soft-
ware, or are asked to explore it freely. Through ob-
servation of these tasks, usability and design issues
can be identified. Commonly applied in a usabil-
ity lab where a user’s gestures and screen can be
closely monitored [98]. There is no consensus re-
garding the amount of users required. While earlier
research [128] states that 85% of usability problems
can be found with four or five participants, more re-
cent research states five participants only identified
35% of the usability problems [116]. The amount of
participant required ultimately seems to depend on
the type of user test [6].

UX curve [85][127] UX Curve method aims at assisting users in retro-
spectively reporting how and why their experience
with a product has changed over time. A method of
retrospective reporting. Users are aided by the UX
curve to report how and why their experiences with
a product changed over time [127] [73]. According
to Vermeeren et al. [127] this method can help iden-
tify the most impactful experiences over time, but it
is less reliable as it counts on memories rather than
reality. Is a pen-and-paper method, but iScale is a
related tool.

Valence method [127] Based on Hassenzahls model where UX is defined
as a primary evaluative feeling while using a prod-
uct of service [127]. Users are asked to continuously
report all positive pr negative feelings using a re-
mote control (e.g. green checkmark for positive, red
x-mark for negative). Short sessions (¡10 minutes).
Afterwards, a retrospective interview is conducted
to investigate for each valence marker what aspect
caused the feeling and what the personal meaning
and underlying needs are.



84

Workshops + probe in-
terviews

[49][127] Design probes are a tool to help understand hu-
man phenomena and explore design opportunities.
They are based on user participation through self-
reporting, take user’s personal context and percep-
tions into consideration and have an exploratory
character [87]. After the initial explorartory user re-
search using probes, the same participants are in-
vited back to validate the analysis in an interview.
In this session, participants can experience the early
prototypes and provide feedback. This is done in a
group setting citevermeeren2010user.
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B Informed consent

Thank you for your interest in this study! This study aims to create a decision model
to aid in the selection of UX evaluation methods. Your responses will be kept strictly
confidential, and digital data is stored securely. Any publications based on this research
will not include your name or the company name. In any publications within the com-
pany, your name will be anonymized, but the location of your team may be included.
The project’s research records may be reviewed by departments at Utrecht University
responsible for regulatory and research oversight. Your participation in this research is
voluntary. You may choose to withdraw your participation at any time without being
penalized.

If you have any questions, comments or concerns about this study, you may contact
a.e.stolk@students.uu.nl or thesis supervisor c.vannimwegen@uu.nl.
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C Interview protocol: Current situation and methods

C.1 General

– Welcome interviewee.
– Introduce researcher and research.
– Ask to read and sign informed consent.

C.2 UXEMs

– Explain UX evaluation methods and how they differ from UX design methods.
– (Q1) Off the top of your head, what UX evaluation methods do you usually use?
– Show list of UXEMs compiled from earlier interviews. Compare it to the answers

given to Q6.
– (Q2) Looking at this list, do you see any UX evaluation methods you may not have

mentioned yet?
– Show list of UXEMs from the literature.
– (Q3) Looking at this list, do you see any UX evaluation methods you may use?
– (Q4) Or ones you have heard of, but do not use? Why do you think that is?

C.3 Current process

– I would like to ask you some questions about your typical UX projects. Imagine a
new project is about to start.

– (Q5) How do projects typically get assigned?
– (Q6) Who decides what to do?
– (Q7) How do you pick a UX evaluation method (or multiple) for your project?

What do you base your decision on?
– (Q8) If a colleague from the same team and location would get this project assigned,

would they handle it the same way? Why?
– (Q9) If a colleague from another UX team and another location would get this

project assigned, would they handle it the same way? Why?

C.4 End

– (Q10) Do you have anything you would like to add?
– Thank participant for their time and efforts.
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