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Abstract

Context - Process Mining is a discipline that intersects business process man-
agement and data science. Event logs are extracted from information systems
and analyzed through various techniques in data science to optimize business
processes and improve user experience or process efficiency. Data preprocessing
is an important part of data analysis, which often occupies most of the time in
the analysis process.
Purpose - In most of the existing studies, we could see the descriptions of the
event log preprocessing techniques used in specific case studies. However, only
one research classified event log preprocessing techniques, but this taxonomy
is not task-oriented and operation-based and does not include all preprocess-
ing techniques. So this thesis project aims to propose a new taxonomy while
exploring the relationship between the choice of data preprocessing techniques
and domain, data domain, analysis purpose, and process mining task.
Method and result - A two-phase research method, systematic literature re-
view (SLR), and taxonomy development are applied in this thesis project. A
taxonomy of event log preprocessing techniques with six high-level categories
and twenty low-level categories is proposed. The high-level category consists of
log filtering, log transformation, log abstraction, log integration, log enriching,
and log reduction. The results of SLR shows that the selection of log filtering
is not data domain-dependent, whereas the choice of other log preprocessing
techniques is. Data domain and analysis purpose affects the log preprocessing
techniques selection, and the intended PM tasks do not have a significant im-
pact on it.
Contribution - For scientific contribution, this research will fill in the gaps in
academic research and update existing basic operations of event log preprocess-
ing; For practical contribution, this research will provide insights to analysts in
making preprocessing technique selection decisions in different task contexts.
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Chapter 1

Introduction

Process mining (PM) is a discipline that intersects business process management
(BPM) and data science. Process discovery, conformance checking, and process
enhancement are the three types of process mining [116]. The basic element
of process mining is event logs that can reflect the real process. By collecting
and analyzing event logs from information systems, the actual process can be
discovered and monitored. In the task process discovery, a process model is
mined based on an event log, representing the activities and the ordering be-
tween them. Furthermore, fact-based insights such as deviation analysis can be
gained to improve the process with the help of process mining tools and data
mining techniques [116].

To complete more analysis and obtain more insights through detailed infor-
mation, more and more event data is recorded in practice. With the increase
in data volume, the quality of data has become a problem that needs to be
solved [100]. Low-quality data can lead to inaccurate or misleading analysis
results [125]. Thus, like any other data analysis, data preprocessing is neces-
sary in process mining as well. This research focuses on event log preprocessing
in process mining, aiming to give a taxonomy by using methods of systematic
literature review and coding. In this chapter, the research context, research
questions, and expected contributions are explained in detail.

1.1 Problem Statement

With the advancement of social technology and the popularization of digital
applications, every aspect of human life generates data all the time. For exam-
ple, logging in to a website, scanning a shopping credit card, booking a seat in
a library, swiping a card to take a bus, etc. This massive amount of data is
collected and stored, and it is considered an important asset for digital service
providers. Huge amounts of data provide more possibilities for data analysis but
also increase the difficulty of data processing. Several facts about data process-
ing in reality are: 1) There are various reasons such as complex processes or user
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carelessness leading to data loss and inconsistency; 2) Data is usually stored in
different data tables, databases, and even different storage medium, different
subsystems. The above can be summarized as there are two main reasons for
conducting data preprocessing: 1) the error of the data itself, 2) the preparation
for data analysis [41]. The quality of the data that was chosen for analysis has
a significant impact on the results [79]. Therefore, data preprocessing is a very
important and time-consuming part of data analysis, usually occupying most of
the time of the entire analysis project [81].

According to different domain event log characteristics, log complexity, and
expected event log processing results, analysts will adopt appropriate event log
preprocessing methods, for example, log removal, log transformation, and log
detection. In most of the existing studies, especially the case studies, descrip-
tions of the event log preprocessing methods used in specific domains and condi-
tions can be found. However, few studies have classified event log preprocessing
techniques in process mining, especially those combined with business context.

In addition, in the existing literature, [74] proposed the first taxonomy of
event log preprocessing techniques in process mining, but this taxonomy is not
task-oriented, which refers to analysis task (purpose) orientation and PM task
orientation, including process discovery, conformance checking and performance
enhancement. For the data analyst, it cannot guide the analyst to make the
selection decision of the preprocessing technology. Finally, we also believe that
the basic operations on event log preprocessing in process mining proposed in
[39] are not comprehensive and could be updated. The result of literature study
can be found in Chapter 3.

1.2 Research Aim and Objectives

By defining a case notion and event classes, event data is converted into event
logs [34]. We define the event log preprocessing stage that this paper focuses
on as: from after event data extraction to before event log analysis. Since
existing process mining tools such as Disco and ProM already support the data
extraction stage and import data from different data sources [27], we regard the
data extraction stage as a stage independent of event log preprocessing.

This study aims to propose a new taxonomy of event log preprocessing tech-
niques in process mining, which is task-oriented and operation-based, providing
insights to analysts in making preprocessing techniques selection decisions. The
term “operation-based” refers to the preprocessing operations such as filtering,
adding, converting, reducing and so on. More specifically, we aim to explore
the most commonly used event log preprocessing techniques in different domain
contexts, and accordingly, the focus of event log preprocessing techniques in
different task contexts. In the field of process mining, we intend to find the con-
nection between event log preprocessing techniques selection and task context
by carrying out systematic literature review (SLR) and coding the literature to
obtain qualitative data.
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1.3 Research Question

To achieve the above objectives, we propose the following main research ques-
tion:

- RQ What is a task-oriented and operation-based taxonomy of event log
preprocessing techniques in process mining?

The term ‘task-oriented’ refers to analysis task (purpose) orientation and PM
task orientation, including process discovery, conformance checking and process
enhancement. While the term ‘operation-based’ refers to the preprocessing op-
erations such as filtering, adding, converting, reducing and so on. For different
concerns, following sub research questions are addressed to answer the research
question from different perspectives.

- SRQ1 What is the existing taxonomy of event log preprocessing techniques
in process mining?

Understanding the characteristics of existing taxonomy and its limitations is
the basis for proposing a new taxonomy. This sub research question will be
answered by reviewing related work.

- SRQ2 What factors (e.g., data domain, analysis purpose. . . ) will affect
the selection of event log preprocessing techniques in process mining anal-
ysis?

- SRQ3 Is the selection of event log preprocessing techniques data domain-
dependent?

- SRQ4 How would analysis task affect the selection of event log prepro-
cessing techniques?

From the domain (data domain) and task context perspective, domain charac-
teristics will determine data characteristics, such as data scale and complexity.
Is there a preprocessing technique that is widely used or generally applicable to
specific domain? For different analysis task, what kind of event log preprocess-
ing technology is widely used, why such event log preprocessing techniques are
chosen, what are the factors? and how to affect? The above questions will be
answered through SLR and coding analysis.

1.4 Expected Contributions

For scientific contribution, this research will fill in the gaps in academic research.
After reviewing the existing literature, we only found one review for event log
preprocessing techniques in process mining [74], but they did not pay attention
to the domain and the task context where the technology is applied. Addition-
ally, we found the basic event log preprocessing operations are not complete and
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could be updated [39]. Therefore, this research will link event log preprocessing
techniques and tasks for the first time and update the basic operations in event
log preprocessing.

For practical contribution, for data analyst, this research will provide insights
on event log preprocessing techniques that need to be adopted in different task
contexts.

1.5 Proposal Structure

The rest of the proposal is structured as follows. In Chapter 2, the background
knowledge about event log and data preprocessing is given. In Chapter 3, we
summarize the existing literature review in the context of process mining, espe-
cially those addressed event log preprocessing techniques. The research meth-
ods of this study, systematic literature review and qualitative data coding, are
explained in detail in Chapter 4. In Chapter 5, the coding analysis result is
described. Discussion and conclusion are presented in Chapter 6 and Chapter
7, respectively.
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Chapter 2

Backgrounds

This chapter explains the basic compositions of the event log and the three main
tasks of process mining, namely process discovery, conformance checking, and
performance enhancement.

2.1 Event Log

An event log is a start point for process mining. Each event in such a log refers
to a case (i.e., a process instance), an activity (i.e., a well-defined step in some
process), and a point in time [118]. For example, as a event log showed in
Table 2.1, each row of data is an event, and the attribute Order No. is the
unique identifier of the case, so there are 5 events and 3 cases (9901, 9902,
9903). In addition to the three basic necessary columns of case id (Order No.),
activity, and timestamp, in fact, event logs may also collect and store additional
information, such as resources (User and Product) and other data (Quantity)
[118]. An event log can be seen as a collection of cases. A case can be seen as a
trace or sequence of events. An ordered case’s events can be thought of as one
”play” of the process, for example, <register order, check order, ship order>.

Table 2.1: An example of event log.
Order No. Activity Timestamp User Product Quantity

9901 register order 2022-01-22 09:15 Sara iPhone5S 1
9902 register order 2022-01-22 09:18 Sara iPhone5S 2
9903 register order 2022-01-22 09:27 Sara iPhone4S 1
9901 check stock 2022-01-22 09:49 Pete iPhone5S 1
9901 ship order 2022-01-22 10:11 Sue iPhone5S 1

11



2.2 Process Mining Tasks

There are three main tasks in process mining: process discovery, conformance
checking and process enhancement.

Process discovery techniques take selected event logs as input and conduct a
process model describing the observed activities automatically [120]. As showed
in Figure 2.1, given an event log L1 = [⟨a, b, c, e⟩10, ⟨a, c, b, e⟩5, ⟨a, d, e⟩], three
different process model examples can be found. The models also show frequen-
cies. In addition to Directly-Followed Graph (DFG), Accepting Petri Net (APN)
and Process Tree (PT), there are also many other process model representations
or notations such as Business Process Model and Notation (BPMN) diagrams.

Figure 2.1: Three example process models [120].

Conformance checking compares both the actions in the process model and
the events in the event log [116]. The goal of conformance checking is to find
commonalities and discrepancies between the modeled behavior and the ob-
served behavior [116]. On top of the process model, it is possible to replay the
event log to look for unfavorable variances that might indicate inefficiencies.
Moreover, conformance checking approaches can also be utilized for monitoring
the performance of process discovery algorithms and to fix models that are not
aligned well with reality [116]. There are four measurement criteria: fitness,
precision, generalization, and simplicity. However, there is no such a thing as
“the best process model”.

Performance enhancement aims to extend or improve an existing process
model using information about the actual process [119]. One type of enhance-
ment is process extension [119], which focuses on high precision and aims to
incorporate different perspectives [28]. Another type is process improvement
[119], which focus on the other measurement criteria. Improvement ensure pro-
cess models a) to better reflect reality, and/or b) to only enable executions
that are valid from a domain standpoint and/or are connected to higher perfor-
mances [28]. During this task, some tools such as Disco, Celonis and ProM can
be used to visual the process model automatically and do analysis from different
perspectives.
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Chapter 3

Related Work

In this chapter, we summarized the existing works that focused on data and
process mining methodologies, event log preprocessing techniques, and related
literature review and surveys. Since this thesis aims to give a taxonomy on event
log preprocessing techniques combined with task context in process mining, sys-
tematic literature review is adopted as a method and lead to results. Therefore,
chapter 3.3 mainly focus on related literature review by other researchers rather
than papers that described event log preprocessing in case studies.

3.1 Data and Process Mining Methodologies

Over the last decades, many researchers proposed data mining and process
mining methodologies to carry out related tasks and applications. We could see
that data preprocessing is one necessary part of them. In the field data mining,
we mainly introduce three main popular methodologies: KDD, CRISP-DM and
SEMMA. The Knowledge Discovery Databases (KDD) model is an iterative and
interactive model aiming to extract knowledge from data. It has five steps in
total, which are (1) selection, (2) preprocessing, (3) transformation, (4) data
mining, (5) interpretation/evaluation [42]. On top of it, CRISP-DM (CRoss
Industry Standard Process for Data Mining) was built. It is a comprehensive
process model for carrying out data mining projects and includes six phases:
(1) business understanding, (2) data understanding, (3) data preparation, (4)
modeling, (5) evaluation, and (6) deployment [123]. Meanwhile, SAS institute
developed the SEMMA (Sample, Explore, Modify, Model, Assess) methodology
consisting of five phases: (1) sample, (2) explore, (3) modify, (4) model, and (5)
assess [7].

In order to compare the above three methodologies more clearly and address
the data preprocessing stage, Table 3.1 aligns the stages of the three method-
ologies. We can see that data preprocessing is an independent stage in KDD.
In methodologies CRISP-DM and SEMMA, data preprocessing is included in
data preparation and modify respectively. In SEMMA, the modify stage espe-
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cially points out that modification is achieved through creating, selecting, and
transforming the variables.

Table 3.1: Alignment of three methodologies KDD, CRISP-DM and SEMMA
in data mining.

Model KDD CRISP-DM SEMMA

Phases

business understanding

data understanding
sample
explore

selection
data preparation modifypreprocessing

transformation
data mining modeling model
interpretation/evaluation evaluation access

deployment

However, all of the methodologies mentioned above are high level and inde-
pendent of both the industry applied and the technology used, thus provided
little support in practice [117, 123]. Moreover, they are generally for data mining
projects rather than process mining projects.

Wil M.P. van der Aalst [117] proposed L∗ life-cycle model, as seen in Figure
3.1. A life cycle of a typical process mining is described by this five stage model.
The goal of this model is improving lasagna process (a structured process) spe-
cially. A structured process is one in which each activity is repeatable and has
clear inputs and outputs, whereas specifying the prerequisites and outcomes of
activities in an unstructured process can be challenging [117].

There are five stages in L∗ life-cycle model: plan and justify (Stage 0),
extract (Stage 1), create control-flow model and connect event log (Stage 2),
create integrated process model (Stage 3), and operational support (Stage 4).
All preparatory work before the official start of the project is included in stage0,
such as time and activity schedule, milestones definition, monitoring standards.

Specially, in stage 1 extract, event data, models, objectives, and well as
questions will be extracted from systems and stakeholders. Van der Aalst [117]
indicated that finding the relevant data and scoping these data will be paid
the most efforts. Also, the requirements that event logs need to satisfied to
do data extractions are listed: be ordered in time and correlated. The stage 2
aims to product a control-flow model closely linked to the event log. In stage
3, additional perspectives are added to enhance the control-flow model. Both
the outputs of stage 2 and 3 can be used to answer questions listed in stage
1 and take appropriate actions. After getting the integrated process model,
three operational support activities of stage 4 of the L∗ life-cycle model will be
considered, which are detect, predict, and recommend.

Another methodology to guide the execution of process mining projects is
PM2 (a Process Mining Project Methodology), aiming to improve process per-
formance or compliance to rules and regulations [34]. Compared to L∗ life-cycle
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Figure 3.1: L∗ life-cycle model [117].

model, PM2 is more applicable for large and complex projects because its cov-
ering of numbers of process mining and other analysis techniques. Moreover,
PM2 does not only aim at structured process, but also unstructured process.
There are six stages in PM2 methodology: (1) planning, (2) extraction, (3) data
processing, (4) mining & analysis, (5) evaluation, and (6)process improvement
& support. An overview of the methodology see Figure 3.2.

Similar to the L∗ life-cycle model, the PM2 methodology also includes the
stage extract, but the PM2 methodology makes a more specific identification
for this stage. Three activities are listed in stage 2 extract : determining scope,
extracting event data, and transferring process knowledge. Firstly, the scope
of data extraction is determined. Then, event data is created by collecting
the selected process and joining them into a single collection of events. Lastly,
process knowledge such as written process documentation or handmade process
models is made and shared to drive after-stages more effectively.

Event data extraction is considered as an independent stage in both two
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Figure 3.2: An overview of PM2 [34].

process mining methodologies. We define that event log prepossessing stage
does not include data extraction in the context of this paper. The event log
preprocessing stage defined in this paper corresponds to the third stage of data
processing in the PM2, that is, after data extraction and before data mining
and analysis. The input to the event log preprocessing stage is event log that
usually extracted from different data sources, and the output is event logs that
are ready for analysis.

3.2 Data and Event Logs Preprocessing

In data mining and process mining methodologies discussed above, data prepro-
cessing operations and techniques are highly abstracted in specific stages. This
subsection introduces them in detail. Moreover, through an initial comparison
of data preprocessing and event log preprocessing techniques, we found that
there are certain differences between the two, which is mainly caused by the
characteristics of event logs.

3.2.1 Data Preprocessing

In [44], data preprocessing techniques are divided into two disciplines, data
preparation and data reduction. Data preparation includes data cleaning, data
normalization, data transformation, missing values imputation, data integra-
tion, noise identification, while data reduction includes feature selection, in-
stance selection and discretization, as seen in Figure 3.3. General explanations
of these techniques are listed:
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• Data cleaning: usually consists of two stages, qualitative error detec-
tion and error repairing, aiming to solve data quality problems, such as
duplicates, missing values, integrity constraints violations, and outliers
[24].

• Data normalization: A method of converting the data to a particular
range, such as 0 to 1. When there are significant discrepancies between
the ranges of several attributes, it is necessary [86].

• Data transformation: Data transformations are the application of a
mathematical modification to the values of a variable [82].

• Data integration: The challenge of merging data from several sources
and giving the user a consistent view of these data is known as data
integration [68].

• Missing values imputation: One method is to discard cases that having
a missing value. Another example is statistics-based method that sample
the approximate probabilistic models to fill in the missing variables by
using maximum likelihood approaches [44].

• Noise identification: Mainly consists of two methods: (1) Data pol-
ishing: to correct the noise especially if it interferes with an instance’s
labeling, (2) Noise filtering: identify and remove the noisy instances [44].

• Feature selection: The process of identifying and removing as much
irrelevant and redundant information as possible [51], aiming to extract a
subset of the original problem’s attributes and still adequately describes
it [49].

• Instance selection: Selecting appropriate instances from a very large
number of instances so that they can be prepared as input for a data
mining algorithm [44].

• Discretization: Through the division of the numerical features into a
finite number of non-overlapping intervals, it converts quantitative data
into qualitative data. Every numerical value is mapped to each interval
by using the boundaries, thus making the values discrete [44]. Benefits
are data simplification and reduction, and readability, but may have in-
formation loss [70].

However, within the data mining technology classification above, we could
see some overlap between the categories. For instance, noise identification can
be considered as one part of data cleaning. Discretization can reduce the com-
plexity of the data analysis process, but it will not reduce the amount of raw
data. At the same time, both discretization and data normalization can be
regarded as a way of data transformation.

Han et al. han2022data defined a clearer and more concise classification of
data preprocessing techniques in data mining, which consists of four categories:
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(a) Data Preparation Tasks (b) Data Reduction Approaches

Figure 3.3: Data Preprocessing Tasks [44].

• Data cleaning: It is considered as a process. It focus on handling missing
values, identifying noise or outliers, and repairing errors.

• Data integration: It includes data join and match, data consistency
check, and redundancy removal.

• Data transformation: It mainly includes normalization, discretization,
data compression and sampling.

• Data reduction: data reduction can be divided into dimensionality re-
duction such as attribute subset selection, and numerosity reduction such
as data partitioning, clustering, and data cube aggregation. Data com-
pression and sampling methods mentioned in data transformation are also
common data reduction techniques depending on data processing purpose.

Since event logs are still a type of data in essence, the above high-level classi-
fication of preprocessing technology in data mining provides a powerful reference
for the taxonomy of process mining preprocessing technology we intend to build.
But it is not exactly equal to the preprocessing technique in process mining.
The log emphasizes the time sequence of events to generate a business process
model in actual operation, so there are preprocessing technologies for specific
attributes such as timestamp, which are not specifically highlighted in the gen-
eral preprocessing technology in data mining. The discipline of process mining
combines business process management and data science, so the preprocessing
of logs has its own special features that distinguish it from data preprocessing
in data science.

3.2.2 Event Logs Preprocessing

As the specific data analysis in the context of process mining, event log analy-
sis requires data preprocessing steps similar to any other type of data analysis
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[39]. First of all, in reality, event logs is not recorded in perfect way either.
An example is that due to possible mistakes in the iterative update process
of products and codes, the values in a certain attribute may be confusing and
inconsistent. For instance, before a certain moment, the values stored in the
gender attribute were ”female”, ”male”, ”others”, but after that, it were ”0”,
”1”, ”2”. Additionally, event logs can come from a variety of sources, includ-
ing a database system, a comma-separated values (CSV) file or spreadsheet, a
transaction log, an ERP system (SAP, Oracle, etc.), a business suite, a message
log (from IBM middle-ware, for example), an open API that provides data from
websites or social media, and more. After data extraction to create the event
log, the data quality is not sufficient enough to permit direct analysis in most
cases. Therefore, the event log is necessary to be preprocessed.

Figure 3.4: An example to explain three basic preprocessing operations on event
logs [39].

Fahland Fahland2022 indicated that there are three basic preprocessing op-
erations on event logs, which are selection, projection and aggregation. The
majority of additional event log preprocessing techniques can be thought of as
a combination of these three basic operations. As shown in Figure 3.4, selection
refers to selecting a subset of traces that meet specific requirements in the orig-
inal trace set, for example, selection filters out all traces that end with event
C. Projection refers to removing events that do not meet specific requirements
from all traces, for example, all event B is removed in Figure 3.4. Aggregation
refers to synthesizing and replacing consecutive and repeated events in all traces
with a single event. In Figure 3.4, the continuous event B is synthesized into a
single event B.

By corresponding these three basic event data preprocessing operations [39]
with the four traditional data mining technology classifications [52], as shown in
Table 3.2, we could see that indeed each type of data preprocessing technology
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contains at least one basic operation. However, some techniques cannot be
described by these three basic operations. For example, data cleaning focus
on handling missing values, identifying noise or outliers, and repairing errors,
but repairing errors in data cleaning is neither selection, nor projection, nor
aggregation.

In addition, the traditional classification of data preprocessing techniques is
not complete enough. For example, enriching logs is a relatively common pro-
cessing method in log data preprocessing. However, no matter in data cleaning,
data integration, reduction, or transformation, enriching data is not included.
[34] discussed two ways of enriching logs, which are (1) extrapolating or comput-
ing new events and data attributes from the log itself, and (2) adding external
attribute. The difference between enriching data and data integration is that
enriching data is operated based on a single event log file such as a csv file,
which essentially adds additional information. However, data integration is to
integrate two or more files, such as join or match, and essentially does not
add more attributes. Therefore, for process mining, the taxonomy of log pre-
processing techniques is a further discussion on the taxonomy of data mining
preprocessing technology. At the same time, the definition of basic operations
by [39] also has room for improvement and update.

Table 3.2: Alignment of basic event log preprocessing operations and data pre-
processing high-level techniques.

Data preprocessing high-level
techniques by [52]

Basic event log preprocessing
operations by [39]

selection projection aggregation
Data cleaning X X X
Data transformation X X
Data integration X
Data reduction X X X

3.3 Literature Review and Surveys

In the existing literature, there are already some literature reviews and surveys
in the context of process mining. We introduce and summarize them in this
subsection. By discussing existing reviews, the preliminary taxonomy result is
purposed to provide coding basement for phase 2.

3.3.1 Literature Review in Event Log Preprocessing

Marin-Castro and Tello-Leal [74] reviewed 70 related papers that were published
from year 2005 to 2020 and explicitly mentioned the event logs preprocessing
or cleaning. As shown in Figure 3.5, this literature review grouped prepro-
cessing techniques into transformation techniques and detection-visualization
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techniques. Transformation techniques mark modifications made towards the
original structure of event log. While the events or traces that can lead to
issues with data quality are identified, grouped, and isolated using detection-
visualization techniques.

Figure 3.5: A grouping way for event log preprocessing in process mining [74].

It is worth mentioning that this review is the first literature review about the
main approaches applied in data preprocessing for process mining. In this re-
view, the results were conducted according to the characteristics of the data pre-
processing techniques, such as time-based or filtering-based, or pattern-based.
However, it did not mention in which business context or domain these tech-
niques were used. This is exactly where our research will focus on.

Our study differs in the following aspects. Firstly, in different domains, (1)
the obtained logs present different characteristics, and, (2) there are specific
purpose analyzes in specific domains. The nature of data itself and the purpose
of data analysis will affect the choice of data preprocessing technology. There-
fore, we propose that domains are related to data analysis and preprocessing
techniques, and add the aspect of domain to the literature review in the second
stage.

In addition, from the perspective of analysts, this taxonomy is not readable
and not task-oriented. It fails to guide analysts in making choices about which
preprocessing technique to use when performing specific event log preprocessing
tasks. For business-oriented analysts, this taxonomy is too technical, and they
may not even be able to accurately distinguish whether a certain preprocessing
technology is pattern-based or filtering-based.

Another difference between our research and this review is that we will in-
clude more articles, for example, those published in the years 2021 and 2022. In
summary, we expect to propose a new taxonomy. It will combine the data pre-
processing taxonomy in traditional data mining with the log analysis features in
process mining, and is task-oriented and analyst-friendly, that is to say, it can
support and guide data analysts in making event log preprocessing technology
selection decisions.

A literature review and taxonomy on event abstraction, which can be con-
sidered as a part of event logs preprocessing, are conducted in [122]. This paper
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focused on the abstraction from fine-granular events to coarse-granular events.
They only include papers that addressed an underlying model. Papers that fo-
cused on event correlation and potential techniques that described incompletely
were excluded. Finally, 28 publications published from years 2009 to 2020 were
reviewed. As a result, a taxonomy with nine dimensions was conducted, those
are (1)Supervision strategy, (2)Unsupervised techniques, (3)Supervised tech-
niques, (4)Fine-granular event interleaving, (5)Probabilistic nature of outcome,
(6)Data nature, (7)Alternative perspectives, (8)Relation between event classes
and activity classes, and (9)Relation between event instances and activity in-
stances. For the similarities and differences between data abstraction and data
preprocessing, [122] also addressed that some data preprocessing techniques do
not aim to change data granularity level and do aim to find (in)frequent patterns
that can lead to data preprocessing basic operations instead. A suggestion that
the combination of data abstraction techniques with other data preprocessing
techniques might lead to a better result was given in this review. Correspond-
ing to our research, we consider event log abstraction as an indispensable part
of preprocessing stage and add log abstraction as a high-level category when
coding papers. Also, still, like the event log preprocessing review mentioned
above, the data abstraction taxonomy in this paper does not mention domain
or industry and we will consider them as one important dimension.

3.3.2 Literature Review in Process Mining

In the field process mining generally, there are also many literature reviews fo-
cused on specific domain. We mainly introduce related review in healthcare,
business and education domains here. In the healthcare domain, Rojas et al.
Rojas2016 conducted a literature review which covered 74 publications. Eleven
main aspects, which are: process and data types; frequently posed questions;
process mining techniques, perspectives and tools; methodologies; implemen-
tation and analysis strategies; geographical analysis; and medical fields, were
concerned to analyse those publications. They concluded that due to the noisy
and incomplete data characteristics and the low-structured process character-
istics in the healthcare domain, the techniques or algorithms Trace Clustering,
Fuzzy Miner and Heuristics Miner are often applied.

In the same year 2016, Ghasemi and Amyot Ghasemi2016 conducted a sys-
tematised literature review (SdLR) on the domain healthcare that was based
on existing eleven literature reviews rather than a wide collection of original
sources. Therefore, a Systematic Literature Review (SLR) is more complete
and rigorous than a SdLR [60]. However, Ghasemi and Amyot indicated that
this SdLR was more healthcare-specific than the majority of other assessments
and offered more precise information regarding the state of process mining in the
healthcare industry. Generally speaking, this SdLR is not updated enough, and
only reviewed the latest literature up to 2016. Even a future work mentioned
in this article is conducting a systematic literature review of process mining in
the healthcare, which has been done in the study mentioned above.

Erdogan and Tarhan [36] presented a systematic mapping study, covering
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172 studies published between 2005 and 2017. These studies were classified
by several attributes, for example, application context, healthcare specializa-
tion, mining activity and algorithm, process modeling type and notation. It
showed that healthcare process mining is expanding quickly and open for more
researches. Especially for process mining in oncology, [66] analysed 37 papers
to conduct a thematic review. The potentiality of process mining for enhancing
cancer treatment procedures was highlighted.

In business process mining, Dakic et al.[26] conducted a literature review fo-
cusing on applications of business process mining in industry from year 2009 to
2018. They discussed the process mining tasks, industries, tools and algorithms
in the selected 36 papers. The most noteworthy finding is that process mining
is always a very profitable discipline, applicable in multiple industries and on
various process types. Eggers and Hein [35] analysed 58 papers to contribute
to the field of business value realization from process mining. In the context of
organization, organizational practices and organization’s capabilities for process
mining influence each other. They proposed that the development of techno-
logical capabilities is amplified by realized value potentials, and values realized
from process mining will have an impact on how organizational practices are
developed going forward.

In educational process mining, event logs specifically from educational en-
vironments such as students’ online learning activities are collected. [16] con-
ducted a survey on educational process mining and introduced the represen-
tation models, techniques, applications. By using raw event data, educational
process mining enables a deeper comprehension of the underlying educational
process. It has lots of applications already, for example, computer-supported
collaborative learning, computer-based assessment, student registration, and 3D
educational virtual worlds.

Corresponding to our research project, the papers included in our research
project will be cross-domain rather than focusing on a certain domain. Observ-
ing the relationship between domains and data characteristics, general event log
preprocessing expectations will be an important aspect of our research.
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Chapter 4

Research Methods

A two-step approach is followed to answer research questions. Firstly, a system-
atic literature is conducted. Based on selected papers which are the results of
step one, paper coding definition is applied to product qualitative data in step
2. As a result of step 2, a taxonomy of log preprocessing techniques for process
mining can be drawn. Both two steps are described in detail in this section.

The Ethics and Privacy Quick Scan of the Utrecht University Research Insti-
tute of Information and Computing Sciences was conducted, as seen Appendix
A. It classified this research as low-risk with no further ethics review or privacy
assessment required.

4.1 Systematic Literature Review

Literature review is a scientific method to test a specific hypothesis and/or
develop new theories through summarizing, analyzing, and synthesizing a col-
lection of related material [85, 126]. There are mainly three processes in a
successful literature review, which are planning, conducting, and reporting the
review [17], as shown in Figure 4.1. The first stage includes two steps that are
formulate the problem, and develop and validate the review protocol. The fol-
lowing majority steps are presented in the second stage, conducting the review.
The results of this stage will lead to the last stage reporting findings.

To plan the review and get the intended paper pool, on the website Scopus
(https://www.scopus.com/), keywords (“process mining”) AND (“case study”
OR “case studies”) were used to search within article title, abstract and key-
words. 4565 documents could be found on the date of Dec.20.2022. Next, in
order to narrow the scope of the review, only papers meeting the inclusion
criteria listed below were selected.

• Published in 2021, 2022, 2023

• Published in conference, journals and under review

• Explicitly mentioned “process mining” in keywords
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Figure 4.1: Process of systematic literature review [126].

• And in English

As a result, 355 papers were available. Since this thesis focuses on log
preprocessing techniques, it is not only required to include case study in the
aiming paper, but also requires the application of real data in the specific case
study. Therefore, we read the abstracts of all 355 papers, and we filtered the
articles that did not mention collecting data from the real world or using public
datasets for case studies. Finally, 159 papers were left to do the following step
paper screen.

The 159 papers were downloaded in pdf format and imported into the soft-
ware Nvivo. During the coding process, the papers that did not mention the
data preprocessing steps in the text were screened out, and finally 86 papers
were evaluated as valid papers. The complete paper screening process refers to
Figure 4.2.

4.2 Coding and Taxonomy Derivation

The following codes were defined to code papers and then obtain qualitative
data.

• Domain: The domain of the institution or organization conducting the
case study. The following table 4.1 shows the four most mentioned do-
mains and their definitions in the paper coding stage.

For example, if the event log comes from a factory that produces medicines
or ventilators, then the domain of that paper will be defined as manufac-
turing instead of healthcare, because the organization that generates the
data is a manufacturing factory.
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Figure 4.2: Paper screen process.

Table 4.1: Four common domains and their definitions.
Domain Definition and example
Healthcare Systems or institutions established to meet human health

needs [59], for example, hospitals and electronic health
(eHealth) information systems.

Education Systems or institutions that focused on e-learning or on-
line learning [45].

Manufacturing Factories and information systems that support manufac-
turing activities.

Finance Financial institution including insurance companies, and
information systems that support financial activities.

• Data domain: The type of process that collected log represents. For
example, loan application process, patient journeys in a hospital, and
course evaluation process.

• Data quality issue: Data characteristics that create data quality issues.
For example, redundancy, missing data, inconsistent data.

• High-level category: Six high-level categories were defined based on
related work. It consists of log integration, log reduction, log abstrac-
tion, log filtering, log enriching and log transformation. The details are
explained in Chapter 5, especially in Figure 5.1.

• Low-level category: Subdivision of high-level category. In the process
of coding, the value of low-level category is gradually revealed and sum-
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marized. Also see Figure 5.1 and more explanations are in Chapter 5.

• Aiming data level: The data level that the preprocessing technique
works on. It includes cases, events, relationships, case attributes, posi-
tions, activity names, timestamps, resources, and event attributes.

• Analysis purpose: The purpose of log analysis in case study. For ex-
ample, aiming to analyse student behavior by analysing online learning
logs, or aiming to discover human habits by analysing IoT logs in a smart
house.

• Preprocessing purpose: The purpose of a specific preprocessing step.
For example, converting log format from CSV to XES is to suit PM tools.

• PM task: Process discovery, conformance checking, performance en-
hancement and prediction.

• Preprocessing tool: The tool used to perform preprocessing operations.
For example, Disco, Celonis, ProM and even non-PM tools.

• Analysis tool: The tool used to analyse logs. For example, Disco, Celo-
nis, ProM and even non-PM tools.

• Year: Paper publication year.

• Country: The country in which the first author was located.

27



Chapter 5

Result

In this chapter, we elaborate on the analysis of the results of coding 86 papers,
including the taxonomy of complete log preprocessing techniques, and the rela-
tionship between domain, data domain, analysis purpose, PM tasks, and event
log preprocessing techniques.

5.1 Taxonomy of log preprocessing techniques

Through the discussion of the references in Chapter 3, we propose a high-level
taxonomy of event log preprocessing techniques to provide basis for further cod-
ing and complete taxonomy derivation, as shown in Figure 5.1. The solid boxes
in the middle indicate the six preliminary high-level categories, including log
integration, log reduction, log abstraction, log filtering, log enriching,
and log transformation. The blue blocks in Figure 5.1 are the corresponding
low-level categories. Its sources of reference are listed on the left and right,
with each color representing one resource. Double arrows link the sources and
preliminary categories. The low-level categories under each high-level category
are described separately in subsections.

5.1.1 Log filtering

Log filtering is the most commonly used category of preprocessing techniques,
with 55 out of 86 papers applying this technique. In these 55 papers, we have
read a lot of nouns or adjectives describing data quality, such as noise, outliers,
redundant, duplicate, missing values, useless values, blank values, irrelevant
values and so on. Filtering itself is a simple operation, but the filtered objects
are complex and diverse. According to the characteristics of the filtered object,
the category log filtering is subdivided into 9 detailed low-level categories, see
Figure 5.2. In the figure, the numbers in parentheses represent the number of
papers that used the techniques in the specific category. Since a single paper
may filter out many types of data, such as filtering out incomplete data and
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Figure 5.1: Preliminary result of high-level taxonomy of event log preprocessing
techniques.

infrequent data at the same time, the sum of the numbers followed by low-level
categories is greater than 55.

Filtering irrelevant data

The definitions of “irrelevant” in Collins Dictionary [1] are “if you describe some-
thing such as a fact or remark as irrelevant, you mean that it is not connected
with what you are discussing or dealing with” and “If you say that something
is irrelevant, you mean that it is not important in a situation”. Therefore, in
the data analysis context of process mining, we define irrelevant data as “Those
resources, activities, attributes, events, traces that are not concerned or not
important in the specific analysis”.

Whether the data is relevant to the analysis task is determined by experts
based on domain knowledge and analysis requirements. For example, in [19], the
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Figure 5.2: Taxonomy of the high-level category log filtering.

analysis only focused on the students who participated in the class (resource),
so the events generated by other resources were defined as irrelevant data and
filtered. The paper [46] intended to analyze the activities of PHD students and
improve their journeys, so a filtering condition was given after discussion by
analysts and stakeholders, that is, only kept the traces of full-time students
who completed PHD and withdrew (case status).

The term “useless data” is also used in many papers to describe irrelevant
data. For example, “filtering useless information such as links and marker sym-
bols” [107], since the links and marker symbols (attributes) cannot make any
contribution to the intended analysis and are regarded as useless data, so these
data can also be considered irrelevant to this analysis.

Filtering incomplete data

Incomplete data can be subdivided into incomplete attribute value in event and
incomplete case.
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The incompleteness of event is usually described as missing values. Incom-
plete events include missing case id [67], missing timestamps [31, 46, 84], and
missing activities [23, 31], missing other attribute values that are relevant to
this analysis [43].

The incompleteness of case is usually described as unrepresentative data. It
means the lack of event, for example, “remove any record that may create only
one event per case as it will not depict the sequence of activities and hinder the
performance analysis of the model” [89] and “removing cases that did not cover
the whole steps” [23]. A case is sequence of events. Cases containing only one
event or less than a complete trace cannot represent the real-life process and
are therefore removed during the data preprocessing stage.

Filtering infrequent data

Infrequent data is the case with a low frequency of occurrence from the obtained
log. Filtering infrequent data is to “prevent the PM tool from returning incom-
prehensible or inaccurate results” [97], and “to improve the quality of results,
and to avoid low precision and highly complex results” [110].

Filtering inconsistent data

A simple example of inconsistent data is values in different format,“2023-01-
01” and “2023/01/01”, in the attribute timestamps. This inconsistency in data
format may be due to errors caused by manual input, or it may be that different
data sources have different definitions of data formats. Inconsistent event labels
make it difficult to assign clear semantics to the activities of a discovered process
model [116], and may also bring about a dimensional explosion of the process
model.

Filtering incorrect data

Incorrect data is wrong or unreliable data that violates the logic of reality. For
example, in the real process, activity A should be executed earlier than activity
B, but in the log, the timestamp of A in a specific case is later than activity B
[84].

Filtering duplicates

Duplicates refers to repeated data. In process mining, the case id needs to be a
unique identifier, and the data represented by different case ids must be different,
so as to ensure the accuracy of the data. However, in real life, duplicate data
is usually generated due to system bugs or other reasons. For example, in [30],
repeated events with the same Call ID were excluded.
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Filtering redundancy

Only two papers mentioned redundancy [22, 23]. In [23], redundant events
were included in data error. “we conducted some data preprocessing, including
handling data error (e.g., removing redundant events and eliminating multiple
yield values)”, while there was no further definition and explanation in [22].

Filtering outliers

In [14, 15, 69], the papers only mentioned ”removing outliers” without any
explanation or definition, while in [21], ”we noticed the existence of outliers,
i.e., cases that take too long, or incomplete”, too long trace and incomplete
data are considered outliers; in [96], ”if lecture activities in the short semester
are included, it will be an outlier because it has activities that are far more than
short than activities in the semester in general”, traces that are too short are
also considered outliers.

Han et al. [52] defined outlier as follows: “Assume that a given statistical
process is used to generate a set of data objects. An outlier is a data object
that deviates significantly from the rest of the objects, as if it were generated
by a different mechanism”.

We also argue that outliers in process mining can be subsumed into low fre-
quency data. A data that is obviously different from the others is also obviously
infrequent data.

Filtering noise

Noise is an overused word. People even usually describe any data that is not
conducive to the analysis task as noise. An interesting point is that among the
86 papers, more than one paper mentioned noise, but only one paper described
what is noise and how to filter it, “In the original log the noisy activities were
conveniently named as “Noise”, so they were removed using a filter on the
activity name [29]”.

Han et al. [52] provided a definition of noise, “Noise is a random error or
variance in a measured variable”. A noise can be irrelevant data, incomplete
data, infrequent data, inconsistent data and any data that analyst considers
noisy.

5.1.2 Log transformation

The techniques in the category of log transformation were employed in 38 of
the 86 papers. According to the objects being transformed, this category is
separated into four subcategories: transforming format, transforming values,
reordering, and transition matrices and encoding, see Figure 5.3.
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Figure 5.3: Taxonomy of the high-level category log transformation.

Transforming format

Among the format transformation, the transformation of the log format from
CSV to XES was mentioned the most (14/25 papers), so that the logs can be
used in PM tool. Because the log format after extraction is usually CSV, and
PM tool requires the log format to be imported as XES.

The remaining format transformation is to determine which columns are key
columns (such as case ID, activity name and timestamps) after importing the
log into PM tools.

Transforming values

The difference between transforming values and transforming format is that
transforming values means the change of specific value in event. For example,
replace infrequent values with the value ‘other’ to avoid dimension explosion,
replace missing values, replace NaN values with ‘zero’, capture data, and en-
crypt.

Reordering

Reordering is the process of sorting the log by a particular timestamp. When
the original log is out of order, it is essential to reorder it so that the process
model displays the activities’ proper execution sequence.

Transition matrices and encoding

In particular, transition matrices and encoding are used in prediction tasks.
This thesis just lists it as a different category without providing any further
justification.
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5.1.3 Log enriching

In 16 out of 86 papers, the log-enriching techniques were applied. Log enriching
is split into the following five categories, adding calculation metrics, labelling,
adding case id, and adding noise, in accordance with the various properties of
the data added on the basis of the original log, as shown in Figure 5.4.

Figure 5.4: Taxonomy of the high-level category log enriching.

Adding calculation metrics

In this low-level category, the calculation metrics are computed from existing
attributes in the log. For example, in the paper [30], call center processes of a
company was examined. In the original event log, each call only had attributes
Start and Call Duration, but process analysis expected the end time of the call.
Therefore, the attribute End was obtained by adding Call Duration to Start,
see Figure 5.5.

Labelling

Labeling is giving event or trace a state value or class. In the paper [108], “the
cases are labelled as either successful or failed, depending on how they have been
executed and their outcome”, to further divide the log into two logs. In the paper
[83], for recording differences over time between the intended operation and the
actual execution, one label was developed to determine if the event is carried
out on time or not.

Adding case id

Case id is a unique attribute in event logs. The data collected in some case
studies did not have the attribute of case id, then the case id was created
artificially in the data preprocessing stage. For example, in [106], “the caseid is
created by combining the three-digit client number (MANDT) with a ten-digit
document number and a five-digit item number”.
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Figure 5.5: An example of adding calculation [30].

Adding noise

The case of ”adding noise” is quite special, and just one publication described
it. The paper [104] evaluated privacy assurance of healthcare metadata. Noise-
adding plugins in the tool ProM were used to make the original event logs more
privacy-preserving [78].

5.1.4 Log reduction

In the 86 papers, 12 papers used log reduction to do log preprocessing. The
techniques for log reduction can be summarized into 3 low-level categories, which
are dividing into sub-logs, sampling and cutting traces, as shown in Figure 5.6.
Examples of 3 different log reduction operations see Figure 5.7.

Dividing into sub-logs

In the example Figure 5.7, the original log is divided into two logs by the date
in timestamp. In [29, 38], IoT logs were collected in a smart house and the
aim was to explore human habits. They firstly divided logs into smaller pieces
by timestamps to analyse the time distribution of the activities (user habits)
within a day [29].

Resource could also be a common attribute for division. The paper [92]
divided the traces into subsets to model different profiles of users. Dividing
original logs according to specific attributes is usually for more in-depth analysis
[46].

In addition, in order to test the proposed algorithm or approach, the log
was divided into training data and test data according to a certain proportion
[23, 53].
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Figure 5.6: Taxonomy of the high-level category log reduction.

Sampling

The most notable characteristic of sampling is randomness. The reduction here
is to reduce the trace, that is to say, the data processing needs to be in the unit of
trace. In the example in Figure 5.7, there are 4 traces, [⟨A,B,C,D,E⟩, ⟨A⟩, ⟨A,C⟩, ⟨B⟩].
After randomly sampling 50% of the traces, the log [⟨A⟩, ⟨A,C⟩] in the lower
right corner is obtained.

Cutting traces

In the example in Figure 5.7, compared to other traces, the trace ⟨A,B,C,D,E⟩
is obviously longer and contains more events. Cutting off the event at the end
of the trace will get the processed log in the lower left corner. The purpose of
this technique is to avoid bias from very long traces [40].
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Figure 5.7: Simple example of log reduction.

5.1.5 Log integration

Among these 86 papers, 14 papers used log integration to combine multiple
data tables. Since the essential operation and object-oriented of log integration
are obviously single, that is, using the join command in the database language
SQL to combine different data tables, therefore, in the high-level category of log
integration, there is no further subdivision category.

As mentioned in 5.1.3, a simple example is shown in 5.9. A new log is given
by matching two data tables by the common attribute “student id”. Another
example worth mentioning is that some papers stated that additional data was
added to the original log data without indicating the source, but we believe
that the combination of these data is realized by log integration. For example,
“Besides the attributes shown in Table 4, we included the educational level of the
nurses executing the activity, as well as their nursing experience/organisational
role, the hospital shift and weekday on which the activities were performed,
and the ward in which the shift took place” [121]. It is reasonable to speculate
that this additional information actually comes from a separate data table that
stores information about all nurses.

5.1.6 Log abstraction

37 of the 86 papers used preprocessing techniques in log abstraction, which is
the most widely used technique after log filtering and log transformation among
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the six high-level categories of log preprocessing techniques.
In [74], a review and taxonomy of event abstraction was presented. An exam-

ple of log abstraction is shown in Figure 5.8, the low-level recorded events were
abstracted into high-level business activities to increase the level of event gran-
ularity. Aggregation, clustering and defining event class can be the operations
used in log abstraction.

Figure 5.8: An example of log abstraction [74].

5.1.7 Discussion

Log enriching and log integration Log integration is making a new log by joining
two or even more logs, while log enriching is adding more attributes based on
the one log itself. Examples are shown in Figure 5.9. The left side of the figure
represents log integration, which combines two separate data tables into one
table through a common attribute (student id). The right side of the figure
shows three types of log enriching. Adding calculation metrics is adding the
attribute “duration”, whose value is equal to “end time” minus “start time”.
Labelling is giving each event a tag “as planned” or “out planed”. Adding case
id is creating the value of the attribute “case id” by combining “course id” and
“student id”.

Labelling and log abstraction Labeling is essentially defining a class for event
or trace, which is similar to some techniques in log abstraction such as define
event class, but the purpose of the two is completely different. Labelling is to
differentiate between events or traces for further classification analysis, or to dif-
ferentiate between logs for comparison analysis such as conformance checking.
Defining event class in the log abstraction is to abstract log, making log more
simplified and structured. Labelling can be used for log abstraction, but not ex-
clusively. The operations that the two preprocessing techniques are performing
are fundamentally different.

Log filtering, log abstraction, and log reduction Log filtering and log abstrac-
tion can also reduce logs, but there are still differences between the techniques
in these two categories and the log reduction here. Their motivations are differ-
ent. Log filtering is due to the quality issues of the original data. It obtains
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Figure 5.9: Simple example of log integration and enriching.

higher-quality logs by filtering out incorrect, incomplete, inconsistent, and irrel-
evant data. Log abstraction is due to the complexity of the original data. It
groups logs through aggregation, defining event class, and clustering to reduce
the complexity of logs. Log reduction is due to the data volume of the original
data. It reduces the amount of data processed in a single analysis by random
sampling, dividing or cutting, but still makes the data representative.

5.1.8 Summary

The complete taxonomy of event log preprocessing techniques see Figure 5.10.
The detail for log preprocessing technique category and the corresponding ref-
erences are shown in Table 5.1. The Excel file for coding results see Excel file
link in onedrive.
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Figure 5.10: Taxonomy of log preprocessing techniques.
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Table 5.1: Category citation details.

High-level category Low-level category References

Log filtering (55)

Filtering irrelevant data (28) [2, 6, 10, 15, 19, 20, 21, 25, 33,
46, 47, 50, 55, 56, 58, 71, 87, 88,
91, 94, 98, 99, 101, 102, 106, 111,
112, 124]

Filtering incomplete data (16) [9, 23, 31, 33, 43, 46, 53, 58, 67,
84, 87, 89, 97, 98, 99, 111]

Filtering infrequent data (13) [8, 12, 22, 33, 121, 55, 57, 67, 89,
97, 109, 108, 110]

Filtering duplicates (8) [15, 30, 31, 33, 40, 89, 98, 101]

Filtering outliers (5) [14, 15, 21, 69, 96]

Filtering unreliable data (3) [43, 64, 105]

Filtering redundant (2) [22, 23]

Filtering useless data (1) [107]

Filtering inconsistent data (1) [20]

Filtering incorrect data (1) [84]
Filtering noise (3) [20, 29, 92]

Log transformation (38)

Transforming format (25) [6, 11, 13, 15, 19, 20, 90, 31, 33,
37, 48, 50, 54, 55, 58, 62, 75, 83,
84, 89, 91, 96, 113, 114, 115]

Transforming values (12) [23, 33, 40, 64, 67, 76, 77, 83, 87,
98, 101, 102]

Reordering (5) [10, 31, 33, 71, 84]

Transition matrices and encoding (2) [33, 127]

Log abstraction (37) - [3, 4, 12, 14, 19, 22, 21, 25, 90, 32,
33, 37, 38, 47, 54, 61, 63, 64, 67,
29, 71, 72, 73, 75, 76, 77, 84, 88,
93, 95, 101, 107, 109, 108, 113,
124, 127]
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Log enriching (16)

Adding calculation metrics (8) [30, 32, 53, 57, 61, 80, 95, 103]

Adding extra separate data (7) [18, 25, 37, 121, 76, 77, 96]

Labelling (4) [5, 56, 83, 108]

Adding case id (2) [96, 106]

Adding noise (1) [104]

Log integration (14) - [18, 25, 90, 30, 37, 46, 121, 65,
77, 80, 89, 96, 101, 103]

Log reduction (12)

Dividing into sub-logs (9) [23, 38, 46, 53, 62, 29, 92, 103,
112]

Sampling (2) [40, 105]

Cutting traces (1) [40]
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5.2 Domain, data domain and preprocessing tech-
niques

This subsection analyses the distribution of domains throughout 86 papers as
well as the connections between domain, data domain, and event log prepro-
cessing techniques.

5.2.1 Domain and data domain

Table 5.2 shows the domain distribution among the 86 papers. The top four
most popular domains, which account for 71% of all papers, are healthcare, ed-
ucation, manufacturing and finance. For definitions of the four most common
domain, see Table 4.1 in Chapter 4. The definition of the domain “business” is
especially clarified here: in the case study of the paper, only “business company”
or “business process” was mentioned, without any clear reference to other do-
mains. The “unknown” domain includes 1) public datasets such as BPIC, and
2)the case study was implemented in multiple domains, so no exact domain
could be found.

Table 5.2: Domains distribution.
Domain Number of papers Proportion
Healthcare 28 33%
Education 20 23%
Manufacturing 8 9%
Finance 5 6%
Construction 3 3%
Energy 3 3%
E-Commerce 3 3%
IoT 2 2%
Insurance 2 2%
Business 2 2%
Telecom 2 2%
IT 1 1%
Tourism 1 1%
Agriculture 1 1%
3D modeling 1 1%
Unknown 4 5%
Total 86 100%

The paper [30] analysed a call process in an Energy sector and aimed to
reveal the relationship between customer satisfaction and other key performance
indicators (KPIs). The calling process is the data domain in this instance, and
energy is the domain, as defined by the definitions of domain and data domain.
We could see that both the analysis purpose and log preprocessing techniques

43



have a greater connection with the data domain than the domain. As a result,
we propose that the data domain should be prioritized above the domain, but we
are still very happy to see researchers actively exploring the use of process mining
in various domains, especially in some uncommon domains such as agriculture
and 3D modeling.

The data domain defines the type of process being analyzed. Table 5.3 shows
examples of the six most common data domains and the number of papers.

Table 5.3: Data domain examples.
Data domain Examples Number of papers
Healthcare-related process nurses’ process and treatment process 29
Education-related process course evaluation process and lecture prepara-

tion process
19

Manufacturing-related process production process in factory and printer’s
process

8

E-Commerce process purchase-to-pay process and online sales
transaction process

6

Service-related process calling process, the chat-bot’s executed steps
in customer service conversations and infor-
mation service request process

5

Finance-related process loan application process 5

5.2.2 Data domain and preprocessing techniques

Table 5.4 lists the frequencies of event log preprocessing techniques used in the
six most common data domain and others. Log filtering is still the most popular
log preprocessing technique in most data domains except manufacturing-related
process and E-Commerce process. The second-most popular technique differs
between each data domain.

Table 5.4: Data domain and log preprocessing techniques.
Data domain log fil-

tering
log
trans-
forma-
tion

log
abstrac-
tion

log en-
riching

log re-
duction

log inte-
gration

Healthcare-related process 19 11 12* 4 1 5
Education-related process 13 13* 9 1 1 3
Manufacturing-related process 3 3 1 2 2 4*
E-Commerce process 3 4 2 2 2
Service-related process 5 1 2 3 1
Finance-related process 4 1 3 1
Others 8 5 8 3 5 1
Total 55 38 37 16 11 14
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Figure 5.11: Examples of a spaghetti process model discovered from healthcare-
related process [32].

In the healthcare-related data domain, the second most used technology is
log abstraction, which is associated with the high granularity and high com-
plexity of the healthcare logs. In [32], it mentioned “the ED (emergency de-
partment) process has the characteristics of a spaghetti process that is an un-
structured process”, including “more than 7.800 possible patient paths involving
17 different ED activities”. Figure 5.11 shows an example of spaghetti process
model, which is disorganized, complicated. To make the process model simple
and structured, then the patients having similar pathways were clustered into
groups in accordance with their characteristics such as main symptom, urgency
code, age. Another detailed example is that in [77], the activities of ‘Request
an echo’, ‘Request a CT’ and ‘Request an MRI’ were grouped in an activity
‘Request a scan’, which was then combined with ‘Request lab test’ to generate
the activity ‘Request diagnostic test’.

In the education-related data domain, the most used technology is log trans-
formation, tied for first place with log filtering, indicating that it is frequently
necessary to modify the education log format in order to employ process min-
ing. The log of education-related process is usually collected from Learning
Management System (LMS) [10, 19, 20, 115] or other online learning platform
[6, 50, 55, 75, 90, 91, 96, 113], and in CSV format. However, the log imported
into PM tools should be in XES format. Thus, a format transformation is
usually necessary in education-related process.

The performance of the manufacturing-related process in the application
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of log preprocessing techniques is entirely different from the other types of pro-
cess. Log integration is the technique most frequently utilized in manufacturing-
related processes, demonstrating that there are frequently numerous sources of
manufacturing-related data and that it is crucial to merge data from numerous
sources before data analysis. For example, the data used in [80] was from var-
ious departments (digitalization, logistics, and production) in a manufacturing
factory, and in [18] the data was from multiple devices (printer).
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5.3 Analysis purpose, data domain and prepro-
cessing techniques

In this section, we analyze the used log preprocessing techniques from the per-
spective of analysis purpose. Each paper employed process mining technology
for a certain purpose. Some papers desired to understand user behavior, whereas
some aimed to improve process effectiveness. The analysis purpose was coded
and grouped into seven class, pattern detection, process understanding, process
improvement, process evaluation, process analysis, PM applicability and pre-
diction. Table 5.5 shows the seven class of analysis purpose, examples, and the
number of papers for that purpose.

Table 5.5: Analysis purpose examples.
Purpose Examples Number of papers
pattern detection to discover human habits, to discover the com-

mon patient pathways
19

process understanding to capture a more comprehensive view within
a company’s audit, to understand patients’
journeys

19

process improvement to improve care processes, to improve process
discovery results

18

process evaluation to quantify hospital adaptation to the pan-
demic, to assess the status of EMR (electronic
medical record) adoption

12

process analysis to discover deadlocks, statistical analysis, bot-
tleneck analysis

11

PM applicability to study the applicability of process mining 4
prediction to predict Hospital-Stay Duration 3

5.3.1 Analysis purpose and data domain

Table 5.6 shows the distribution of analysis purposes of papers in each data
domain. In healthcare-related processes, most papers (9/29) aimed at improv-
ing the processes. Whereas education-related processes focus more on pattern
detection, that is, identifying the habits or patterns of students in a particular
course or when using a learning platform. Manufacturing-related processes pay
more attention to the understanding of the process, for example to capture a
more comprehensive view or to gain more knowledge.
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Table 5.6: Analysis purpose and data domain.
Data domain process

under-
standing

pattern
detec-
tion

process
im-
prove-
ment

process
evalua-
tion

process
analy-
sis

PM
appli-
cability

prediction Total

Healthcare-
related pro-
cess

6 5 9* 5 1 2 1 29

Education-
related pro-
cess

4 6* 3 2 4 19

Manufacturing-
related pro-
cess

3* 2 1 1 1 8

E-Commerce
process

1 2 1 1 1 6

Service-
related pro-
cess

1 1 2 1 5

Finance-
related pro-
cess

1 1 1 1 1 5

Others 3 4 2 1 2 1 1 14
Total 19 19 18 12 11 4 3 86

5.3.2 Analysis purpose and preprocessing techniques

Table 5.7 shows the total number of times preprocessing techniques were used in
different groups of analysis purposes. For example, 19 papers aimed at process
understanding and used log filtering techniques for 12 times in total. We divide
12 by 19 to get that in the analysis purpose group of process understanding, each
paper used an average of 0.63 log filtering techniques. All the data are processed
in turn, then Table 5.8 is obtained. In Table 5.8, the last row represents the
average frequency of each paper using different techniques across all papers.
Comparing the data in each row with the last row, we can find out in which
groups of analysis purposes, a log preprocessing technique is used significantly
more or less than average.

The comparison shows that in the process evaluation purpose group, the
use frequency of log filtering is significantly higher than the average, while in
the process understanding and pattern detection purpose group, the technology
with a significantly higher use frequency than the average is log abstraction.
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Table 5.7: The total number of times preprocessing techniques were used in
different groups of analysis purposes.
Analysis purpose log filter-

ing
log
transfor-
mation

log ab-
strac-
tion

log en-
riching

log
integra-
tion

log re-
duction

Number
of papers

process understanding 12 8 10* 3 5 2 19
pattern detection 9 9 10* 5 1 3 19
process improvement 13 8 5 3 5 2 18
process evaluation 10* 5 3 3 2 2 12
process analysis 8 5 4 1 1 11
PM applicability 1 1 2 1 1 1 4
prediction 2 2 3 3
Total 55 38 37 16 14 11 86

Table 5.8: The average frequency of preprocessing techniques used per paper in
different analysis purpose groups
Analysis purpose log filter-

ing
log
transfor-
mation

log ab-
strac-
tion

log en-
riching

log
integra-
tion

log re-
duction

process understanding 63% 42% 53%* 16% 26% 11%
pattern detection 47% 47% 53%* 26% 5% 16%
process improvement 72% 44% 28% 17% 28% 11%
process evaluation 83%* 42% 25% 25% 17% 17%
process analysis 73% 45% 36% 9% 0% 9%
PM applicability 25% 25% 50% 25% 25% 25%
prediction 67% 67% 100% 0% 0% 0%
Total 64% 44% 43% 19% 16% 13%
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5.4 PM task, data domain and preprocessing
techniques

In this section, we analyze the used log preprocessing techniques from the per-
spective of PM task. PM task refers to process discovery, conformance checking,
performance enhancement and prediction.

5.4.1 PM task and data domain

Table 5.9 shows the total number of different PM task implementations in papers
in different data domains. Process discovery is the most frequently performed
PM task in any data domain, especially in healthcare-related processes and
education-related processes.

Table 5.9: PM task and analysis purpose
Analysis purpose process discovery conformance

checking
performance en-
hancement

prediction

Healthcare-related process 16* 7 2 1
Education-related process 10* 4
Manufacturing-related process 4 1 2 2
Service-related process 4 4 1
IT-related process 3 1
Construction-related process 3 1
E-Commerce process 3 1
Finance-related process 3 1 1
IoT process 2
Business process 1
Agriculture-related process 1 1
Energy-related process 1 1
Total 51 20 6 5

5.4.2 PM task and analysis purpose

Table 5.10 shows the number of times different PM tasks were executed in the
papers of different analysis purpose groups. It is obvious that regardless of the
analysis purpose group, process discovery is the most frequently carried out PM
task.
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Table 5.10: PM task and analysis purpose
Analysis purpose process discovery conformance

checking
performance en-
hancement

prediction

pattern detection 12 5 1
process understanding 11 1 2 1
process improvement 10 4 2 1
process analysis 9 4 2
process evaluation 6 4
PM applicability 2 2
prediction 1 2
Total 51 20 6 5

5.4.3 PM task and preprocessing techniques

Table 5.11 shows the distribution of the total number of log preprocessing tech-
niques used by papers that perform different PM task combinations.

According to the results of section 5.1, in all 86 papers, log filtering is the
most used technology, log transformation is the second most used, and log ab-
straction is the third most used. We noticed that in papers that only imple-
mented process discovery, log abstraction is the second most used technique,
while log transformation is the third most used technique, but the gap is very
small.

In the PM task combination of process discovery and performance enhance-
ment, four [32, 84, 88, 95] of the five papers used log abstraction. However,
these four papers come from different data domain and have different analysis
purposes, as shown in Figure 5.12. Perhaps due to the limitation of the small
number of papers, we could not find the regularity.

Figure 5.12: The four papers that used log abstraction and implemented process
discovery and performance enhancement.
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Table 5.11: The average frequency of preprocessing techniques used per paper
in different analysis purpose groups
PM task log filter-

ing
log
transfor-
mation

log ab-
strac-
tion

log en-
riching

log
integra-
tion

log re-
duction

Number
of pa-
pers

process dis-
covery

14 9* 12* 3 2 5 24

process
discovery,
conformance
checking

14 11 4 5 1 1 18

process dis-
covery, pre-
diction

2 1 1 1 2

process dis-
covery, per-
formance en-
hancement

2 1 4* 2 1 5

conformance
checking

1 1 1

process
discovery,
conformance
checking,
prediction

1 1 1 1

process
discovery,
performance
enhance-
ment, pre-
diction

1 1

prediction 1 1 1
- 20 15 13 5 10 4 33
Total 55 38 37 16 14 11 86
Total 64% 44% 43% 19% 16% 13%
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Chapter 6

Discussion

In this chapter, insights summary, the papers that are screened out during
coding stage, limitations, and future work are discussed.

6.1 Summary

Six high-level categories, including log filtering, log transformation, log abstrac-
tion, log enriching, log integration, and log reduction, are used to summarize
a taxonomy of log preprocessing techniques by conducting SLR. Since [74] has
proposed a taxonomy of log abstraction, we don’t do any further detailed ex-
planation on abstraction. There are also no longer any classifications in log
integration due to the singleness of operation and object.

We discovered that the data domain is the most influential factor in the
choice of log preprocessing techniques by analyzing the relationships between
log preprocessing techniques and data domain, analysis purpose, and PM task.
This is because the log collected in a particular data domain typically has simi-
lar characteristics. For instance, 1) The log is only accessible at various levels of
granularity in healthcare-related process. So log abstraction is typically chosen
to give the process model structure. 2) In education-related processes, the data
from the online learning platform is usually in CSV format, while PM tools
require the imported data format to be in XES format. Therefore, log transfor-
mation is usually a necessary step. 3) In manufacturing-related processes, data
is usually scattered in different departments and devices, so log integration is
usually selected.

However, the selection of log preprocessing techniques cannot simply be de-
termined based on the data domain. Correlation does not imply necessity,
nor does it imply causation. The motivation and purpose behind the selection
should be more concerned. For example, given logs from a healthcare-related
process, an analyst would need to understand the granularity of activities and
use cases in the log as well as the necessary process model to decide whether to
perform log abstraction, instead of simply understanding that all logs related
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to healthcare processes must implement log abstraction.
Therefore, in addition to the taxonomy, we propose a task-oriented checklist

related to the selection of data preprocessing technology for analysts.
1) Check the data source If the data comes from different sources (de-

partments, equipment, etc.), and to integrate the data into a log file for analysis,
log integration is a recommended step.

2) Understand analysis requirements Experts and stakeholders can de-
cide which data is relevant based on domain knowledge and analysis require-
ments, thereby filtering out irrelevant data. For example, if an analysis only
needs to focus on the logs of department A that occurred in the year 2022,
then the data of other departments or that occurred in other years needs to be
filtered out.

3) Understand the analysis purpose In most cases, analysts often focus
on frequent traces, but there are also analyses aiming to understand unhappy
paths and extreme paths. Therefore, whether to screen out infrequent data,
incomplete cases, outliers, and noise need to be determined according to the
analysis purpose.

4) Understand aimed data quality Incomplete events, inconsistent data,
incorrect data, duplicates, redundancy, outliers, and noise are usually data er-
rors. To obtain high-quality logs, these data errors usually need to be screened
out. However, in some cases, noise is even added to the logs to improve data
privacy. Therefore, aimed data quality determines whether to screen out, trans-
form, or even add the above data.

5) Understand the aimed process model According to the structure and
simplicity of the aimed process model, log abstraction and filtering infrequent
data are decided on whether to choose.

6) Check if additional data is required If additional information is
required, then depending on the source of the information, log integration and
log enriching are selected.

7) Check the data format Since PM tools require the imported data
format to be in XES format, analysts need to check the format of the final data
file to determine whether format transformation is required.

6.2 Papers without mentioning preprocessing tech-
niques

In coding process of the paper screen stage, 73 papers were excluded because of
no preprocessing techniques mentioned. These papers cover the following three
situations: 1) no process model exists; 2) a process model exists but no data
preprocessing steps are documented; and 3) there are data preprocessing steps
but we are not convinced it is a preprocessing technique.

In the second situation, an interesting finding is that some of the papers used
public datasets (such as BPIC). Therefore, it’s conceivable that certain publicly
accessible datasets are preprocessed datasets.
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The third situation is mainly because of the manual mentioned in the paper.
In our opinion, the term ”manually” refers to processing data by hand, line by
line, instead of using any tools, such as PM tools or programming.

6.3 Limitations

One limitation is imposed by the number of papers that were subjected to
the final analysis. Even though we believe 86 publications is a valid quantity,
coding and analysing more papers might provide new insights, particularly with
taxonomy derivation.

Another limitation is that taxonomy is only derived from text analysis with-
out incorporating more diverse sources of information, such as interviews or
questionnaires to industry professionals to obtain qualitative data or evaluate
the taxonomy.

6.4 Future work

Code the order between preprocessing steps If the execution sequence
between preprocessing techniques can be coded, then we can regard the pre-
processing stage in data analysis as a process, and the preprocessing technique
selections are the activities in the process. In this way, we can analyze what
the most frequent preprocessing process is for different analysis purpose in each
data domain. Due to time constraints, it is a pity that this analysis, which may
have yielded interesting findings, could not be completed.

Figure 6.1: An analysis prototype after coding the order between the prepro-
cessing steps.
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Evaluation Interviews or questionnaires could be done in the future to
evaluate the results.

Tool development In the category log transformation, many case studies
convert the log in CSV format to log in XES format, so that the log can be
analysed in process mining tools. Then, the development of a plugin to facilitate
format transformation in the PM tool may be a future work.

Robotic Process Automation (RPA) Automated or semi-automated log
preprocessing may also be an interesting direction.
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Chapter 7

Conclusion

In this thesis, we studied the preprocessing techniques used in the case study of
process mining-related papers published in the past two years. Through coding
and analysis of 86 papers, a taxonomy with six high-level categories and twenty
low-level categories was proposed. Based on this taxonomy, we analyzed the
relationship between log preprocessing techniques and data domain, analysis
purpose, and PM task. In the following, we summarize the answer to each
research question.

RQ What is a task-oriented and operation-based taxonomy of event log pre-
processing techniques in process mining?

The taxonomy refers to Figure 5.10, including six high-level categories, log
filtering, log transformation, log abstraction, log enriching, log reduction and
log integration. Four of these, log filtering, log transformation, log enriching and
log reduction, were further divided into a total of twenty low-level categories.

SRQ1 What is the existing taxonomy of event log preprocessing techniques
in process mining?

The only existing taxonomy of event log preprocessing techniques was de-
veloped by [74], see Figure 3.5. However, we expect to propose a new taxonomy
from another perspective, which is task-oriented and operation-based, see more
arguments in Section 3.3.1.

SRQ2 What factors (e.g., data domain, analysis purpose. . . ) will affect the
selection of event log preprocessing techniques in process mining analysis?

Through the previous analysis, we found that 1) Data domain affects the se-
lection of data preprocessing techniques the most. 2) Different analysis purposes
have different performances in the use of specific log processing technologies.
Process evaluation employs more techniques in log filtering, whereas process
understanding and pattern detection employ more techniques in log abstrac-
tion when compared to the work in other analysis purpose. 3) The analysis
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of the intended PM task does not see a significant impact on the choice of log
preprocessing techniques.

SRQ3 Is the selection of event log preprocessing techniques data domain-
dependent?

Through the preceding analysis, we discovered that while log filtering is a
common technique across all data domains, other preprocessing techniques have
completely different frequency distributions. As a result, we conclude that log
filtering is a widely used approach and is NOT data domain-dependent, however,
the choice of other log preprocessing techniques is.

The fundamental reason why log filtering is NOT data domain-dependent is
that log quality is the cornerstone of log analysis. Log filtering produces higher-
quality data sets by filtering out various types of data that are not conducive
to data analysis.

The fundamental reason why other preprocessing technologies are data domain-
dependent is that different data domains have varied data characteristics. For
instance, log abstraction is a frequently used technology in the manufacturing
data domain because manufacturing data is often spread across multiple sources.
Similarly, log integration is a frequently used technology in the healthcare data
domain because it has high granularity and complexity.

SRQ4 How would analysis task affect the selection of event log preprocessing
techniques?

1) data resource If the data comes from many data sources, then log integra-
tion is a necessary step. Due to the multi-source nature of the data generated
by manufacturing-related processes, log integration is commonly used in the
analysis of manufacturing-related processes.

2) analysis requirement and domain knowledge Analysis requirements first
need to be evaluated and analyzed by stakeholders and experts based on domain
knowledge, to determine which data is relevant and needs to be collected, and
which data is irrelevant and needs to be filtered.

3) analysis purpose Since some analyses focus on unhappy paths or even
very extreme paths, data that is likely to be screened out in common analysis
is retained, such as infrequent data. Therefore, the analysis purpose determines
the object of log filtering to some extent.

4) aimed data quality As introduced in section 5.1.1, several data quality
issues might exist in the collected log such as incomplete data (unrepresenta-
tive case and missing event), inconsistent data, incorrect data, duplicates, and
redundancy. Depending on the aimed data quality, these data can be filtered
or transformed.

5) aimed process model To make aimed process model simpler and more
structured, log abstraction might be selected to group specific activities or
traces.

6) whether additional information needed The selection of log enriching is
depending on whether the key attribute (case id) lacked and additional infor-
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mation is needed. If the case id is missing or additional attributes such as
calculation and label are required, log enriching should be selected.

7) data format and tools To suit PM tools such as Disco, Celonis, and ProM,
the imported data format should be XES. Thus, data format checking is neces-
sary before applying PM tools. If the data is not in XES format, log transfor-
mation is needed.

The taxonomy proposed in this paper provides a detailed classification of
the preprocessing techniques used in the case study of 86 articles published in
the past two years. By analyzing the chosen preprocessing technique and dif-
ferent aspects (data domain, analysis purpose, and PM task) of the analysis,
we find a correlation between technique choice and data domain. Correlation,
however, does not imply inevitability and causation. Therefore, we discuss in
more depth the motivation and reasons for the selection of some preprocessing
techniques. Listing the factors (data resource, analysis requirement and domain
knowledge, analysis purpose, aimed data quality, aimed process model, if addi-
tional information needed, data format and tools) that may affect the selection
of preprocessing techniques in the analysis task, this paper provides analysts
with insights into the selection of preprocessing techniques during data analysis
to some extent.
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[71] López-Pernas, S., Saqr, M., and Viberg, O. Putting it all together:
Combining learning analytics methods and data sources to understand
students’ approaches to learning programming. Sustainability 13, 9 (apr
2021), 4825.

[72] Macak, M., Kruzelova, D., Chren, S., and Buhnova, B. Using
process mining for git log analysis of projects in a software development
course. Education and Information Technologies 26, 5 (may 2021), 5939–
5969.

[73] Macak, M., Oslejsek, R., and Buhnova, B. Process mining anal-
ysis of puzzle-based cybersecurity training. In Proceedings of the 27th
ACM Conference on on Innovation and Technology in Computer Science
Education Vol. 1 (jul 2022), ACM.

[74] Marin-Castro, H. M., and Tello-Leal, E. Event Log Preprocessing
for Process Mining: A Review. Applied Sciences 11, 22 (nov 2021), 10556.
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Appendix A

Ethics and Privacy Report

Figure A.1: Ethics and Privacy Quick Scan Report Page 1/3.
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Figure A.2: Ethics and Privacy Quick Scan Report Page 2/3.
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Figure A.3: Ethics and Privacy Quick Scan Report Page 3/3.
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