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Abstract	
With	the	rapid	rise	of	artificial	intelligence	(AI),	research	interest	has	shifted	to	

understanding	its	potential	for	social	influence.	In	line	with	the	"Computers	Are	Social	

Actors”	(CASA)	paradigm,	computational	agents	have	been	proven	capable	of	inducing	

conformity.	Furthermore,	previous	studies	demonstrated	that	dissenting	social	robots	

can	reduce	conformity.	With	their	increased	availability	compared	to	social	robots,	

however,	the	question	remains	about	whether	the	latter	also	applies	to	AI.	Therefore,	

the	current	study	is	investigating	the	impact	of	AI	dissent	and	how	it	is	moderated	by	

task	domain	and	the	attitudes	towards	AI.	To	assess	its	effect	on	conformity,	we	

conducted	a	pre-registered	online	experiment	(N	=	94)	manipulating	task	type	and	

whether	the	software	agent	dissented	from	or	agreed	with	the	confederate	majority.	

Following	our	expectations,	results	indicated	a	medium-sized	reduction	of	conformity	in	

the	presence	of	a	dissenting	AI	agent.	Contradicting	our	hypothesis,	this	did	not	depend	

on	the	individual’s	attitude	towards	AI.	Additionally,	task	domain	did	not	moderate	the	

decrease	in	conformity,	but	it	did	increase	the	impact	of	AI	dissent	on	accuracy	for	social	

tasks	compared	to	analytical	tasks.	Thereby,	our	results	indicate	that	while	an	AI	agent’s	

ability	to	break	majority	influence	appears	not	to	depend	on	the	task,	its	capacity	to	

exert	minority	influence	might.		

	

Keywords:	Human-AI	interaction,	conformity,	artificial	intelligence,	artificial	influence,	

social	influence,	dissent,	majority	influence,	minority	influence
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Introduction	
	 When	Joseph	Weizenbaum	(1976),	an	early	pioneer	in	“artificial	intelligentsia”	(p.	

184),	came	up	with	a	script-based	computer	program	capable	of	simulating	

rudimentary	conversations,	he	hardly	could	have	imagined,	that	his	‘ELIZA’	would	pave	

the	way	for	what	might	be	the	“fourth	industrial	revolution”	(Bock	et	al.,	2020,	p.	317)	

over	half	a	century	later.	However,	despite	his	invention	being	far	less	sophisticated	

than	its	spiritual	successors	in	the	likes	of	ChatGPT	or	Google’s	Bard,	Weizenbaum	made	

an	observation	that	stood	the	test	of	time:	Users	perceived	ELIZA	to	actually	understand	

them.	They	interacted	with	the	program	the	way	they	would	with	a	social	entity,	even	

though	they	were	factually	aware	of	it	being	a	machine	(Weizenbaum,	1976).	It	would	

take	many	more	years	before	insights	like	these	were	finally	formalized	as	the	

‘Computers	are	Social	Actors’	paradigm	(CASA;	Nass	&	Moon,	2000;	see	also	Reeves	&	

Nass,	1996),	which	implies	that	individuals	mindlessly	rely	on	social	conventions	and	

expectations,	when	interacting	with	computers.	A	phenomenon	that	enables	majorities	

of	social	robots	or	computers	to	induce	conformity.	However,	so	far,	little	research	has	

been	done	on	the	influence	of	non-human	minorities.	Hence,	the	present	study	aims	on	

investigating	the	link	between	conformity	and	artificial	dissidence	as	well	as	the	impact	

of	perceived	domain-actor	fit	and	attitudes	towards	artificial	intelligence	(AI).	But	first,	

we	review	the	current	literature	on	the	CASA	paradigm	as	well	as	conformity	to	human	

and	non-human	agents.	

	

Computers	are	social	actors?	
	 The	CASA	paradigm	states	that	people	treat	robots	and	digital	actors	like	real	

humans.	An	effect	that	has	been	found	to	induce	behavioural	and	cognitive	responses	

otherwise	reserved	for	interpersonal	communication	(Krämer,	2005).	This	

phenomenon	can	be	explained	by	a	strong	reliance	on	social	categories	(e.g.,	gender	or	

ethnicity),	the	use	of	overlearned	social	behaviours	(e.g.,	politeness	or	reciprocity)	and	

the	exhibition	of	“premature	cognitive	commitments”	(Nass	&	Moon,	2000,	p.	82),	the	

latter	meaning	that	people	will	not	update	an	assumption	made	about	the	artificial	

actor,	even	in	the	light	of	contradicting,	new	information.	It	is	triggered	by	cues	

activating	social	scripts.	Once	done,	individuals	will	stop	searching	for	additional	cues	

which	might	be	capable	of	activating	alternative,	more	appropriate	scripts	(Westerman	

et	al.,	2020).	
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	 For	CASA	to	apply,	however,	two	conditions	concerning	the	nature	of	the	artificial	

agents	(e.g.,	a	robot	or	a	bot)	need	to	be	met:	First,	it	must	provide	sufficient	social	cues	

for	individuals	to	perceive	it	as	“worthy	of	social	responses”	(Nass	&	Moon,	2000,	p.	83).	

And	while	what	constitutes	‘sufficient’	varies	interpersonally	and	is	also	depending	on	

situational	factors	(Waytz	et	al.,	2010),	some	characteristics	increasing	‘humanness’	for	

an	artificial	actor	have	been	identified,	including	the	act	of	replacing	a	human	in	specific	

roles	(Nass	&	Moon,	2000;	Westerman	et	al.,	2020;	Xu,	2019).	The	general	significance	

of	this	prerequisite	is,	however,	controversial,	with	results	from	human-computer	

interaction	indicating	that	social	behaviour	might	not	depend	on	an	actor’s	level	of	

humanness	after	all	(Hertz	&	Wiese,	2016).	

	 Secondly,	the	artificial	agent	must	not	be	seen	as	a	mere	conduit	for,	but	an	

autonomous	source	of	communication	(Nass	&	Steuer,	1993).	This	difference	in	

orientation	is	what	distinguishes	human-computer	interaction	and	computer-mediated	

communication	(Sundar	&	Nass,	2000).	It	indicates	that	users	need	to	assign	at	least	

some	degree	of	agency	to	the	actor,	instead	of	perceiving	it	to	just	transmit	messages	

from	one	person	to	another	(Gambino	et	al.,	2020).	By	fulfilling	these	requirements,	the	

paradigm	suggests	an	increase	in	likelihood	of	social	interaction	with	any	kind	of	

computational	actor.		

	

Conformity	and	why	it	occurs	
	 Conformity	refers	to	“the	act	of	changing	one’s	behaviour	to	match	the	response	of	

others”	(Cialdini	&	Goldstein,	2004,	p.	606).	It	was	shaped	by	a	series	of	groundbreaking	

experiments	conducted	by	Solomon	Asch	in	the	1950s.	In	his	quest	to	understand	

“independence	and	submission	to	group	pressure”	(1951,	p.	222),	he	developed	the	

famous	line	judgement	task	prompting	individuals	to	compare	lines	of	different	length	

to	a	reference	standard,	while	being	exposed	to	an	obviously	wrong,	unanimous	

majority.	The	observations	he	made	were	striking:	Participants	would	abandon	their	

visual	judgments,	when	encountering	a	group	of	confederates	holding	up	a	different	

opinion.	In	one	third	of	the	relevant	trials,	subjects	followed	the	majority,	and	three	out	

of	four	participants	did	so	at	least	once.	Further	investigating	these	results,	Asch	(1955,	

1956)	modified	the	original	experiment	trying	to	identify	relevant	variables	and	their	

impact	on	conformity.	Key	findings	include	the	importance	of	public	judgement,	the	

absence	of	cumulative	peer	pressure,	the	minimal	increase	of	conformity	once	the		
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Figure	1	

The	Line	Judgement	Task	developed	my	Asch	(1951).	

	
	

number	of	confederates	exceeds	three	and	–	highly	relevant	for	this	thesis	–	the	impact	

of	dissent,	which	proved	to	significantly	reduce	conformity	even	with	a	single	dissident.	

More	recently,	ambiguous	situations	with	high	levels	of	uncertainty	regarding	the	

correct	answer	were	found	to	increase	conformity	(Brandstetter	et	al.,	2014;	Hertz	&	

Wiese,	2016).	Furthermore,	research	also	learned	that	this	is	not	limited	to	the	physical	

world.	Instead,	the	effects	of	conformity	have	been	measured	successfully	both	in	

virtual	worlds	(e.g.,	simulated	environments	like	Second	Life;	Rayborn-Reeves	et	al.,	

2013)	and	digital	settings	(e.g.,	online	classrooms	or	internet	communities;	Beran	et	al.,	

2015;	Rosander	&	Eriksson,	2012).	

	 In	their	search	for	an	explanation	for	this	observation,	Deutsch	and	Gerard	(1955)	

hypothesize	two	distinct	types	of	social	influence:	Informational	and	normative	

influences.	Informational	influence	describes	the	tendency	to	determine	what	is	true	

based	on	what	other	people	believe	to	be	true	(Cialdini,	2001).	This	concept,	also	known	

as	social	proof,	stems	from	a	need	to	“form	an	accurate	interpretation	of	reality”	

(Cialdini	&	Goldstein,	2004,	p.	606).	Therefore,	individuals	conform	because	they	rely	on	

the	judgments	of	others	as	a	source	of	information	to	increase	accuracy	and	identify	
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adaptive	behaviour	(Deutsch	&	Gerard,	1955).	Or,	more	simply	put,	they	conform	“to	be	

correct”	(Morgan	&	Laland,	2012,	p.	2)	and	might	change	their	beliefs,	because	they	

assume	the	group	to	know	more	than	them	(Schnuerch	&	Gibbons,	2014).		

	 Normative	influence	–	on	the	other	hand	–	aims	to	avoid	rejection	while	obtaining	

social	approval	from	peers	(Cialdini	&	Goldstein,	2004).	People	thereby	hope	to	receive	

normative	rewards	for	agreeing	and	fitting	in	with	their	group	(Morgan	&	Laland,	

2012).	On	a	biological	level,	this	kind	of	pressure	seems	to	be	rooted	in	error	and	

conflict	processing	as	well	as	reward	inhibition	caused	by	disagreement	(Botvinick	et	

al.,	2004;	Morgan	&	Laland,	2012).	It	results	from	groups’	aversion	to	deviates	and	

individual’s	fear	of	exclusion	and	alienation,	when	not	fulfilling	expectations	regarding	

their	response	(Kindcaid,	2010).	These	expectations	can	arise	from	oneself,	being	an	

internalized	social	process,	or	more	commonly	from	the	group.	In	the	latter	case	and	

even	with	trivial	and	artificial	groups,	the	impact	of	normative	influence	will	be	

considerably	increased	(Deutsch	&	Gerard,	1955).		

	 However,	while	normative	and	informational	influence	differ	theoretically,	

separating	them	empirically	can	be	challenging	(Dávid	&	Turner,	2001).	Additionally,	

neuroscientific	findings	suggest	that	they	are	in	fact	highly	intertwined	and	–	at	least	on	

a	neural	level	–	might	not	be	distinct	at	all	(Berns	et	al.,	2005).		

	

Conforming	to	artificial	agents?	
	 Coming	up	with	their	definition	for	conformity	mentioned	above,	Cialdini	and	

Goldstein	(2004)	abstained	from	specifying	whom	exactly	the	term	“others”	(p.	606)	

encompasses.	Yet,	with	the	application	of	AI	tools	becoming	more	common	in	areas	like	

education,	service	and	even	therapy	(Qin	et	al.,	2021),	it	wasn’t	long	before	the	question	

arose	whether	it	could	possibly	include	artificial	agents.	Early	studies	focusing	on	the	

potential	of	social	robots	to	induce	conformity	failed	to	reproduce	Asch’s	findings	with	

non-human	peers	(Brandstetter	et	al.,	2014;	Shiomi	&	Hagita,	2016),	apparently	

contradicting	the	CASA	paradigm.	And	while	Vollmer	et	al.	(2018)	confirmed	these	

results	for	adults,	they	did	find	7-	to	9-year-old	children	to	conform	with	humanoid	

robots.	This	is	in	line	with	previous	research	demonstrating	that	young	children	are	

considerably	more	vulnerable	to	the	effects	of	social	influence	(Walter	&	Andrade,	1996;	

Pasupathi,	1999).	However,	all	of	these	studies	rely	on	the	identical	line	judgement	task	

used	in	Asch’s	(1951)	original	experiments.	Therefore,	as	Hertz	et	al.	(2019)	speculate,	
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the	stimuli	might	be	too	familiar	to	participants	given	its	popularity	in	academia	and	

culture,	leading	to	an	underestimation	of	conformity	effects	in	those	cases.	And	indeed:	

Applying	alternative	tasks,	multiple	studies	were	able	to	detect	conformity	with	

artificial	agents	as	well	as	the	conditions	facilitating	it	(Hertz	&	Wiese,	2018;	Riva	et	al.,	

2022;	Salomons	et	al.,	2018).	Salomons	et	al.	(2018),	for	example,	observed	that	in	30%	

of	critical	trials,	subjects	conformed	to	a	group	of	robots.	This	finding	is	remarkable	as	it	

closely	resembles	the	results	obtained	in	Asch's	(1951)	original	study.		

	

Importance	of	the	task’s	domain	
	 And	yet	another,	relevant	factor	lies	in	the	nature	of	the	task,	or	more	precisely	the	

agent-task	fit	(Hertz	&	Wiese,	2018;	Riva	et	al.,	2022).	This	follows	from	Cialdini’s	

(2001)	principle	of	authority	and	its	focus	on	expertise:	While	artificial	agents	should	be	

less	capable	of	inducing	normative	pressure,	their	informational	influence	might	be	

increased	depending	on	how	competent	they	are	perceived	for	a	given	task.	Therefore,	

under	the	assumption	that	AI	agents	are	perceived	as	highly	competent	in	the	analytical	

domain	while	lacking	in	social	capacities,	conformity	should	increase	for	the	former	and	

drop	for	the	latter.	To	test	this,	Hertz	&	Wiese	(2018)	conducted	an	experiment	

including	two	different	tasks	–	a	calculation	task	and	a	task	concerning	the	evaluation	of	

facial	expressions	–	with	peer	groups	consisting	exclusively	of	either	humans,	robots,	or	

computers.	Their	findings	indicate	a	significant	interaction	between	agent	type	and	task	

domain:	For	the	analytical	task	conformity	remained	similar	in	all	three	agent	

conditions,	while	there	were	significant	differences	for	the	social	task	with	computers	

and	robots	reaching	lower	levels	compared	to	humans.	Another	study	utilizing	a	similar	

task	setup	(subjective	picture-concept	fit	vs.	objective	estimation)	even	found	increased	

conformity	for	non-human	actors	given	an	objective	task	with	high	uncertainty	(Riva	et	

al.,	2022).	However,	while	these	studies	provide	compelling	evidence	for	non-human	

agent’s	potential	in	inducing	conformity,	the	picture	remains	incomplete.		

	

The	Present	Research	
	 The	aim	of	this	study	is	to	deepen	our	understanding	of	the	role	artificial	agents	

can	play	in	social	influence	processes.	As	hybrid	systems	will	most	likely	consist	of	a	

human	majority	cooperating	with	an	artificial	minority,	further	research	on	artificially	

induced	conformity	should	examine,	how	such	situations	could	unfold	(Qin	et	al.,	2021).	
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For	example,	for	the	impact	of	robotic	dissidence,	Qin	et	al.	(2021)	found	correct	

dissenters	to	reduce	conformity	and	increase	accuracy	and	incorrect	dissenters	to	

reduce	conformity	without	increasing	accuracy.	However,	with	their	heightened	

availability	compared	to	social	robots,	the	question	remains	about	whether	this	effect	

also	holds	true	for	AI	and	software	agents.	As	these	are	less	likely	to	convey	social	cues,	

they	fail	to	meet	the	requirements	of	the	CASA	paradigm	potentially	rendering	them	

less	effective	regarding	to	normative	pressure.	Accordingly,	robots	were	found	to	foster	

more	compliance	and	trust	than	virtual	agents	(Bainbridge	et	al.,	2008;	Leyzberg	et	al.,	

2012).	Furthermore,	their	physical	presence	has	also	been	linked	to	being	perceived	as	

more	informative	and	helpful	(Kidd	&	Breazeal,	2004;	Wainer	et	al.,	2007),	indicating	a	

reduction	in	informational	influence.	This	evidence	suggests	“fundamental	differences	

between	virtual	agents	and	robots	from	a	social	standpoint”	(Wainter	at	al.,	2007,	p.	

872).		

	 	Additionally,	task	domain	needs	to	be	considered.	Based	on	the	findings	provided	

above	as	well	as	the	theoretical	and	empirical	insights	from	the	CASA	paradigm,	a	

comparable	effect	is	plausible	for	AI	agents	as	well	as	an	interaction	between	task	

domain	and	AI	dissidence.	Presumably,	the	artificial	dissident’s	impact	on	conformity	

will	be	stronger	for	analytical	tasks	compared	to	social	tasks.	

	 Lastly,	none	of	the	experiments	on	the	interaction	between	task	domain	and	

conformity	provided	above	considered	personal	beliefs	towards	artificial	systems.	This	

is	problematic,	as	both	liking	and	authority	–	principles	that	should	moderate	social	

influence	(Cialdini,	2001;	Cialdini	&	Goldstein,	2004)	–	are	shaped	by	individual	

experiences	and	attitudes.	Therefore,	we	expect	these	beliefs,	as	measured	by	the	

General	Attitudes	towards	Artificial	Intelligence	Scale	(GAAIS;	Schepman	&	Rodway,	

2020;	2022),	to	moderate	the	link	between	AI	dissidence	and	conformity.		

	

Method	

Participants	
	 Participants	were	recruited	via	the	Prolific	platform	(www.prolific.co)	and	

compensated	9	£	per	hour.	In	a	first	pilot	experiment,	10	participants	were	recruited.	

After	ensuring	the	absence	of	any	technical	issues	with	the	data	collection,	another	90	

participants	were	added.	Finally,	before	analyzing	the	results,	the	data	from	the	pilot	

study	were	incorporated	in	the	overall	data	set.	
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	 In	total,	100	individuals	were	recruited.	Due	to	anomalies	in	the	original	data	

provided	by	Gorilla,	one	subject	was	excluded	from	the	analyses.	5	more	subjects	failed	

the	attention	check.	Thus,	the	final	sample	consisted	of	94	participants	(49%	male,	47%	

female,	2%	non-binary,	2%	preferred	not	to	answer;	age	range:	19	–	53	years,	median	

age	=	27	years,	IQR	=	10.75).	However,	based	on	the	results	of	an	additional	power	

analysis	with	an	increased	number	of	simulations	(nsim	=	1500),	this	does	not	pose	an	

issue	for	the	general	analysis.	Furthermore,	for	one	subject	duplicate	observations	were	

removed.	Although	the	sample	was	predominantly	international,	it	is	noteworthy	that	

substantial	proportions	of	participants	were	from	the	European	Union	(42%)	and	South	

Africa	(40%).	A	total	of	16%	of	our	subjects	were	found	to	have	either	a	professional	or	

academic	background	in	AI	and	another	12%	were	familiar	with	the	line	judgement	

task.		

	

Experimental	Design	
	 The	study	is	based	on	a	2	(task	domain:	social	vs.	analytical)	x	2	(AI	dissent:	

incorrect	majority	vs.	incorrect	majority	with	correct	AI	minority)	within-subjects	

design	with	conformity	(yes	or	no)	as	the	dependent	variable.	Based	on	Asch’s	(1956)	

experimental	design	and	with	the	intention	to	build	trust	in	the	group,	an	additional	

level	for	AI	dissent	with	a	correct	majority	(including	the	AI	agent;	further	referred	to	as	

neutral)	was	introduced.	To	ensure	that	the	AI	agent's	position	in	the	answer	sequence	

did	not	influence	the	participants	choice	-	for	example,	through	the	perception	of	the	

confederate’s	reaction	to	the	AI	–	it	was	counterbalanced	for	between	subjects.	

	

Power	considerations	
	 Sample	size	was	estimated	based	on	an	a	priori	power	analysis	for	generalized	

linear	mixed-effects	model	with	domain,	AI	dissent	and	Attitudes	towards	AI	modelled	

as	fixed	effects,	and	subject	and	trial	modelled	as	random	effects	(intercepts	only).		

Power	was	calculated	to	using	a	Monte	Carlo	power	simulation.	The	relevant	effect	sizes	

were	based	on	general	effect	size	calculations	for	medium	effects	(Chen	et	al.,	2010).	

This	analysis	suggested	N	=	100	as	the	optimal	number	of	participants	to	detect	a	

medium-sized	three-way	interaction	of	all	three	fixed	effects	(Odds	Ratio	=	3.47	~	
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Cohen’s	d	=	0.50)	with	80%	power	at	alpha	=	0.05.	The	exact	procedure	can	be	found	in	

the	preregistration	protocol	(www.osf.io/8jsm2).		

	

Stimuli	
	 For	this	study,	18	unique	target	stimuli	were	created,	each	consisting	of	a	portrait	

picture	and	a	randomly	generated	series	of	dots	left	and	right	of	it	(see	Figure	2).	The	

portraits	were	of	faces	depicting	negative	emotional	expressions	randomly	selected	

from	the	validated	FACES	database	(set	A;	Ebner	et	al.,	2010).	Age	and	gender	were	

counterbalanced	for	within-subject.	The	number	of	dots	as	well	as	their	position	

relative	to	the	image	were	randomly	generated.		

	

Procedure	
	 The	online	experiment	was	designed	and	run	using	Gorilla	(www.gorilla.sc).	

Individuals	were	deceived	to	partake	simultaneously	with	other	participants	

(confederates).	To	make	this	illusion	more	realistic,	artificial	loading	times,	a	waiting	

screen	for	other	participants	and	prerecorded	and	randomly	glitched	webcam	footage	

of	the	confederates	were	introduced.	Furthermore,	the	subject’s	webcam	was	activated,	
Figure	2	

Trial	setup	consisting	of	stimulus	and	answer	display.	

	
Note.	The	left	image	pictures	the	task	stimulus	layout	consisting	of	a	portrait	from	the	FACES	

dataset	(Ebner	et	al.,	2010)	framed	by	several	dots	on	the	left	and	right	side.	The	right	image	

shows	the	answer	display.	It	consists	of	the	question,	the	options,	the	sequence	of	answering,	

the	choices	made	by	the	AI	and	the	confederates	and	the	prerecorded	webcam	footage	of	the	

agent	choosing	right	now	or	–	when	it	is	the	subject’s	turn	to	choose	–	live	footage	of	the	

participant’s	webcam.		
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and	their	video	output	was	visible	to	themselves	while	answering.	Participants	were	

told	that	the	goal	of	the	studies	was	the	optimization	of	an	AI	system	called	“Neural	

Image	Reasoning	Network”	or	“NIRN”.	After	giving	consent,	adjusting	their	webcam,	

reading	the	instructions,	and	waiting	for	other	participants,	the	actual	trials	were	

initiated.		Per	run,	individuals	were	presented	with	a	target	stimulus.	As	uncertainty	

was	linked	to	an	increase	in	conformity	(Cialdini	&	Goldstein,	2004;	Hertz	&	Wiese,	

2016;	Riva	et	al.,	2022),	this	stimulus	was	visible	for	only	4	seconds	per	trial.		

	 After	being	presented	with	the	stimulus,	subjects	were	instructed	to	either	add	or	

subtract	the	dots	(analytical	task,	e.g.,	“Right	Dots	–	Left	Dots”)	or	evaluate	the	facial	

expression	(social	task).	For	the	latter,	options	were	limited	to	the	negative	basic	

emotions	(i.e.,	anger,	fear,	disgust,	and	sadness),	as	these	are	–	in	contrast	to	positive	

emotions	–	distinct	in	the	way	they	are	signaled	(Ekman,	1992;	see	also,	Ekman	&	

Friesen,	1982).	In	every	case,	there	were	4	choices	available	(see	Figure	2).	For	the	

social	task,	these	options	were	fixed	with	the	four	negative	basic	emotions.	For	the	

analytical	task,	options	were	selected	randomly	from	a	range	of	numbers	surrounding	

the	correct	answer,	clustering	within	a	range	that	spans	three	numbers	below	and	

above	the	actual	answer.	Furthermore,	direction	(i.e.,	left	to	right	or	vice	versa)	and	the	

operator	for	the	calculation	were	randomly	selected.		

	 Before	deciding	on	their	answer,	individuals	would	see	three	different	(human)	

confederates	and	the	AI	agent	choose	an	option.	This	number	of	confederates	was	

selected	because	further	expanding	group	size	(e.g.,	from	3	to	4)	was	found	to	increase	

conformity	only	marginally	(from	31.8%	to	35.1%),	while	further	lessening	it	(e.g.,	from	

3	to	2)	drastically	reduced	conformity	(from	31.8%	to	13.6%;	Asch,	1955).	Therefore,	

utilizing	three	confederates	ensured	that	any	effect	measured	was	indeed	a	reduction	of	

conformity	due	to	the	presence	of	a	dissenter	and	not	due	to	a	smaller	group	size.		

	 For	the	confederates,	prerecorded	webcam	footage	of	them	deciding	was	visible.	

For	the	NIRN	AI	agent,	a	loading	animation	was	presented.	The	participants	were	made	

believe	that	the	order	of	answering	was	randomly	assigned	once	at	the	beginning	of	the	

experiment.	However,	in	fact,	participants	were	always	assigned	the	last	(i.e.,	the	5th)	

position	in	order.	The	choices	of	each	agent	remained	visible	until	the	end	of	the	trial.	

Furthermore,	after	any	agent’s	choice	(including	the	subject’s)	became	apparent,	its	

video	footage	remained	visible	for	another	second.	During	their	turn,	the	participant	
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was	aware	of	the	options	chosen	by	every	other	entity	when	selecting	their	own	answer.	

Post-trial,	the	subject	was	asked	to	rate	how	confident	they	were	by	their	decision	on	a	

slider	from	0	to	100.	

	 In	total,	18	trials	per	individual	equally	divided	between	social	and	analytical	

condition	were	conducted.	In	one	third	of	these	trials,	the	confederates	and	the	AI	agent	

unanimously	choose	the	correct	answer.	These	“neutral”	trials	were	introduced	by	Asch	

(1956)	in	his	original	experiment	and	aim	at	building	trust	into	the	majority.	Another	

third	of	the	trials	followed	the	“critical	I”	condition.	In	these	cases,	both	the	confederates	

and	the	AI	agent	chose	a	wrong	option.	The	final	third	was	“critical	II”	trials.	In	these	

cases,	the	confederate	majority	chose	a	wrong	option	and	the	AI	agent	dissented	and	

chose	the	correct	alternative.	The	trials	were	following	a	fixed	pattern	(n,n,c,c,n,c,c,c,c)	

that	is	repeated	once.	The	order	of	the	two	types	of	critical	trials	as	well	as	the	order	of	

social	and	analytical	tasks	was	randomized.	After	completing	the	18	relevant	trials,	

individuals	were	asked	to	answer	the	items	of	the	General	Attitudes	towards	Artificial	

Intelligence	Scale	(GAAIS;	Schepman	&	Rodway,	2020;	2022).	However,	to	reduce	

confusion	related	to	the	attention	check,	the	corresponding	item	was	slightly	modified.	

Furthermore,	participants	were	asked	to	answer	demographic	questions	regarding	age,	

gender,	country	of	origin	and	professional	or	educational	contact	to	AI	and	whether	

they	ever	saw	the	line	judgement	task,	how	in	general	they	assessed	AI’s	capacities	in	

analytical	and	social	tasks	and	whether	they	assumed	any	deception	as	part	of	this	

study.	Afterwards,	participants	were	debriefed	and	informed	about	the	true	nature	of	

the	study.			

	

GAAIS	Questionnaire		
	 The	GAAIS	by	Schepman	and	Rodway	(2020;	2022)	is	a	validated	measure	

consisting	of	20	items.	It	is	capturing	positive	and	negative	attitudes	towards	AI,	

thereby	reflecting	both	utility	and	concerns	regarding	the	technology.	For	this	study,	

both	subscales	were	combined	to	form	a	general	attitude	score.	

	

Data	Analysis	
	 Data	were	processed	and	analyzed	using	R	(v.4.2.2;	R	Core	Team,	2022).	For	the	

analysis	and	based	on	the	OSF	preregistration,	a	generalized	linear	mixed	effects	model	

was	fitted	with	conformity	(yes,	no)	as	a	response	variable	and	trial	type	(C1,	C2;	N	
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trials	were	excluded	from	the	analysis),	domain	(social,	analytical)	and	attitude	(as	

measured	by	the	GAAIS)	as	fixed	effects.	Furthermore,	based	on	the	substantial	

proportion	of	participants	expecting	some	kind	of	deception	(see	Manipulation	check)	

and	the	differences	in	their	response	behaviour,	perceived	deception	was	also	included	

in	the	model.	To	account	for	potential	variability	in	subject	and	trial,	these	effects	were	

considered	random.		

	

Results	

Manipulation	Check	
	 As	a	manipulation	check,	subjects	were	asked	whether	they	felt	deceived	by	any	

part	of	the	study.	And	indeed,	45%	of	the	participants	expected	some	sort	of	deception,	

especially	regarding	the	other	participants	(32%)	and	the	choices	they	made	(34%)	as	

well	as	the	choices	made	by	the	AI	agent	(22%).	Or,	as	put	by	one	participant	via	

prolific:	“I	knew	immediately	that	these	were	recordings	(I	like	to	check	it	by	doing	

stupid	things	in	front	of	the	camera).”	However,	while	there	was	a	significant	difference	

(Welch	Two-Sample	t-test;	t1113	=	5.74,	p	<	.001,	d	=	0.34,	95%	CI	[0.23,	0.47])		in	

conformity	behaviour	between	participants	that	believed	they	were	being	deceived	(M	

=	0.49,	SD	=	0.50)	and	those	that	did	not	(M	=	0.60,	SD	=	0.49),	the	relevant	delta	

between	C1	and	C2	trials	(felt	deceived:	M	=	-0.19,	SD	=	0.25;	did	not	feel	deceived:	M	=	-

0.23,	SD	=	0.27)	was	not	significant	(t91	=	-0.72,	p	=	.48,	d	=	-0.15,	95%	CI	[-0.59,	0.23]).		

	 So,	while	overall	conformity	appeared	to	be	reduced	for	participants	that	

perceived	deception,	the	general	trend	of	the	data	remained	manifest	(see	Figure	3).	

Therefore,	respective	participants	were	not	excluded	from	the	analysis.	Instead,	

deception	was	included	as	a	fixed	effect	in	the	model.		

	

Model	
	 Based	on	the	binomial	nature	of	our	outcome	variable	and	to	account	for	multiple	

random	effects,	the	data	were	analyzed	with	a	generalized	linear	mixed-effects	model	

(GLMM).	In	addition	to	the	factors	specified	in	the	preregistration,	perceived	deception	

was	also	integrated	into	the	model	to	account	for	the	aforementioned	effect.	Following	

best-practice	standards	(Baayen	et	al.,	2008;	see	also	Charles	et	al.,	2012),	subjects	and	

trials	were	included	as	crossed	random	effects.	 	
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Figure	3		

Conformity	for	Trial,	Task	and	Perceived	Deception	

	
	

For	the	model	selection,	a	saturated	model	including	all	relevant	fixed	and	random	

effects	(Conformity	~	TrialType	*	Domain	*	GAAIS-Score	+	Deception	+	(1|ID)	+	

(1|Trial))	was	fitted	first,	utilizing	the	lme4	R	package	(Bates	et	al.,	2015).	Based	on	a	

binomial	distribution	it	relied	on	the	logit	link	function.	Its	maximum	likelihood	was				

estimated	via	Laplace	approximation.	This	model,	however,	only	detected	one	

significant	main	effect	for	perceived	deception	with	individuals	assuming	any	kind	of	

deception	being	less	likely	to	conform	in	general	(OR	=	0.36,	95%	CI	[0.20,	0.64],	z	=	-

3.47,	p	<	.001).		

	 Following	a	stepwise	approach,	it	was	determined	that	including	both	subject	and	

trial	as	random	effects	provided	the	most	favorable	structure	for	goodness	of	fit,	as	

indicated	by	the	Akaike	information	criterion	(both	AIC	and	AICc),	the	Bayesian	

information	criterion	(BIC),	and	the	Bayes	factor.		

	 Subsequently,	performing	an	automated	model	selection	for	the	fixed	factor	

combination	based	on	the	AICc,	the	dredge()	function	was	applied	to	the	global	model	

(Barton,	2023).	The	resulting	model	demonstrated	superior	fit	in	terms	of	the	AIC,	AICc	

and	BIC	(see	table	1).	Furthermore,	no	overdispersion	was	detected.	
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Table	1	

Model	Comparison	

	 	 	 Goodness-of-Fit	method	

Model	 Fixed	Effects	 NPAR1	 AIC	 AICc	 BIC	 Deviance	

Saturated:	 AI	Dissent	*	Domain	*	Attitude	+	

Deception	

11	 1284.4	 1284.6	 1339.7	 1262.4	

Assumed:	 AI	Dissent	*	Domain	*	Attitude		 10	 1294.0	 1294.2	 1344.2	 1274.0	

Selected:	 AI	Dissent	+	Domain	+	Deception	 6	 1279.9	 1279.9	 1310.6	 1367.9	

Note:	Random	Effects	(1|ID)	+	(1|Trial)	were	included	in	all	models.	1	Number	of	parameters	

	

AI	Dissent	
	 As	expected,	compared	to	trials	with	a	unanimous	majority	(C1:	M	=	0.52,	SD	=	

0.50),	conformity	was	significantly	reduced	in	the	presence	of	AI	dissent	(C2:	M	=	0.31,	

SD	=	0.46;	OR	=	0.29,	95%	CI	[0.12,	0.72],	z	=	-2.89,	p	=	.004;	selected	GLMM,	see	Table	

2).	However,	the	wide	range	between	confidence	intervals	for	the	OR	highly	suggests	

that	the	true	effect	could	range	anything	from	small	to	large.	

	

Task	Domain	
	 Task	domain	was	classified	either	social	or	analytical.	A	paired	t-test	confirmed	

the	assumption	that	AI	is	perceived	as	more	competent	in	the	analytical	domain	(M	=	

78.09,	SD	=	18.70)	compared	to	the	social	domain	(M	=	57.21,	SD	=	21.33,	t93	=	7.63,	p	<	

.001,	d	=	0.79,	95%	CI	[0.56,	1.07)]).	In	total	–	including	neutral	trials	–	participants	

showed	higher	levels	of	conformity	for	analytical	tasks	(M	=	0.60,	SD	=	0.49)	compared	

to	social	tasks	(M	=	0.49,	SD	=	0.50).	This	is	in	line	with	the	small	and	non-significant	

main	effect	for	domain	(OR	=	0.49,	95%	CI	[0.20,	1.22],	z	=	-1.66,	p	=	.10)	identified	in	

the	selected	GLMM.	It	also	matches	previous	findings	on	conformity	effects	for	social	

and	analytical	tasks	(Hertz	&	Wiese,	2018,	Hertz	et	al.,	2019).	Within	the	analytical	

domain,	subjects	conformed	more	often	in	C1	trials	(M	=	0.54,	SD	=	0.50)	compared	to	

C2	trials	(M	=	0.41,	SD	=	0.49).	Similarly,	social	tasks	had	higher	conformity	rates	for	C1	

trials	(M	=	0.50,	SD	=	0.50)	than	for	C2	trials	(M	=	0.22,	SD	=	0.41).	With	a	Cohen’s	d	of	-

0.50	(95%	CI	[-0.38,	-0.64],	t281	=	-8.44,	p	<	.001)	the	impact	of	the	dissenter	appears	to		
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Table	2	

Fixed	Effect	Estimates	
Model	 Fixed	Effect	 Log	Odds	(95%	CI)	 SE	 OR	(95%	CI)	 z	 p	

Saturated	 Intercept	 0.70	(-1.78,	3.19)	 1.25			 2.00	(0.17,	24.29)		 0.56		 .58	

AI	Dissent1	 -0.59	(-3.29,	2.08)	 1.34	 0.55	(0.04,	8.01)			 -0.45			 .66	

Domain2	 0.93	(-2.03,	3.62)	 1.34				 2.54	(0.13,	37.34)		 0.70	 .49	

Attitude	 0.01	(-0.67,	0.68)	 0.34		 1.00	(0.51,	1.97)				 0.01		 .99			

Deception3	 -1.02	(-1.63,	-0.45)	 0.30			 0.36	(0.20,	0.64)				 -3.47		 <	.001***	

AI	Dissent1:Domain2	 -0.23	(-4.07,	3.60)	 1.92				 0.79	(0.02,	36.60)			 -0.12		 .90	

AI	Dissent1:Attitude	 -0.04	(-0.74,	0.66)	 0.35				 0.96	(0.48,	1.94)					 -0.12	 .91	

Domain2:Attitude	 -0.33	(-1.03,	0.36)	 0.35			 0.72	(0.36,	1.43)				 -0.95			 .34			

AI	Dissent1:Domain2:Attitude	 -0.23	(-1.24,	0.78)	 0.51			 0.80	(0.29,	2.18)				 -0.45			 .66		

Assumed	 Intercept	 0.05	(-2.44,	2.54)	 1.27				 1.05	(0.09,	12.68)				 0.04					 .97	

TrialType1	 -0.58	(-3.21,	2.05)		 1.34			 0.56	(0.04,	7.77)				 -0.43					 .67	

Domain2	 0.94	(-1.68,	3.56)	 1.33				 2.56	(0.19,	35.16)				 0.70					 .48	

Attitude	 -.06	(-0.62,	0.73)	 0.35			 1.06	(0.54,	2.08)				 0.16					 .87	

AI	Dissent1:Domain2	 -0.23	(-3.98,	3.53)	 1.91				 0.80	(0.02,	252.14)				 -0.12					 .91	

AI	Dissent1:Attitude	 -0.05	(-0.73,	0.64)	 0.35				 0.95	(0.48,	1.90)				 -0.13					 .89	

Domain2:Attitude	 -0.33	(-1.02,	0.35)	 0.35			 0.72	(0.36,	1.42)				 -0.95					 .34	

AI	Dissent1:Domain2:Attitude	 -0.23	(-1.22,	0.76)	 0.50			 0.80	(0.30,	2.14)			 -0.45					 .65	

Selected	 Intercept	 0.96	(0.10,	1.51)	 0.41				 2.60	(1.11,	4.53)					 2.31			 .02*	

AI	Dissent1	 -1.24	(-2.16,	-0.33)	 0.43			 0.29	(0.12,	0.72)					 -2.89			 .004**	

Domain2	 -0.71	(-1.63,	0.20)	 0.43			 0.49	(0.20,	1.22)								 -1.66			 .10	

Deception3	 -1.01	(-1.61,	-0.43)	 0.30			 0.36	(0.20,	0.65)					 -3.43			 <.001***	

Significance:	*	p	<	.05.	**	p	<	.01.	***	p	<	.001	Reference	Level:	1C1	2Analytical	3No	deception	beliefs	

	

be	stronger	for	social	tasks	compared	to	analytical	tasks	(d	=	-0.22	,95%	CI	[-0.09,	-

0.34],	t281	=	-3.06,	p	<	.001).	However,	including	an	interaction	for	domain	and	AI	dissent	

did	not	increase	the	model	fit	for	the	selected	GLMM.	Within	the	saturated	model,	the	

interaction	had	a	non-significant	effect	(OR	=	0.79,	z	=	-0.12,	p	=	.90)	with	very	wide	

confidence	intervals	(95%	CI	[0.02,	36.60]).	This	lack	of	a	significant	interaction	is	

surprising,	as	previous	findings	(Hertz	&	Wiese,	2018)	indicated	a	relationship	between	

domain	and	conformity	–	not	the	impact	of	AI	dissent	on	conformity	–	for	similar	tasks.		

	 However,	as	these	results	relied	on	a	traditional	ANOVA	model,	they	failed	to	

account	for	the	variance	of	the	stimuli.	Similarly,	when	utilizing	a	generalized	linear	

model	(GLM)	with	an	interaction	term	as	well	as	main	effects	for	trial	type	and	domain,	

the	results	suggest	a	small,	significant	main	effect	for	trial	type	(OR	=	0.58,	95%	CI	[0.42,	
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0.81],		z	=	-3.19,	p	<	.001)	and	a	small,	significant	interaction	between	AI	dissent	and	

domain	(OR	=	0.47,	95%	CI	[0.29,	0.77],	z	=	-2.99,	p	=	.003).		

	

Attitudes	
	 For	the	GAAIS,	the	scale	mean	was	3.45	(SD	=	0.58),	indicating	a	favorable	attitude	

towards	AI.	However,	it	does	not	seem	to	be	related	to	the	impact	of	AI	dissent,	as	there	

were	no	significant	correlations	with	mean	differences	between	C2	and	C1	trials	for	

either	social	(r92	=	-.06,	95%	CI	[-0.26,	0.15],	t	=	-0.57,	p	=	.57)	or	analytical	(r92	=	-.02,	

95%	CI	[-0.22,	0.19],	t	=	-0.15,	p	=	.88)	tasks	(see	Figure	4).	For	the	selected	GLMM,	the	

inclusion	of	attitude	did	not	benefit	the	goodness-of-fit.	For	the	saturated	model,	neither	

its	main	effect	(OR	=	1.00,	95%	CI	[0.51,	1.97],	z	=	0.01	p	=	.99)	nor	the	interaction	with	

AI	dissent	(OR	=	0.96,	95%	CI	[0.48,	1.94],	z	=	-0.12,	p	=	.91)	were	significant.	This	

general	trend	remained	when	excluding	individuals	assuming	any	form	of	deception	

from	the	analysis.		

	

Perceived	Deception	
	 Perceived	Deception	was	also	included	as	a	fixed	effect.	This	resulted	in	a	

significant	effect	for	the	selected	model	(OR	=	0.36,	95%	CI	[0.20,	0.65],	z	=	-3.12,	p	=	

.002).		

	

Loss	of	Trust	over	multiple	Trials	
As	previous	findings	suggested	a	loss	of	trust	in	the	different	agents	due	to	repeated,	

incorrect	answers	(Salomons	et	al.,	2018;	Wiegmann	et	al.,	2001),	the	event	index	–	a	

numerical	indicator	for	how	many	trials	were	done	before	the	target	trial	–	was	also	

considered	as	a	random	effect.	However,	while	there	was	a	significant	negative	

correlation	of	r1126	=	-.10	(95%	CI	[-.15,	-.04],	t	=	-3.40,	p	<	.001),	the	effect	size	was		

small	and	its	implementation	did	not	increase	the	goodness-of-fit	for	the	model.		

	

Accuracy	
Looking	at	accuracy	(i.e.,	whether	subject	chose	the	factually	correct	option)	instead	of	

conformity,	a	slightly	different	picture	emerges.	In	C1	trials,	accuracy	levels	were	

similar	for	the	social	(M	=	0.35,	SD	=	0.48)	and	analytical	(M	=	0.38,	SD	=	0.49)	domain.	
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Figure	4		

Probability	of	Conformity	for	Trial,	Task,	Attitude	and	Perceived	Deception	

	
	

For	C2,	however,	accuracy	was	increased	for	social	tasks	(M	=	0.76,	SD	=	0.43)	compared	

to	analytical	tasks	(M	=	0.46,	SD	=	0.50;	see	Figure	5).	Visual	inspection	indicates	a	

stronger	contribution	of	domain	(see	Figure	6).	For	further	exploration,	another	GLMM	

utilizing	the	same	random	and	fixed	effect	structures	as	the	saturated	model	but	

focusing	on	accuracy	instead	of	conformity	as	a	response	was	fitted	and	reduced	(see	

table	3).	Results	suggest	a	medium-sized,	significant	interaction	for	domain	and	AI	

dissent	(OR	=	6.07,	z	=	2.64,	p	=	.008.	However,	as	95%	confidence	intervals	are	wide	

(1.42,	26.31),	these	results	need	to	be	interpreted	cautiously.		Simple	effects	analyses	

utilizing	multivariate	𝑡	p-value	correction	for	multiple	comparisons	revealed	that	
accuracy	in	the	presence	of	AI	dissent	was	significantly	lower	for	the	analytical	task	

compared	to	the	social	task	(z	=	-3.39,	SE	=	0.49,	p	=	.004).	Furthermore,	there	was	a	

significant	difference	between	C1	and	C2	conditions	for	the	social	task	with	higher	

accuracy	in	the	presence	of	AI	dissent	(z	=	-4.52,	SE	=	0.49,	p	<	.001).	
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Table	3	

Fixed	Effect	Estimates	for	the	selected	model	for	Accuracy	
Model	 Fixed	Effect	 Log	Odds	(95%	CI)	 SE	 OR	(95%	CI)	 z	 p	

Selected	 Intercept	 -1.19	(-2.97,	0.58)	 0.89			 0.31	(0.05,	1.79)			 -1.33		 .18	

AI	Dissent1	 0.40	(-0.61,	1.43)	 0.48	 1.50	(0.54,	4.18)				 0.84	 .40	

Domain2	 -1.64	(-3.60,	0.29)	 0.98	 0.19	(0.03,	1.34)	 -1.59	 .09	

Attitude	 0.06	(-0.40,	0.53)	 0.23	 1.06	(0.67,	1.70)	 0.26	 .79	

Deception3	 0.78	(0.31,	1.26)	 0.23				 2.17	(1.38,	3.53)				 3.28			 .001**	

Domain2:Attitude	 0.43	(-0.05,	0.92)	 0.24			 1.54	(0.95,	2.51)				 1.76			 .07	

AI	Dissent1:Domain2	 1.80	(0.35,	3.27)	 0.68			 6.07	(1.42,	26.31)				 2.64			 .008**	

Significance:	*	p	<	.05.	**	p	<	.01.	Reference	Level:	1C1	2Analytical	3No	deception	beliefs	

	

Confidence	
	 Following	Moscovici’s	(1980)	conversion	theory,	we	expected	compliance	effects	

for	trials	with	a	unanimous,	incorrect	human-AI	majority	(C1)	and	conversion	effects	for	

trials	with	the	presence	of	a	correct	AI	dissenter	(C2).	We	assumed	these	to	be	reflected	

by	differences	in	confidence	in	the	decision.	And	while	the	latter	appeared	similar	for	C1	

	
Figure	5		

Accuracy	for	Trial,	Task	and	Perceived	Deception 
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Figure	6	

Interaction	plot	for	Trial	Type	and	Domain	regarding	Accuracy	and	Conformity	with	human	

Majority	

	
	

(M	=	70.68,	SD	=	24.61)	and	C2	(M	=	70.90,	SD	=	24.14)	trials,	there	were	differences	for	

domain	with	confidence	being	higher	for	social	tasks	(M	=	74.60,	SD	=	20.54)	than	

analytical	tasks	(M	=	66.98,	SD	=	27.16).	For	analytical	tasks,	confidence	decreases	from	

C1	(M	=	70.35,	SD	=	27.30)	to	C2	(M	=	63.60,	SD	=	26.63).	For	social	tasks,	it	increased	

from	C1	(M	=	71.00,	SD	=	21.63)	to	C2	(M	=	78.20,	SD	=	18.75).	However,	based	on	the	

results	from	a	GLMM	(or	more	precisely	a	linear	mixed	effect	model)	following	the	same	

approach	as	before,	no	significant	interaction	was	found.	

	

Discussion	
	 The	aim	of	this	study	was	to	foster	a	better	understanding	of	the	capacities	of	AI	

induced	dissent	in	hybrid	human-AI	conformity	situations.	By	conducting	an	online	

experiment,	we	sought	to	investigate	whether	the	presence	of	an	AI	agent	dissenting	

against	the	majority	would	reduce	conformity	and	whether	this	would	be	moderated	by	

the	nature	of	the	task	and	the	attitude	towards	AI	of	the	subject.	Additionally,	we	
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explored	how	AI	dissent	impacts	the	decision	accuracy	as	well	as	the	confidence	in	the	

decision.	

	 As	previous	research	has	demonstrated	the	capacity	of	software	agents	to	

promote	conformity	(Hertz	&	Wiese,	2018;	Riva	et	al.,	2022;	Salomons	et	al.,	2018)	as	

well	as	the	effectiveness	of	dissenting	social	robots	in	countering	conformity	effects	

(Qin	et	al.,	2022),	we	expected	the	introduction	of	AI	agents	to	produce	a	similar	effect.	

In	accordance	with	this	hypothesis,	conformity	with	the	incorrect,	human	majority	

significantly	dropped	in	the	presence	of	AI	dissent.	An	effect	even	held	up	for	subjects	

perceiving	deception	in	the	manipulation.		

	 The	influence	of	task	domain	appears	to	be	more	complex.	In	line	with	previous	

studies	(Hertz	&	Wiese,	2018,	Hertz	et	al.,	2019),	conformity	was	higher	for	analytical	

tasks	compared	to	social	tasks.	While	a	GLM	not	accounting	for	the	variance	of	the	

stimuli	did	find	a	significant	interaction	with	the	effect	of	AI	dissent	increasing	for	social	

tasks	compared	to	analytical	tasks,	the	selected	GLMM	failed	to	detect	any	interaction	

between	domain	and	AI	dissent.	This	contradicts	our	expectations	as	well	as	previous	

studies	identifying	a	positive	relationship	between	perceived	competence	of	artificial	

agents	and	subjects’	susceptibility	towards	their	influence	(Zonca	et	al.,	2023).		

	 Furthermore,	fitting	a	GLMM	with	accuracy	as	the	response	variable,	a	medium-

sized	interaction	was	found.	In	contrast	to	the	absence	of	an	interaction	for	conformity,	

this	implies	two	distinct	mechanisms	at	play:	the	mere	presence	of	an	artificial	dissenter	

appears	to	be	sufficient	to	break	the	normative	influence	exerted	by	the	human	group,	

regardless	of	task	domain.	However,	the	domain	might	influence	whether	individuals	

adopt	the	dissenter's	information	and	follow	their	lead.	Put	differently:	While	an	AI	

agent’s	capacity	to	break	majority	influence	does	not	appear	to	rely	on	the	given	task,	its	

potential	to	exert	minority	influence	might.	This	is	in	line	with	Moscovici’s	(1980)	

insights	suggesting	an	increased	importance	of	informational	influence	for	minorities.	

Nevertheless,	the	observed	direction	of	the	effect	is	counterintuitive,	as	the	social-

influential	capacities	of	the	dissenting	AI	agent	were	heightened	for	social	tasks.	This	

goes	against	the	AI	competence	perception	measured	as	well	as	previous	results	by	

Castelo	et	al.	(2019)	indicating	algorithm	appreciation	for	objective,	quantitative	tasks.	

One	reason	could	be	the	mixture	of	algorithm	aversion	after	repeated	negative	

experience	for	the	analytical	tasks	(Dietvorst	et	al.,	2015),	making	the	participants	

hesitant	to	agree	to	with	the	AI.	In	combination	with	the	speculations	about	lower	
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difficulty	for	the	social	task	(see	above),	this	could	be	another	plausible	explanation	for	

the	interaction	effect	for	accuracy.	Then	again,	the	analysis	of	the	event	index	as	a	

measure	of	lost	trust	did	not	support	this.	Therefore,	additional	research	is	necessary	to	

further	understand	how	task	domain	shapes	the	influence	exerted	by	artificial	agents.	In	

this	context,	particularly	the	reactions	to	an	incorrect	dissenter	could	provide	insights	

into	the	normative	and	informational	processes	and	how	these	depend	on	task	domain.		

	 Lastly,	attitudes	towards	AI	do	not	seem	to	have	a	moderating	effect	on	the	

influence	of	AI	dissent	on	conformity.	This	outcome	is	contrary	to	the	initial	hypothesis	

and	even	more	surprising,	considering	that	the	GAAIS	covers	both	competence	and	

warmth	assessments,	and	these	are	both	directly	related	to	an	actor’s	capacity	for	

informational	and	normative	pressure	(Cialdini,	2001).		

	

Limitations	
	 While	offering	convenient	recruitment	and	easy	access	to	subjects	outside	WEIRD	

populations,	it	is	important	to	acknowledge	the	limitations	and	flaws	associated	with	

research	crowdsourcing	platforms	such	as	Prolific.	Primarily,	the	userbase	might	differ	

systematically	from	the	general	population,	resulting	in	a	biased	sample.	Due	to	their	

above-average	participance,	these	“professional”	subjects	might	also	be	less	susceptible	

to	any	form	of	experimental	manipulation,	which	in	turn	could	explain	the	high	number	

of	individuals	exposing	the	confederate	deception.	Furthermore,	as	many	of	the	

platform’s	users	understand	prolific	as	an	additional	means	of	income,	they	might	be	

incentivized	to	answer	in	line	with	researcher	expectations	to	avoid	rejection,	resulting	

in	some	sort	of	demand	characteristics.		

	 The	FACES	database	used	for	the	experiment	offers	a	variety	of	validated	high-

quality	portraits	including	various	ages	and	facial	expressions.	However,	as	it	is	heavily	

used	in	psychology,	this	might	have	led	to	unexpected	familiarity	effects.	Additionally,	it	

consists	of	Caucasian	individuals	only,	potentially	opening	pandora's	box	regarding	

perception	differences	due	to	ethnicity	(Cook	&	Over,	2021).		

	 It	is	possible	to	speculate	about	differences	in	task	difficulty	as	an	explanation	for	

the	main	effect	of	domain	due	to	the	link	between	uncertainty	and	conformity	

(Brandstetter	et	al.,	2014;	Hertz	&	Wiese,	2016).	For	instance,	the	interpretation	of	

facial	expressions	–	particularly	negative	ones	–	might	be	easier	due	to	its	evolutionary	

significance	and	frequent	use	in	daily	life.	Since	faces	are	highly	effective	at	capturing	
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attention	(Morrisey	et	al.,	2019),	the	set	time	limit	might	also	have	had	a	greater	impact	

on	the	analytical	task,	as	participants	engaged	with	the	facial	stimulus	first	and	then	ran	

out	of	time	for	the	dot	stimuli.	To	solve	this	issue,	future	studies	should	pretest	for	task	

difficulty	or	consider	presenting	the	stimuli	separately.			

	 Lastly,	since	the	questionnaire	was	not	answered	until	after	the	experiment	was	

completed,	it	cannot	be	ruled	out	that	the	interaction	with	the	AI	agent	might	have	

influenced	the	outcome	of	the	GAAIS.	This	could	also	explain	the	general,	positive	

attitude	found,	as	it	is	in	line	with	insights	provided	by	Allen	and	Levine	(1969),	

suggesting	a	positive	evaluation	of	dissenters.		

	

Conclusion	
	 Based	on	the	evidence	provided	above,	we	can	confidently	conclude	that	

dissenting	AI	agents	can	reduce	conformity	effects	similarly	to	humans	and	social	

robots.	Surprisingly,	this	appears	to	be	independent	of	the	individual	attitude	towards	

AI	in	general,	suggesting	that	the	mere	presence	of	a	dissenting	opinion	suffices	to	

counteract	the	majority	pressure.	However,	while	there	were	no	relevant	interaction	

effects	of	domain	on	conformity,	there	was	an	interaction	for	accuracy,	indicating	that	it	

moderates	whether	individuals	choose	to	trust	the	AI	agent.		In	general,	these	results	

suggest	that	AI	agents	can	be	used	to	reduce	unwanted	conformity	effects,	which	in	turn	

can	be	used	to	benefit	decision	making,	oppose	group	polarization	processes	or	prevent	

illicit	activities.	
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