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Abstract

Addressing the reduction of Greenhouse gas emissions in the atmosphere has become crucial,
given the significant implications of climate change and global warming. An effective approach
to achieve emission reduction is through the implementation of a cap-and-trade system. This
system involves aregulator setting a cap on the total emissions allowed and allocating allowances
at a predetermined point in time to the participants. The European Union Emissions Trading
System (EU ETS), introduced in 2005, serves as an example. However, the EU ETS has shown
limitations in effectively compensating for economic shocks, which is necessary to let the system
work accurately and to achieve the desired reduction level.

In this thesis, we investigate a novel dynamic policy of allocating allowances, aiming to provide
better compensation for economic shocks. The policy is derived through a Stackelberg game,
wherein a regulator, the leader, allocates allowances to set of N firms, while minimising a per-
ceived social cost. In response to the regulator, the firms minimise their corresponding costs
from abatement and trading. An important challenge is how to realistically model the cumula-
tive Business-As-Usual (BAU) emissions of the firms, allowing for analytically tractable solutions
of the policy. Two models are considered for the modelling of the BAU emissions: a Brownian
motion, of which the correlation structure is generalised in this thesis, and a Geometric Brown-
ian motion, representing the main contribution of this thesis. The SDEs of these emissions will
be controlled by the abatement effort. Within both frameworks, the optimal dynamic alloca-
tions are determined through stochastic control theory and variational calculus. The proposed
models are both investigated theoretically and numerically.
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Introduction

In this thesis, we will discuss a dynamic version of a cap-and-trade system, with the aim of ex-
ploring and deriving an optimal dynamic allocation. Before delving into this model, we will first
discuss what a cap-and-trade system is and why it is useful, supported by its application within
the European Union. Afterwards, we will discuss the most important concepts of this thesis and
how it is built up.

Nowadays, the impact of climate change on the world is significant, emphasising the urgent need
to slow down the global warming. This can be achieved by reducing the Greenhouse gas (GHG)
emissions in the atmosphere. These emissions, which stem from human activity, are one of the
main contributors of the ongoing global warming phenomenon. Although the GHG emissions
consist of multiple gasses, we will predominantly focus on reducing the CO, level in the atmo-
sphere, as it is a major contributor to the GHG emissions [LGX19]. Numerous approaches exist
for reducing the GHG emission level in the atmosphere. Our primary focus will be on the imple-
mentation of a cap-and-trade system, sometimes called an Emission Trading System (ETS).

In essence, a cap-and-trade system involves a regulator, often a government, setting a limit on
the total emissions allowed in a predefined system, such as a country or a set of firms. This limit
is referred to as the emissions cap. Participants within the system receive a certain number of
allowances at a predetermined time, in line with the emission cap. These allowances serve as
permits to cover their emissions over a predefined period. If the number of emissions of a par-
ticipant is higher than the number of allowances at the end of the period, the participant pays a
penalty. During the time period, the allowances may be traded on the market of permits, where
the market price arises from the market itself. This way, participants that need more allowances
can buy them, and others may sell their surplus. The reduction of emissions takes place where
itis the cheapest. By lowering the emissions cap step by step, the total emissions in the system
can be reduced [GKO09].

In the European Union, a cap-and-trade system has been in use since 2005, known as the Euro-
pean Union Emissions Trading System (EU ETS). It covers over 40 percent of the GHG emissions
in the EU and is one of the earliest, and largest, emissions trading systems of the world [Wull,
pg.95-100]. The EU ETS has undergone improvements over time and consists of several phases
[DT14].

In the second phase, from 2008 to 2012, there was a surplus of allowances in the system [Lai+14].
A possible explanation is the financial crisis the world was in. That is, the demand of emission al-
lowances was reduced, not because participants had invested in cleaner or more effective tech-
nologies, but because overall productions were lower. This resulted in a lower market price of
permits, with a weaker incentive to lower the emissions as a result. The system seemed unable
to respond to changes in the economic circumstances [BVW16]. To solve this problem, the EU
has designed the Market Stability Reserve (MSR) mechanism, which has been in operation since
2019. The approach of the MSR is two-sided: when there are too many allowances available, that
is, when the number of allowances on the market exceeds a certain threshold, a percentage of
allowances is withdrawn from the market. If the number is below another threshold, more al-



lowances are brought onto the market via auctions. This way, the EU ETS is more resistant to
economic shocks and keeps the incentive to reduce the emissions as high as possible for the
participants [BM16].

Several conclusions can be drawn from this example. Firstly, it highlights that responsive mecha-
nisms to economic shocks are necessary for the accurate functioning of a cap-and-trade system.
We have seen that these can be incorporated over time. Additionally, it shows that the allocation
of allowances should be modelled as a dynamic process, instead of a static process.

While these systems work well, it is always beneficial to explore new, potentially better, mod-
els that can be incorporated along the way. This is where mathematics comes into play, as we
would like to predict the impact of such regulations. To achieve this, the system needs to be rep-
resented in such a way that it is a mathematically solvable and fairly realistic. This leads us to
the main motivation of this thesis: to explore an alternative, potentially more effective way for
modelling a cap-and-trade system and addressing economic shocks in the system. This objec-
tive is based on an article by René Aid and Sara Biagini, titled “Optimal dynamic regulation of
carbon emissions market” [AB23]. In this article, the goal of the regulator is to lower the emis-
sions by a 100(1 — p) percentage, where 0 < p < 1, in a closed system of N firms. This is achieved
by dynamically allocating allowances to a set of N firms. The setting is dynamic in the sense that
the allowances are stochastic processes, not deterministic, and allocation is done in continuous
time. In response to the regulator, each firm will minimise its costs from emission reduction and
trading in the market of permits. The central notion is that in this dynamic setting, there is po-
tential for more effective compensation for economic shocks, which appears to be useful as seen
in the example of the MSR.

Several mathematical concepts will be used. As stated, firms would like to minimise their costs
from abatement and trading, which will be stochastic quantity. When we deal with a potentially
stochastic objective function that needs to be minimised, stochastic control theory comes into
play. An extensive overview of this theory is given in the book of Pham [Pha09]. Additionally,
the Stackelberg game may be recognised, with a leader, the regulator, and N followers, in this
case the set of firms. The equilibrium of the Stackelberg game will be mathematically treated by
stochastic control theory and variational calculus, the latter can for example be found in [ET99].
This is what we will focus on, not on the game theoretic side of the Stackelberg game. For the
reader interested in the game theory, we refer to [AG99].

The optimal solutions obtained in [AB23] are mostly analytically tractable, which is beneficial.
As a consequence, we need to make fairly strong assumptions to achieve this, as there is a trade-
off between realistic assumptions and analytically tractable solutions. An important example is
the modelling of Business-As-Usual (BAU) emissions, representing emissions when no interven-
tion on pollution occurs. These emissions are inherently random, as they are dependent on the
economic shocks. It is crucial to model these realistically, but in a way that we still can achieve
analytical solutions. We choose two different approaches for this; modelling by a Brownian mo-
tion, which is done in the paper by Aid and Biagini, and modelling by a Geometric Brownian mo-
tion, which is the main contribution of this thesis. In the Brownian framework, we need to make
assumptions on the drift and volatility, to make sure the process is non-negative. In the case of
the Geometric Brownian motion, this is not necessary anymore, as the process is non-negative
by definition. While the structure of the proofs is based on the Brownian motion scenario, the
content is entirely new. Modelling emissions by a Geometric Brownian motion can also be found
in the literature, for example in [CT12]. Under both frameworks, the optimal dynamic allocation
will be solved.

The aim of this thesis is to investigate whether certain assumptions can be relaxed while still
obtaining analytical solutions. To achieve this goal, a thorough understanding of the framework
and mathematical concepts presented in [AB23] is necessary. Consequently, the first part of this
thesis consists of a detailed understanding of the cited paper by Aid and Biagini, to facilitate the



extension in the second part. Building upon the foundational understanding of the main paper,
the subsequent part delves into a discussion of the key background elements essential for our
study. Note that this overview is far from complete.

We will start with models constructed to reduce emissions. In 1972, a model for an efficient pol-
lution program was constructed by Montgomery [Mon72]. Two years later, Weitzman proposed
apartially stochastic and dynamic model for regulating an economic variable to maximise global
benefits [Wei74]. This setting is quite general, but is well applicable to the carbon emission mar-
ket. Although published years ago, they have had a significant influence.

Since the publication of these two seminal papers, extensive research has been done on the mod-
elling of an ETS using stochastic control theory. In a discrete time setting, in the paper of Car-
mona etal. [CFH09], the first phase of the EU ETS is modelled. Additionally, Seifert et al. [SUWO08]|
consider a model for the EU ETS in continuous time, where the emissions rates are modelled by
an SDE involving a Brownian motion. Moreover, Rosemann’s PhD thesis in 2023, provides ex-
tensive research of the different ways for modelling the emission rates in a continuous time and
dynamic setting, extending the framework introduced in the previous article [Ros23]. Lastly, a
version of an ETS in continuous time is modelled by Kollenberg and Tascini [KT16], with a focus
on accurately modelling the MSR . The bank account framework introduced in their paper will
also be adopted in this thesis, facilitating the utilization of allowances at a later time than those
initially allocated by the regulator.

This thesis is structured as follows. The first chapter provides a detailed explanation of the set-
up and stochastic model. For instance, the bank account of allowances is introduced, addressing
both the Brownian motion and the Geometric Brownian motion scenarios in the modelling of the
BAU emissions. This chapter draws inspiration from [AB23], closely following the proofs. How-
ever, to present the complete mathematical story, we have added many details. For example, the
space of admissible controls is not covered in [AB23], but is extensively discussed in this thesis.
Additionally, the correlation structure of the economic shocks is generalised to allow for direct
correlation between all firms. This way, we work with the most general correlation structure pos-
sible such that the correlation proposed by Aid and Biagini is a specific example. Furthermore,
an initial value E(’; is added to the BAU emissions modelled by the Brownian motion, to be able to
compare the outcome in the Brownian framework with results of the Geometric Brownian mo-
tion in a better way. The models and assumptions introduced in this chapter are necessary to be
able to address the optimisation problems in the chapters that follow.

In Chapter 2, we solve the optimal dynamic allocation for the regulator within a Brownian frame-
work using three steps evolving from the Stackelberg game. Multiple insights are required to pre-
cisely identify the solutions. Once again, we closely follow the paper [AB23] and reproduce the
results introduced there under the general correlation structure. The proofs are carefully mod-
ified to fit into our mathematical model. For example, we have added background and proofs
on variational calculus to find a sufficient minimiser in the space of admissible controls. This
addition can be found in the first nine pages of this chapter. Additionally, the proof of Theorem
2.17|is more precise.

In Chapter 3, we solve the optimal dynamic allocation for the case where the BAU emissions
are modelled by a Geometric Brownian motion, which is the main novelty of this thesis. Once
more, the steps of the Stackelberg equilibrium are visible, as well as the proofs of the previous
chapter. Nevertheless, there are differences between the two chapters, since the bank account
of allowances will be different.

In the final chapter, Chapter 4, we compare the optimal dynamic policy and existing policies,
such as those from the EU ETS, based on [AB23]. Additionally, we perform numerical compar-
isons between scenarios involving Brownian motion and Geometric Brownian motion, followed
by their interpretations, which represent a novelty as well.



Furthermore, this thesis includes two appendices. In the first appendix, we provide a detailed
mathematical background focusing mainly on stochastic calculus and variational calculus. When
amathematical concept is not familiar or clear, the reader is advised to consult this appendix. In
some cases, we will explicitly refer to it. Additionally, some proofs that are omitted in the main
body of this thesis can be found here. Lastly, an appendix on the optimal allocation in a market
with frictions can be found, under the Brownian framework.

In summary, our own contributions consist, first of all, of defining the mathematical framework
precisely, and working out the mathematical proofs completely. In terms of content, we have
generalised the correlation structure and in the Brownian framework we have added an initial
value E] to facilitate comparison to the Geometric Brownian motion setting. Moreover, the situ-
ation where the BAU emissions are modelled by a Geometric Brownian motion is introduced, the
key contribution of this thesis. A numerical analysis is also performed in this setting. Lastly, the
optimal allocation in a market with frictions is elaborated in detail, which, for better flow, is in-
cluded in the appendix. Overall, this thesis offers a comprehensive overview of the mathematical
approach to addressing optimal dynamic allocation.



1 Model Assumptions

In this chapter, we will first provide a general overview of the subject of this thesis. Second, we
will introduce the stochastic model that will be worked with, and relate it to the intuitive idea.
Lastly, the stochastic control problems are defined.

Throughout this thesis, we will make use of several mathematical concepts, discussed in Ap-
pendix[A.1] The first part consists of stochastic processes and stochastic calculus. The second
part consists of basic functional analysis and variational calculus. The reader is encouraged to
refer to the appendix if certain mathematical definitions or concepts are unfamiliar.

This chapter is based on Section 2 of [AB23], which is the inspiration for this thesis.

1.1 Intuitive idea

First, the intuitive idea will be presented. The overall goal of the regulator is to reduce the emis-
sions by a 100(1 — p) percentage, with 0 < p < 1, in a closed system involving N firms. To achieve
this reduction in emissions, we need two steps:

(i) First, the regulator dynamically allocates permits in line with the reduction, while min-
imising certain social costs. The entire strategy is announced at the beginning of the time
period. The allowances that the firms receive, are stochastic processes that are adapted to
a later defined filtration. This implies, that the distribution of the allowances is known at
time ¢ = 0, but the exact realisation is only given at the time the allowances are allocated.

(ii) Given this allocation of the regulator, the firms minimise their own costs from emission
reduction and trading. The variables for the emission reduction and trading will also be
adapted stochastic processes. The idea of this is that emission reduction and trading de-
pend on unknown, stochastic quantities, and appear in a, to be defined, stochastic state
space.

Based on these two steps, a Stackelberg game can be recognised. In this case, there is aleader, the
regulator, who announces her policy first. Then, the followers, respond rationally by minimising
their costs. To solve such a problem, we need the concept of backward induction:

(i) Given the stochastic process of the allocation, all firms will minimise their cost function
from abatement and trading until a market equilibrium occurs.

(ii) Next, given that the firms react rationally, the regulator optimises the social costs function
considering the restriction of the reduction with respect to all possible allocations.

For more information on backward induction and Stackelberg games in general, the reader is
referred to [CM18]. With this introduction, we are prepared to provide a mathematical definition
of this model, covering the steps involved in the Stackelberg game.



1.2 Stochastic model

In this section, the mathematical setup of this thesis will be made clear. We will work with one
time period, so that 7 € [0, T], and a given probability space (Q,%,P). A filtration on this sigma
algebra will be constructed below.

We will write a stochastic process (X;) (0,17 as (X;) or X. When referring to the random variable
in time ¢ € [0, T], we will use the notation X;. The same will hold for a filtration. Furthermore,
throughout this thesis, the one-dimensional Lebesgue measure is denoted by A!. However, in
many instances, whenever it is clear from the context, we will write dz, when we mean dA!. Here,
we make use of the relationship between the Lebesgue integral and the Riemann integral. A vari-
able for a specific firm i will be denoted by X’. The mean over all N firms will be denoted by
X = % Zf.\i 1 X I, The latter will also be done for deterministic functions.

Let B = (B B!,...,BN) be an N+1 dimensional Brownian motion with respect to the natural filtra-
tion generated by B, denoted by (#2). This implies that all individual processes are independent
for a given time ¢ € [0, T]. Let (&,) be the filtration generated by B, augmented with the null sets.
That s, (%,) is defined as

Fi=a(FLun),

for all ¢ € [0, T], where ./ is the collection of P-null sets, By [KS91, pg. 91] it holds that B is still
a Brownian motion with respect to (%), since adding null sets to the original filtration does not
change the distributional properties of B.

Now, forall 1€ [0, T] and for all i € {1,2,..., N}, define the stochastic process
. N -
W; = ZKiiji, (11)
j=0
where x; ; € R. In fact, the following two properties should hold
N N
Z Klz"j =1, -1I< Z Ki,mKj,m <1, (1.2)
j=0

for all possible firms i, j such that i # j. First, we will show that W = (W', w?,..., w¥) is still a
Brownian motion with respect to the filtration (& ). For this, we need assumptions (1.2).

Lemma 1.1. It holds that W = (W', W?2,...,WN) defined in (1.1), under the assumptions of (1.2), is
a correlated Brownian motion with respect to the filtration (¥ ;). The correlation for i # j is given

by
Corr[W;,Wt]] =Y KiymKjm-
m=0

Proof. First, we will prove that for every i, W' itself is a Brownian motion. For this, we can use
Lévy’s theorem in one dimension [KS91, pg. 167]. First, we need that W' is a martingale with
respect to (& ,). This follows immediately from the fact that B/, for all j, is a one-dimensional
Brownian motion. Furthermore, we have W/ = 0 and continuous paths. Left to prove is that the
quadratic variation (W?), = ¢ holds, for ¢ € [0, T]. Indeed, it follows by Corollary Proposition
[A.12]and assumptions that

N N N N N
(Wi =( Y xijBl) =Y o2 B+ Y Y (BLBT) =Y o2 e=1
r R = " 1,] Ay ’ = ’
j=0 ¢ J=0 i=0j=0 j=0
j#i



since all separate Brownian motions B’ are independent. By Lévy’s theorem, we have for every
i€{l1,2,...,n} that W' is a Brownian motion.

Left to show is that the specific correlation structure holds. Let i # j. Then we have

Cov[WfW{]:[E[W}W[]:[E

N (& }
ZKi,lBt Z Kj,mBy"
1=0 m=0

N N .
=3 3wk [BLBY]
[=0m=0

N S N
=Y KimKjmE[BM?] = Y KiymKjmt.
m=0 m=0
Here, we used again the independence of the Brownian motions in the vector B. Indeed, we then
get

Cov[Wthj] N 4w ¢t N
zm:O L = Zki,ij,m- (1.3)

\/Var[Wt"]‘/Var[Wtj] i g m=0

Since correlation factors are always between -1 and 1, we see that the assumptions of (1.2) are
necessary. We can conclude that W is a vector of correlated Brownian motions where the corre-
lation coefficient is given as above. O

Corr [W} Wtj =

The Brownian motion W can be interpreted as the random economic shocks in the system. Here,
BY represents the common economic shock, that every firm experiences to some extent. Addi-
tionally, B is the economic shock that, in principle, only firm i experiences. Due to the correla-
tions between firms, this shock may also impact other firms. Note that this is the most general
way to model an N-dimensional correlated Brownian motion based on an N + 1-dimensional
independent Brownian motion. This model extends the model used in Aid and Biagini in the
following way.

Remark 1.1. In the article [AB23], the Brownian motion W is chosen such that

W) = \/1—K§Bf+1<,ﬁ?. (1.4)

This is a specific case of the framework presented above, with, for every firmi >0,
Kio=Ki, Ki;i=1\/1-«%, «;;=0else. (1.5)

Then, the correlation between two firms i, j reduces to

_ N
i
Corr[Wt Wt]] = Z Ki,mKjm =Ki0Kjo0=KiKj.
m=0

Here, every firm i experiences a common economic shock B°, and a idiosyncratic economic shock
B', which does not impact the other firms.The correlation of the economic shocks between differ-
ent firms arises solely from the common economic shock B°. This case is a specific example of the
framework presented here.

Since we have the sufficient filtration and the corresponding correlated Brownian motion, we
are able to define the relation for the BAU cumulative emissions for firm i. First, the following
definition is needed.

Definition 1.1 (BAU case). The Businesses-As-Usual (BAU) case, is the situation in which no in-
tervention with respect to the emissions takes place. In this scenario, all firms may decide their
pollution strategy themselves, without any restrictions. The corresponding emissions are called
the BAU emissions.

10



The emissions in the BAU case need to be modelled, as they depend on the economic shocks,
and other random components. This can be done in several ways. In this thesis, two specific
methods are worked out in detail. In the first case, modelling by an arithmetic Brownian motion
is considered. The second case involves the modelling by a Geometric Brownian motion. In this
chapter, both cases will be presented simultaneously. To be able to derive the outcome of the
equilibrium the Geometric Brownian motion case, a thorough understanding of the Brownian
motion case is crucial. This way, both approaches will be presented in this thesis. The Geometric
Brownian motion extends the story of [AB23].

Definition 1.2 (BAU emissions ). Let (E!) the process of the cumulative emissions of firm i be given
by

dE; = ,u,~dt+a,-thi, ie
El=El+uit+o;W/, (1.6)

for te [0, T), where p;,0;, E} € R with p;,0;>0,E} > 0.

The BAU emissions now indeed depend on the economic shock of the firms. If the firm experi-
ences a positive economic shock, the emissions will increase, aligning with intuition. A possible
disadvantage of the model above is that a Brownian motion can become negative, as it is nor-
mally distributed. Essentially, this implies that the cumulative emissions could become negative
as well, which may be counter intuitive. A negative cumulative emission cannot be easily sub-
stantiated. This is particularly true if, in the BAU scenario, firms show no concern for the climate
at all. A slight decrease in BAU emissions could be attributed to firms in the BAU case already
caring about the climate and taking beneficial actions.

However, from now on, we will assume that the drift is of higher order than the volatility, as done
in [AB23]. In this case, the cumulative emissions indeed are positive with probability close to 1.
The (arithmetic) Brownian motion case is worked out as a reference for the other scenario.

Ideally, we would have positive BAU emissions without an assumption on the parameters. For
this, we will consider a different, non-negative process, to model the BAU emissions. These are
denoted by the process (G}), for every firm i.

Definition 1.3 (BAU emissions II). Let (G!) the process of the cumulative BAU emissions of firm i
be modelled by a Geometric Brownian motion [OG19, pg. 19], that is, for every t € [0, T,

dG! = ;Gldt +0,GldW/, Gl =El, -
where ;, 04, E} € R with p;, 04, Ej > 0.

Note that in the definition above the initial value Gé is chosen to be the same as in the Brownian
motion case. This process is non-negative.

Remark 1.2 (Units of variables). All relevant variables and stochastic processes of this chapter
have units. For example, the units of the BAU emissions E' and G* will be Gigatons of CO,. More
details on this aspect will be provided in the numerical section, Section[4.3, and in Appendix[A.3
In the main part of this thesis, we will assume that the units of the variables correspond with the
emissions being measured in Gigaton CO,.

The following proposition presents the connection between the strong solution to the GBM sce-
nario and the SDE given in Equation (L.7). For this, the first and second moment of the GBM are
used. This is worked out in detail in Proposition[A.30]of the appendix.

Proposition 1.2. Let

S 1 .
G§=E(‘)exp((yi—za§) t+a,~Wt’), (1.8)

11



with E} > 0. Then, the SDE of (L.7) can be obtained from the analytical solution of (L.8) . Further-
more, this analytical solution is a strong solution of (1.7).

Proof. We start with the analytical solution. Let us define for all firms i the function fi(¢,x) :
[0, T] x R— R by

. 1 .
fl(t,x) =exp ((,u,- - 502) t+0iW;).

This function is twice continuous differentiable and hence we can applyItd’slemmaon fi(r, W') =
G!. This implies

. . . 1 . A | ‘ L
dG! =df!(1,w') = (m - Eaf) Gldi+ Gl + Zo%di = uGldi+ 0, Gldw].

This is indeed exactly (I.7). Now let us take the SDE and the given probability space (Q,Z,P).
Consider

Gi= i 1, Wi
¢ =Eyexp| | pi = 07| t+ oW .

In the next part, we are proving that this is a strong solution of the SDE. Since the Brownian mo-
tion (W/) is adapted to the filtration (%) and has continuous sample paths, it holds that the pro-
cess (E!) is adapted and has continuous paths as well. By the above, we know that the SDE can be
constructed by It6’s lemma. Now call b’ (s, GI) = u; G} and o (s, G}) = 0;G.. We need to prove that

fot

for all 7 € [0, T]. It is enough to show that the expected value of the above is finite. Fix ¢ € [0, T7]. It

holds that
LAY
+ote| [ (6i) as|
0

t .
[E[f |b'(s,Go)
0
ot t
:piE(’)f exp (u;s)ds+ 0% (EO) f exp (2uis+0;s)ds
0 0

. \ 2
’(s, Gg) ds<oo, a.s,

b’ (s, Gé) +0o

S to _ t
+a’(s,G§)2ds] =E [fo ,ul~G§+0?(G§)2ds] =wE [fo Gids

2

= B} (exp (uit) — 1) + (EL)? (exp (2uit+0o;t)-1) <oo.

2u; +
by LemmalA.30/and Fubini'’s theorem. By [KS91} pg 285] we can conclude that indeed the analyt-
ical solution is a strong solution of (1.7). O

With both BAU emissions defined above, the total emissions in the system at time T can be de-
rived. We have that

N . N N N ~
E ZElT Z [E0+/~‘1T+‘71WT] Z Z iT=NEy+ NuT, (1.9
i=1 i=1 i=1 i=1
N . 1 . N
Z GT Z Ejexp ((ﬂi - Ea?) T+al~W}) =Y Ejexp(u;T), (1.10)
i=1 i=1

by the expectation of a Brownian motion and Proposition[A.30] In the above, i represents the
mean drift over the firms, and E, the mean initial emission level. These total BAU emissions
need to be reduced by a 100(1 — p) percentage to achieve the desired reduction of the regulator.
Therefore, the control variables need to be introduced, which happens in the next subsection.
Before we continue, one last remark is made.

Remark 1.3. Compared to [AB23], in Deﬁnztlon. 1.2 the positive initial endowment E} is added.
This is done to be able to compare both models of the BAU emissions. That is, when E’ =0, we
would have by Proposmon. 1.2that G: =0 for all t € [0, T|, which is clearly undesirable. We will see
that the solutions we obtain are sllghtly different due to this addition.
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1.2.1 Control variables and spaces

In this part, we will introduce two stochastic control variables. We will often refer to these vari-
ables as “the controls". Both controls are stochastic processes, as they depend on the economy,
production, and other stochastic quantities. Often, we will denote the dependence on ¢, but not
on w € Q, unless it is helpful for the interpretation.

First, we introduce the stochastic process a', representing the abatement effort for the emissions
of firm ;. It is a rate per unit of time, measured in Gigatons of CO,, that expresses how much the
BAU emissions change. The higher the abatement effort for a specific firm, the more the firm
tries to reduce its emissions. We won’'t make any assumption about the sign of the abatement
effort a’. That is, the abatement effort can be both positive and negative. This may seem coun-
terintuitive at first. One reasoning behind this can be that a negative abatement at some pointin
time, polluting more than in the BAU scenario, may contribute to a higher, positive abatement
in the future. For example, first, a more efficient machine needs to be built, that increases the
emissions, to ensure that later the machine can be used to reduce emissions compared to the
BAU case.

Second, we will work with the stochastic process ¢, which is the trading rate for firm i, measured
in Gigatons of CO, per unit of time. We will later see that there is a market of allowances, in which
the firms can trade their allowances. The trading rate will identify how much trading costs for a
specific firm. The sign of this rate can be both positive and negative. If the rate is positive, it holds
that the firm has net bought permits, if it is negative the firm has net sold permits. We will assume
throughout that

|ﬁ§’ <K, (1.11)

with K € R, almost surely, forall ¢ € [0, T] and firms i. Itis reasonable to assume, from the existence
of a market, that buying and selling occurs with a bounded amount of permits at every point in
time.

Before delving into the mathematics of these variables, we need to define the space to which
the controls belong. For this, we first consider a specific L? product space. Here we refer the
reader to the Appendix to read about the subtle differences between L? and £2. Let ([0, T1)
the Borel sigma algebra on [0, T1. First, we will look at the properties of a specific product space
and product measure P x A!, where we recall that A! represents the one-dimensional Lebesgue
measure. We consider the following two measure spaces; the probability space (Q,%,P), and
([0, T1,48([0, T1), A1). Note that both measure spaces are finite, as P(Q) = 1 by the definition of a
probability space and A ([0, T]) = T by the definition of the Lebesgue measure. This implies that
both measure spaces are also o-finite. By Theorem 14.5 of [Sch17], it holds that the measure y,
defined as

p:FeB(0,T) —[0,00]  p(AxB):=P(AA(B),

where A€ & and B € ([0, T]), is a unique o-finite measure on (Q x [0, T], & ®%([0, T1). Because of
this, we can work with the corresponding, unique measure u=P x A

Then, we let the controls a?, 87 be such that they belong to the space

[*:=1*(Qx[0,T],F ®2([0,T]),Px '), (1.12)
forallie{1,2,...,n}. In the same way, we can define

L':=1'(Qx[0,T],Z ®B(0, TN),P x A).

A natural question that arises is what it means for a stochastic process to be in the space L2. We
consider this for the abatement effort @, where we ignore the superscript for the firm i. We will
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first do this from the definition, afterwards in terms of the norm of our L? space. By definition,
we have that a € L2, if

[Qx[o T]|a%|d([p></ll):\/;)x[0 T) @rd(PxA) <oo. (1.13)

From Fubini’s theorem, Theorem/A.§|, this implies that

[f a%d/llle:f fa%led}Ll<oo,
aJo,1 0,71J0

By the definition of the Lebesgue integrals and taking integrals with respect to the probability
measure P, this means that
T
f a’dt
0

T
ff a?dA dP=E :f [E[a%]dtzf fa%d[lmd)tl<oo. (1.14)
QJ[0,T] 0 [0,T]1JQ

From this, we can conclude that we can safely interchange the order of integration. Furthermore,
again by Fubini’s theorem, it holds

T
f a’dt<oco P, almostsurely, E[a?]<oo, A'almosteverywhere. (1.15)
0

Remark 1.4 (Notation). From now on, we will consistently use the symbol dt in place ofdA'. How-
ever, when discussing a measure, we will continue to refer to it as A'.

In our case, this gives us the following inner product and norm induced by the inner product,
which we will denote by (., -), [I-Il, respectively

T
(X,Y):z[Ef Xthdt], (1.16)
0

T
1] = \/(X,X)=\/EU X2di.
0

If there is no subscript given for the norm or inner products, we mean the definitions presented
above. The next definition defines when two processes are considered equal in 2.

Definition 1.4. We identify two processes as equal when X =Y, u almost everywhere.
Before we continue, two interesting remarks are made.

Remark 1.5. Note that when two processes are modifications of each other, by Definition[A.5 it
holds that X, = Y;, P almost surely (a.s.) for all t € [0, T]. This immediately implies that

X=Y,u=Px2A ae.

Hence, a modification is stronger than the equivalence defined in L?>. When working with equa-
tions of stochastic processes, the equations in this thesis will hold u almost everywhere (a.e.), unless
stated otherwise. Sometimes, this will be explicitly mentioned.

Remark 1.6. Notice that for two processes X and Y that are equal i a.e, we can construct modifi-
cations X and Y such that X, = Y; P a.s, for all t € [0, T). This means that we will often speak about
X; = Y; u a.e, when we actually mean these modifications.

By the fact that |- is a norm in the L2 space, it follows directly for two processes X,Y € 2,

IX-Y|=0ifandonlyif X=Y,ua.e. (1.17)

Unfortunately, requiring only that both controls are in L? is not sufficient. The space of admissi-
ble controls </, that the controls need to belong to, is defined below.

14



Definition 1.5 (Space of admissible controls). The space of admissible controls, denoted by the
set <f, is given by

o :={X:Qx[0.T] — R| X € L* and progressively measurable} .

For the definition of progressive measurability, see Definition|A.8] It follows that the controls we
are working with will be adapted and measurable, and we have that

o' =[] (aif"ar ][] (o) e

where the norm on « is the same as the norm on L2. This implies that also in the space < we can
speak of convergence in L2.

We also define

2

=E < 00,

-

%:={X:Qx[0.T] — R|X € L' and progressively measurable}, (1.18)

with corresponding norm for b € 4

T
f Ibtldt].
0

Since holds that L2 c L', because we work with a finite product measure space, we have that
o/ < . In the next chapters, we will need several properties of the space <, which are proven in
the propositions below.

bl =E

Proposition 1.3. The space </ in Definition|1.5 is a Hilbert space, with inner product given in
(1.16), when we consider two processes X,Y € of equivalent when||X -Y||=0.

The proof of this lemma is inspired by [Spr11, pg. 34].

Proof. Take a Cauchy sequence (Y"),en € o, thus (Y") is a sequence of stochastic processes. We
need to prove that this Cauchy sequence has alimit in «¢. We know that L2(Qx [0, T],.# ®28([0, T]), P x
A1) itself is a Hilbert space, by Lemmawith Q:=Qx [0, T]. Hence, the sequence (Y") con-

verges in L? to a limit in L?2(Q x [0, T],.% ®2([0, T]),P x A1), this limit is called Y. This means, by
Definition[A.11}, that

lim ||Y"-Y]||=0.
n—oo

We do not immediately have that Y is also progressively measurable. However, by the fact that
(Y™ converges to Y in L?, we have that there exists a sub-sequence (Y™ of (Y™ that converges [
almost everywhere to Y [Sch17, pg. 123]. That is,

H(klim y" = y) =T
—00

Now call X; =limsup;_. Yt"k. It holds that X is also progressively measurable, by Proposition
Note that it follows immediately that Y = X, p a.e, and thus, by Lemma that || X -Y]|l=0. We
can conclude that X and Y are equivalent processes. Furthermore, we have that X is progressively
measurable in L2(Q x [0, T],F ®2(]0, T]),P x A1) and

O<IY" = XII<IY" =Y +]IY - X|| —0.

2
We can conclude that Y" £ X. From this, it follows that < is an Hilbert space. O
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From the above, it almost immediately follows that < is a closed subset of 2. This is written
down in the following corollary;

Proposition 1.4. The space </ is a closed, convex subspace of L.

Proof. The fact that o is a subspace is trivial. Since progressively measurability is preserved un-
der summations, by Definition[A.28} it follows directly that </ is a convex subspace. Left to show
is that it is closed. For this, we take a sequence (Y") c & such that (Y") converges to Y in L2. We
need to prove that Y € «/. Since every converging sequence is a Cauchy sequence, we can use the

exact same procedure as in Proposition We can conclude that (V") converges to X, where
X € of and where X is equivalent to Y. This is the desired result. O

Often, we will work with the space
A= x oA,

as we need that the tuple (a/, %) € &2 for every firm i. Many equivalent norms can be defined on
this product space. However, to ensure that <2 itself is a Hilbert space, we need that

X e =\ IX N2+ 1Y%,

where ||-|| is the norm in «¢. If we define the inner product for (X, Y), (W, Z) € &2 the inner product
by

(X,Y),(W,2)) 2 =X, W) +(Y, Z),
it follows that

1X, V)2 =\ IXIP+ Y12 = V(X X)+(Y,Y) = VX, Y),(X,Y)) .

That is, the norm and inner product now have the relation needed to be a Hilbert space. This
follows directly from the properties of an inner product in <.

For notational convenience, we will use the subscript «/? if we are working with norms or inner
products of this product space. Since the norms on L? and <2 coincide, we could also write the
subscript 1?2 x L2

In the next proposition, we prove that «/? is also a Hilbert space.

Proposition 1.5. The space «/* with corresponding norm||(X,Y)|| s for(X,Y)e A? defined as

X e =\ IXIZ+ 1Y I%,

is a Hilbert space.

Proof. We need to show that <2 is complete. Let us take a Cauchy sequence of stochastic pro-
cesses (X", Y") € &2 . By definition (X") and (Y") are both Cauchy sequences with a limit in </, as
o itselfis a Hilbert space, by Proposition[I.3] Call these limits X € o and Y € « respectively. Nec-
essarily it holds that (X, Y) € «/2. We will prove that (X", Y"*) converges to (X, Y) under the chosen
norm. Indeed, we have

X" Y -X, )| = |X"-XY"-Y)| 2= \/llX” — X2+ Y"-Y|? -0,
as n — oo, since both X" LN Xand Y" z Y. O

Before we continue to the next part, we will introduce one more stochastic process A?, which
resembles the cumulative allowances given by the regulator to the firm i.
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Definition 1.6 (Allowances process). The stochastic process of the cumulative allowances for firm
i, denoted by (A", is defined to be a semimartingale, which is square-integrable with respect to
the measureP for all t € [0, T1. The space of the N-dimensional vector of such allowances process
A:=(Al,..., AN) is denoted by #N.

By Definitions[A.10[and|[A.13} this means that E[(A})?] <co for all ¢ € [0, 7] and that
Al =Fl 1+ H!, (1.19)

where F' is a process of bounded variation and H' a martingale, starting in zero, with respect
to the filtration (). The process is defined to be cadlag, and adapted. This implies that the
allowances process is right-continuous, but not necessarily continuous. There is again no sign
restriction on the allowances process. If for ¢ € [0, T], A > 0, it means that there are allowances
allocated. If Al < 0 allowances are withdrawn from the market in some sense. This will become
more clear, when the bank account is defined.

By the Martingale Representation Theorem, we can write
N pr_
Al=F!+ Z[ b*idBk, (1.20)
k=070
where Al = F!, and b*' are progressively measurable processes that satisfy

fOT (Bf’i)z ds<oo, a.s,

for all relevant k, i. An important observation made in [AB23] is the following.

Remark 1.7. The process of bounded variation F' defined in (1.19) does not need to be absolutely
continuous with respect to the Lebesgue measure. That is, if dt = 0, we do not necessarily have that
F!' = 0. Thus, the regulator may allocate permits at discrete moments.

This remark corresponds with the fact that the process (A’) is not necessarily continuous. The
allowances process can be decomposed further. This is done in the proposition below.

Proposition 1.6. The process of bounded variation (F') can be uniquely decomposed into a sum
of a singular part (S') and a part absolutely continuous with respect to the Lebesgue measure, as
follows

. _ |2
Fi=§i+ f alds.
0

Proof. For simplicity, we will leave out the superscript i for each firm. First, fix w € Q, such that
we have a function from [0, T] to R with ¢ — F;(w). Since F(w) is a function of bounded variation,
the integral below is well-defined

t
Fi(w) =Fo(w)+f dFs(w). (1.21)
0

From now on, we will leave out the dependence on w € Q. Let ur be a signed measure on
([0, T1,48([0, T1), defined as

HF((S»I]):FI?_FS»

where 0 < s < t < T. This measure exists and is well-defined by [Doo12, pg. 43-50]. By the same
source and [Spr11], it holds that the Lebesgue integral with respect to this measure corresponds
with the Stieltjes integral constructed in (1.21). That is, we have

t t
f dFs(w) = f d/vtF-
0 0
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From the Lebesgue Decomposition Theorem [Doo12, pg. 148], it follows that ur can be uniquely
decomposed into a signed measure which is absolutely continuous with respect to the Lebesgue
measure, denoted by urac, and a signed measure that is singular with respect to the Lebesgue
measure, given by ugsin. Then, it follows that

UF = HEac + HEsin)

t ¢ t
Fi(w) = Fy(w) +f0 dur = Fo(w) +f0 durac +f0 d,UF,sin-

Because of the fact that ur is a finite, signed measure, we can use the Radon-Nikodym Theorem
[Doo12, pg. 150] to rewrite ppac. Let a= %. Then we get,

t t
f dHEaC = f dsds.
0 0

Next, we set
_ t
8, = Folw) + fo dptrsin = Fo(@) + ftgin (0, 1. (1.22)

Here, by construction, pggip is a measure which is singular with respect to the Lebesgue measure.
Furthermore, Fy(w) is also singular with respect to the Lebesgue measure, since it can be consid-
ered as a product of the Dirac measure in zero and Fy(w). It follows that S; is singular with respect
to the Lebesgue measure itself, by Lemma|A.9] We can conclude that indeed

. —_ t .
Fi=i+ f aids.
0
This is the desired result. O

From the proposition above, it follows that we can write
o o N pt_
Ai=3y fo alds+ Y. [ Bb'aBk, (1.23)
k=0

The above formulation of A’ and the expression given in Equation will be used interchange-
ably. Last, we assume that the market price price of permits, denoted by P, also belongs to <.
Thatis, the market price is also in the space of admissible controls, and we assume it is uniformly
bounded from below by C € R, that is,

P;>C, (1.24)

a.s, for all ¢ € [0, T]. Note that this constant may be a small, negative number and is not depen-
dent on r. This assumption is induced from the existence of a market of permits. Since all the
appropriate variables and spaces are defined, we are ready to continue to the stochastic control
problems.

1.3 Stochastic control theory
Now that we have explained the setting of the stochastic model and all corresponding spaces we

are working with, we are ready to discuss the stochastic control setting. Before, this, we will first
give a general introduction in stochastic control theory.

18



1.3.1 General

Stochastic optimisation problems can be defined, such that a cost function and the variables
with respect to which we optimise, consist of random variables. In general, the following sum-
marises what we need. This subsection is based on [Pha09, ch. 2].

Let (X;) be a continuous stochastic process with 7 € [0, T, where for fixed ¢ € [0, T] we have that X;
isarandom variable defined on the given probability space (Q, #,P). We say that X, (w) represents
the state of the system in a world scenario w € Q. The dynamics of the state can be described by
a Stochastic Differential Equation (SDE).

These dynamics are influenced by a control parameter y, which is often a stochastic process as
well. The controlled process will be denoted by X7. The controls must satisfy certain assump-
tions, depending on the situation. The set of all possible controls satisfying the assumptions, is
denoted by «, representing the set of admissible controls. To be able to construct a well-posed
control problem, we need to make sure that X” admits a solution. In this thesis, we will work with
a strong solution, such that the controlled SDE is sufficiently solvable [Pha09, pg. 38].

The objective function that needs to be minimised is given by the expected value of the integral of
a cost function g(X/,y,) and a terminal penalty 7(X}). The objective functional is of the following
form

T
](X,Y)=[Ef0 g(X!y)de+h(x))|. (1.25)

The goal is to find y € o that satisfies

=i Y
v ;g[;](X ), (1.26)

such that v is the smallest possible value of the objective functional J(X7,y). This will then give
us the optimal value of the control variable. Stochastic control theory is a generalisation of de-
terministic control theory, for example explained in [Kap07]. In this article, a method to solve a
stochastic control problem using the Hamilton-Jacobi-Bellman equations is introduced. In our
case, we will rely on an alternative method, involving variational calculus, explained in Section

in the appendix. An important question is whether there exists a solution, possibly unique,
to (1.26). In Chapter we will see that a significant part is devoted to this.

1.3.2 Specific stochastic control problem

In this subsection, we aim to provide a clear interpretation of the variables within our stochastic
control problem. Recall that for a firm i, we are working with two control variables; (a!, B} e 2.
Consistent with the theory discussed above, the set =2 is called the set of admissible controls and
(a, B) represent the controls. Recall that the objective of the regulator is to reduce the emissions
by a 100(1-p) percentage, while minimising social costs. The regulator achieves this, by allocating
permits, to which firm i responds by trading the permits at a rate g’ in the market and abating
their emissions at a rate a’. Next, we will see how these processes are used to reduce emissions.

The abatement effort rate is a process that is directly used to reduce the emissions. With the
cumulative BAU emissions modelled in for the Brownian motion case, and for the Ge-
ometric Brownian motion case, it is reasonable to control those emissions. We will work with the
following, controlled version of the cumulative emissions E’, G’ respectively,

P . t . . t . .
Ebe :E;_fo a;ds:E5+f0 (i —al)ds+ oW, (1.27)

t

it . 1 , ,
G;* :Gi—fo aéds:Eéexp((pi—Ea?)t+0,~W})—f0 a'ds. (1.28)
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We will often refer to these equations as “the abated emission". That is, the abated emissions are
the BAU emissions minus the abatement effort, which is defined as a rate, integrated over time.

It is worth mentioning that in differential form we could write

dEM =dEl-aidr, E)% =Ey,
dGy* =dGi-aldt, G} =E,

where the differentials follow from Definitions[I.2Jand[1.3] Given the integrability conditions on
a' and the fact that y;,0; € R, there exists a unique strong solution for the SDEs above, which is
given by (1.27) and (L.28) respectively [Pha09} pg. 38]. For this, we make implicitly use of Propo-
sition[1.2]

We see that, we will only control the drift of the emissions, not the volatility. One reason for this
is that according to [AB23] the firm cannot control its volatility properly, since high correlations
between the firms may be present. Another, mathematical reason is that analytical solutions
can be found more easily if we only have drift control. One could question whether analytical
solutions are obtainable if we would incorporate volatility control. This goes beyond the scope
of this thesis.

To achieve the desired reduction of the regulator, we need to compare the total emissions in the
system in the BAU case (1.9) and (1.10) with the total abated emissions, in both cases separately.
That is, the regulator wishes to get, respectively,

N ] N 4 N
E| Y B | = Y E[E| -2 E
i=1 | i=1

T . N N
a;ds] =) Ej+NaT-) E
0 i=1

i=1

T . —
f aéds] =:pN(Eo+aT),
0

(1.29)
T
f aéds]
0

=:pY Elexp(wT). (1.30)

=1

N

=Z bexp (uiT) - %

i=1 i=1

i
agds

Mz

ial il i _N
. G ;[E[GT] ;[E

2

Then, she indeed exactly achieves a 100(1 — p) percentage reduction of the emissions compared
to the cumulative BAU emissions, for 0 < p < 1.

To achieve this emission reduction, the regulator implements a dynamic cap-and-trade system.
Here, at every time 7 € [0, T], each firm receives a specific number of allowances, to use until time
T. They do not need to use them immediately, since at time ¢ = 0 the regulator opens a bank ac-
count X' for each firm. Firms can put their allowances on the bank account to use them at some
later point in time. In the meantime, firms can buy and sell carbon permits for a specific market
price P, when they need more or have a surplus of allowances. The bank account really counts
the number of allowances available, and may be negative if a firm has emitted more than the al-
lowances available. In the equation of the bank account X?, the trading rate g, the allowances
process A’ and the abated emissions will come into play. Since it depends on those emissions, a
superscript for the specific process will be used. That is, X**¥ and X" for the Brownian motion
and GBM case respectively. We will still use X if the underlying process of the emissions does not
play a role. Combining all, we get the following dynamics for the bank account of the allowances

. . _ P . _ . . _ t . .

dx’F = pidr+dAl - dEM, xF = AL - K, XVE = Al + fo pids—EM, (1.31)
. . _ P . _ . . s r o P

dx?¢ = pidr+dAl -dG>*, x¢ = Al - E}, x;%=Al +f0 pids—-G;*, (1.32)

where the abated emissions are given by (I.27)and (L.28). Here, we set X} = A} —E] for each firm i,
in both cases, such that the initial bank account consists of the initial allocation minus the initial
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emission level. This is a realistic assumption, as at time zero these are the only items in the bank
account. The initial value of the bank account is not clearly mentioned in [AB23]. Recall that ﬁi,
for afixed 7 € [0, T, is positive if the firm buys net extra allowances to use at the specific time, and
negative ifitsells them. Thisisin correspondence with the equations for the bank account above.
If B is positive, there are net permits bought at time ¢ and thus the number of permits available,
represented by the bank account of permits, increases. Furthermore, the bank account decreases
as the firms are emitting more, and increases if the allowances increase. This is all consistent with
reality. Last, we see that a negative allowances process results in a decrease in the bank account.
From this, we can conclude that a negative allowances process can be interpreted as a penalty
on the bank account.

Animportant observation is that the bank account can be seen as the state space of Section|1.3.1]
the uncertainty in the system is modelled via the bank account. Since the state space is stochastic
and depends on w € Q, the controls need to depend on the specific w as well. This substantiates
ones more why the controls are chosen to be stochastic processes.

Note that we can rewrite the equation of the bank account (I1.31)) by plugging in (I.27) to
dx}* = (a}+pi)de+d A} - pide - oidw/. (1.33)

From this, we can introduce a new, transformed variable, which we will call the net allocation
process (over the trend), given by

Al= Al —p;t. (1.34)
Hence, (1.33) can be rewritten to the final expression of the bank account

dx}* = (ab+ i) de+dal-odw], (1.35)
which gives solution at time ¢ € [0, T7,

x'E =X5+A;_A5+f0 al+ pids+ El— Bl — oW = A;+f0 o+ pids—oiWi—-E.  (1.36)
In the case of the GBM, the bank account can only be rewritten to

. —~ t . . 2
X{©= A+ [ al+ plds-c (1.37)
0

Several properties hold for this bank account. These are stated and proven in the lemmas below.

Proposition 1.7. The bank accounts (1.36) and (1.32) are square-integrable w.r.t the measure P,
introduced in Definition[A. 10,

Proof. Let t € [0, T]. We start with (X/¥). By the linearity of the expectation it follows

[E[(XZ'E)Z ([Ot(xé+,6§ds)2

. . . t . . .
~20,E [ AlW] | - 20,E [W;fo a;+ﬁ;ds] —2ELE

. t . .
Al f ol + ﬁ;ds]
0

:[E[(Al;)2]+[E —of[E[(W,f)z]+(Eé)2+2[E

. (1.38)
Ag+[ a§+ﬁgds_a,-wg].
0

First, note that

. t . . . . t . .
E A‘t+f a§+ﬁ§ds—a,~W[’] =E A’t+f a§+ﬁ§ds]
0 0

. . t . .
< E[(A;)2]+2[E[A;f0 al+Bids| +E

(fota§+ﬁ§ds)2},

(fota§+,6§ds)2]

_—

2E ()] +2E

IN
_~
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where we made use of the fact that in general 2xy < x*> + y? and of the Cauchy-Schwarz inequal-
ity in I2(Q). The stochastic processes A, and thus the process A as well, and W' are square-
integrable. That, if we can prove that

ar e

F U a;+ﬁ;ds) <o,
0

the desired result follows by the same reasoning above. Indeed, it holds that

2

o
E U a§+ﬁ;ds) < T?E
0

T, . N2 T . . o
fo (al+B2) ds]gTz[EUO (a;)2+(ﬁ;)2+2a;ﬁ§ds]

[ (e as| e[ [ (62 as] o2 ] <o

where the Cauchy-Schwarz inequality in the space L2 ([0, T) is used in the first step, and the same
inequality in the given product L* space of (I.I2) in the last step. The exact same approach can
be used for (X;'G), since Gi is square-integrable itself, by Proposition O

< T? ([E +F a

+2’

Lemma 1.8. The bank accounts (X/'*) and (X)) are adapted to the filtration (% ).

Proof. Lette [0, T). Since Al = Al—p;t, itfollows from Definition|A.13|for a semimartingale that A
isadapted. As (a/, %) € &2, itimplies that a’ and B! are progressively measurable. By Proposition
it follows that the time integral is progressively measurable as well, by Proposition[A.6 Since
a progressively measurable process is adapted, the time integral fOT al + pids is adapted as well.
Furthermore, W' is adapted, as it is a martingale by construction. Hence, (Xf’E) is adapted by
representation (1.36). By the same arguments and representation (X% is also adapted, as
a continuous function of an adapted process is again adapted. O

With these bank accounts and properties, the cost minimisation of the firms and the regulator
can be explained.

1.3.3 Firms cost minimisation

Here we assume that the market price of permits P € «# and the net allowances A € .#" as de-
scribed are given exogenously.

The cost function g and terminal penalty h for a specific firm i, in accordance with Section|1.3
and Equation (1.25) are assumed to be given by
2
S | 2 - (BY)
g(xhai,pi) = hiai+ 5 - (ai] + P+ T

1

. h(X})= A(x;)z. (1.39)

Note here that indeed X, depends on &' and . The objective functional, corresponding with
(2.4), that the firm i needs to minimise is given by

i i gi)._ ARTEE S i L gi2g i)?
g (ol B):=E | i 5@ P o (B e+ (x5). (1.40)
Note that this functional is well-defined, as a, f are square-integrable with respect to the measure
p=Px A and (X)) is square-integrable with respect to P, by Proposition In the above, some
parameters are not yet discussed, so that is what we will do next, term by term. First, of all, we

define the abatement costs c;(a’); where ¢; : o/ — % with

ci ((xi) = (ai)t = hjal+ % ((xi)z, hi,n; € Rsg, (1.41)

1
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where the space % is defined in (I.18). Indeed, as it is given that a € «¢, we have that a® € 4, giving
that c;(a’) € . These are the costs of the abatement, which has alinear part and a quadratic part.
The linear part consist of the constant k;. In the quadratic part, n; is included, which represents
the flexibility of the abatement process. It is often called the adjustment cost parameter. The
higher n; the higher the reversibility of the abatement, and thus the smaller the quadratic cost
part of ¢;(a!). From the cost of abatement the marginal costs of abatement can be derived, but
we should be careful as we are dealing with the derivative with respect to a random variable. In
words, the marginal costs of abatement are defined as the extra costs that come from abating one
Gigaton of emissions.

The third term, P,Bidt, represents the direct costs of trading in the market of permits. Note that
this can be both negative and positive. When ,Bi <0, the net effect is that there are emissions sold,
so that the firm earns P,8!dt, the market price times the number of permits sold. This means that
the costs decrease. When ﬁi > 0, there are emissions bought, which costs money. Hence, the extra
costs are then the market price times the trading rate.

The fourth part of resembles the indirect costs of trading. Here, v € R is considered to
be the market depth parameter. According to [Kyl85], this is defined as the size of an order flow
innovation to require that prices change by a given amount. It is assumed to be constant. The
idea behind thisis thatlarge transactions can have an influence on the price of the permits, which
should be incorporated in the model. By dividing by v, we exactly obtain the change in permit
price if we trade with amount §,dr. Note thatitis also areasonable assumption that v = oo, that is,
no order flow will change the permit price. In the coming chapters, we will mostly work with this
assumption. We refer to this case as optimisation in a market without frictions. The case where
v < oo Will be referred to the case with market frictions, of which the optimisation is worked out

in Appendix[B]

From the two parts involving the trading rate, the costs of trading

2
(1)
2v

fi(B7), = PeBi+ -,
are defined. With this, the marginal costs of trading can be derived. This is defined, in line with
the marginal costs of abatement, as the extra costs of trading one more unit. More on this can be
found in Chapter[2]

Last, the terminal penalty here is 1(X%)?, where 1 € R is a positive common penalty coefficient,
measured in euros per unit of emission. First of all, without the presence of the penalty functions,
given an initial allocation, the firms would just pollute their BAU emissions, since there is no
incentive for them to lower their emissions. A penalty is thus really necessary to make sure our
stochastic control problem is well-posed. This specific choice of penalty is positive in both cases
where the bank account is positive and negative. If the bank account X%E >0, it holds that

T
AL +f0 Bids > EL* - Ef,

This means that the firm has more cumulative allowances than abated emissions. It is not re-

alistic that the firm needs to pay a penalty then, as there are enough allowances to cover the

emissions. It would be the best for the firm if X!. = 0, then it would not need to pay a penalty. If

X7 <0, itis reasonable that a penalty needs to be paid, as there are not enough permits to cover

the emissions. A penalty of the form

Amax(—x;,o)z, (1.42)

would correspond with this more realistic fact that we only pay a penalty if X!. < 0. However, we
are still going to work with the given quadratic penalty function. It appears that this function is
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chosen to be able to obtain an analytical solution. Here, we have chosen mathematical elegance
over reality.

The goal of every firm i is to find optimal controls (a‘, ) such that their objective function is
minimised, that is,

(1.43)

ji(di,ﬁi) = inf +—(/3 )Zdt+/1(XT)

(oc”,ﬁ")eafz

1.3.4 Social costs minimisation by regulator

The goal of the regulator is to design a dynamic allocation scheme A = (A!,..., AN)or A= (A!,..., AN)
to reduce expected emissions, while minimising social costs, given that the firms act rationally.
The allowances process is announced at time ¢ = 0, where for ¢ > 0, the distribution of the random
variables is known. At time ¢ = s, the realisation Al (w) is known, since it is adapted. The policy is
assumed to be time-consistent, such that there is no deviation from the plan that is announced.
We need to have, to reduce expected emissions given by (1.29), that

N

3 el

i=1

N ial
> Gy

i=1

E =pN(Eo+Th), E

N .
=p ) Ejexp(u;T), (1.44)
i=1

respectively in both cases. This results in 100(1 — p) percentage reduction compared to the BAU
case.

Remark 1.8. Note that in the expressions above an equal sign is written. From a climate point of
view, the constraint

N(Eo+Th),

N
E ZGla
i=1

N .
<p ) Epexp(wT),
i=1

N
E|) Ex®
i=1

would also be sufficient. Then there are only fewer emissions in the controlled case than the regula-
tor asks for. However, from a mathematical point of view, it could be argued that this would lead to
the same constraint as written above, as it is always more expensive to emit less. More importantly,
the equality appears necessary to be able to derive analytical solutions.

The social costs are defined as the sum over all individual costs of the firm, the total costs in the
system. To minimise the social costs, the infimum over the specific allocations A € &~ will be
taken. The specific problem of the regulator of minimising social costs while reducing the BAU
emissions modelled by a Brownian motion is given by

inf E =pN(Ey+ Tf). (1.45)

AeFN

)

N
E ZEux
i=1

Z c, (a’;) +PBl+ %(ﬁi)zdt + A (X;E)Z

i=1

In the case of the GBM, we see that (I.37) depends on A, hence we will minimise over A € #V,
Then, the specific problem of the regulator becomes

inf E
AesN

™=
Q
N

~
1l
—

) .1 . SN2 N
Z c,(a’t)+Pt,B;+;(ﬁ;)zdt+/l(X;G) , =pY Elexp(uT). (1.46)
i=1

i=1

This ends the chapter on the mathematical assumptions. We are ready to continue to the calcu-
lation of the optimal dynamic policy for both choices of model of the BAU emissions.
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2 The Brownian Framework

In this chapter, we determine the optimal dynamic policy, when the BAU emissions are modelled
as an arithmetic Brownian motion. This is done under the assumption that there is a market
without frictions. That is, the regulator desires to solve (1.45), where v — co. The case of a market
with frictions, where the regulator is solving for v < 0o, can be found in Appendix[B}

We recall that the derivation of the optimal dynamic policy will proceed through three different
steps, corresponding to the two steps of backward induction, leading to the Stackelberg equi-
librium. First, given an allocation and a market price of permits, the firm will minimise its cor-
responding cost, given in with v — co. Afterwards, the corresponding market price of the
market equilibrium can be deduced, given an allocation of the regulator. Assuming that the firms
are acting rationally, the regulator will then solve for the optimal dynamic allocation. These three
steps are crucial to the derivation, forming the foundation for the structure of the sections in this
chapter.

This chapter is based on Sections 3, 4 and 5 of [AB23].

2.1 Single firm optimisation

In this section, given an allocation A’ satisfying Deﬁnition and market price P € «/, the cost
minimisation for every firm i will be solved. Before we will continue to this derivation, we need
to introduce some variables and functions.

Definition 2.1. Let

M} =E[Ah|7 ], Ri::E[AiT—Ai‘EI]zMi—Ai, 2.1)
21

. — 2.2

T = T ma—n (2:2)

where A’; is the net allocation at time t, given by (1.34). In the last expression, 1 is the average over
the firms adjustment cost of abatement and A is the common terminal penalty parameter.

That is, M ; is the conditional expectation of the cumulative net allocation A at time T of firm i.
We note that allocations with the same cumulative net value at time T, but different values in the
interval [0, T), lead to the same expression for M. From the definition of Rf, we see that it is the
difference between the conditional expectation of the total allowances at time T and the realised
allowances at time ¢. The function f(¢) is the same for every firm, since it does not depend on the
index i.

First of all, the cost function that a firm will minimise in this case, as given in (1.40), with X ’T = X;’E ,
will be determined.

Proposition 2.1. The cost functional in the case thatv — co is given by #"£(a?, ) : o#/* — R

T . .
f ci(al) + PBldt+ A (X‘T'E)2 . 2.3)
0

ji,E(ai’ﬁi) —E
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Proof. We need to calculate the limit of_#"(a/, ) of (I40) as v — oo . Since almost all terms do
not depend on v, this can be written as follows

lim 7% (af, p7) = lim E fOTCi (a})+ B} + %(ﬁ’;)zdt+/l(X;E)2
= [aift) s (x7) [ (st ]

[ erlat) it a () = 7 (o).

1
+ lim —E
v—00 2V

=E

O

This functional needs to be minimised with respect to (a’, 87) € «#2. That is, we look for optimal
(@', B") such that

inf _gE(ad,ply= _gIE (di’ﬁi). (2.4)
(ai,ﬁi)E.,sz

First, we need to know whether this stochastic control problem is solvable. Then, we need to in-
vestigate how these solutions can be found. The first goal of this section is to prove the following
theorem.

Theorem 2.2. Let ¢ LE be given as in (2.3). Then, there exists at least one solution to (2.4).

To prove this result, we will use Proposition[A.29] Because it is of importance, it is also stated
below.

Proposition A.28 [ET99, pg. 35] Let X be a Hilbert space, A c X a closed convex subspace of this
space and F : A— R a functional that is convex, continuous and coercive. Then,

inf F(x),
X€A

has at least one solution. It has a unique solution, if F is strictly convex.

Note that this proposition is in analogy with (a part of) the Extreme Value Theorem on the real
line.

In this case, we work with X = I.2 x L2, which is a Hilbert space, by a similar argument as in Propo-
sition|1.5} since the norms on <2 and L? x L? coincide. Additionally, A = <2, a Hilbert space itself
by the same proposition. From this, we can easily prove that «/? is a closed, convex subspace of
X, which is done in the next lemma.

Lemma 2.3. The space <¢° is a closed, convex subspace of L? x L?.

Proof. By Proposition[1.4] we have that « is a closed, convex subspace of L?. As we defined
A= x o,

it follows by basic topology that <2 is a closed, convex subspace of L? x L2. O

Next to this, we need that ¢ iE js a coercive, continuous, convex functional over «/2. Continuity
will follow from Fréchet differentiability and Proposition|A.27] We start by proving that the func-
tional is coercive. For this, we will use Assumptions (I.11) and (1.24), on ' and P, respectively.

Proposition 2.4 (Coerciveness of the cost functional). The functional #"F is coercive in the con-
trols (a', BY).
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Proof. From Definition|A.27} we need to prove that

(£,

It is sufficient to show that ¢"*(a’, ') — co. Let ||(a’, )| ,» — co. Recall that the norm on «/* is
given by

”(ai’ﬁi) e

That s, if || (a/, ") ,» — oo, we have either | a’ HZ — o0, || ||2 — oo, or both. By assumption
it follows that

ZZEUOT(;V;)Zdt] <E[/OTK2dt] = KT < c0.

Hence, from ||(a’, )| — oo, it follows that we should have | a’ ||2 — co. We can thus conclude that
[a?|| — oo and || || < co. Furthermore, by (I.:24), we obtain

|ji,E

— OQ.

|+ 18]

i

f hial + +P[[5 dt+A(X’E)

T (o) ,
f () +hia;dt]—KCT,
0o 21

jiE

T (i)
(“) i
>[Ef Uy hial+ P pide| >E
0o 2m;

where K, C € R are fixed, by the assumptions on 8’ and P.

If it can be argued that the expectation term goes to infinity when [a’|| — oo, the desired result
follows. Indeed, by completing the square, it holds that

T (gi)? . T i his/20; 2
[Ef () +hialde :[Ef B eA el L BT’ —lmth.
0o 21 o \v/2n; 2 2

As ||a’||” — oo implies that ||a’ + ¢||* — oo, for c € R, it follows that

P 2
sp( T( al k20
j"E(a’,ﬂ’)>[E[ B A i/ 4 B P —lnl—th—KCT
0 ‘/zni 2 2
a’ | hiveni

_‘ V21i 2

as ||a!|| — co. From this, it can be concluded that

1
- 5n,-hl?T—KCT—»oo,

lim ¢, ) =00

I(a, )| 2 —o00
Hence, #"F(a’, B%) is coercive in (a’, B7). O

Next, we will show that the cost functional _#** is convex in (a/, 8'). To achieve this, the cost
functional will be split up in two parts

i\2

C'a',p)=E al+ 7;) +P,pide|, (2.5)

FiE@l, gy = [)L(X;'E)z ’

such that _¢*F = C' + F*¥. We will show that both, F*¥ and C’, are convex, from which we can
conclude that the whole function #*F is convex.
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Proposition 2.5. The functional F"f (a', ) = E [A (X’TE (a', ,6‘)) is convex in (a', ).

. . . \2
Proof. First, the term (X}E (a’,,Bl)) needs to be written out. In this expression, we are only con-

cerned with the dependence on the controls, the remaining components can be treated as con-
stant in this proof. Hence, we can write

XiE (@, By = K +f al + Bids, with KF = Al — B — g Wi,
0

Squaring the above, we can write

2

+2AE

. . . . 2
F'E(al, B = [A(X’Tf) +AE

:A[E[(K;'E)Z

T
iE i ai
Ky [0 a.+Blds

(f()Ta§+ﬁ§ds)

Now let V, Y € &2, thatis, V = (V1,V») and Y = (Y1, Y2). Note that V, Y are time-dependent, but this
dependence won't be made explicit. Let 6 € [0,1]. Then

s

FEOV+1-0)Y)=AE +2AE

. T
K’T’Ef 9V1+(1—6)Y1+9V2+(1_‘9)Y2d5]
0

+AE

T 2
(fo 0V1+(1—0)Y1+0V2+(1—9)Y2ds) ]
7] -

. T
KhE f Y1 + Yads
0

=0AE

+(1-0)AE +621E

) T
K’T’Ef 14 +V2ds]
0

+(1-0)2AE +AE

T 2
(f 9V1+(1—9)Y1+9V2+(1—6)Y2d8) ]
0

Note that all the parts are already in desired form, except the last term involving the square. For
this part, the following can be done;

T 2
E (f 9V1+(1—9)Y1+6V2+(1—6)Y2d8) =E
0

T T 2
(9[ (V1+V2)ds+(1—9)f Y1+Y2d5) ]
0 0

T 2
([ % +V2d8)
0

T T
f (V1 + Vz)de (Y1 + Yz)dS]
0 0

T 2
(f (Y1 + Yg)dS) .
0

Let A= fOT(Vl +V,)dsand B = fOT( Y1 + Y2)ds. By Young’s inequality applied on A and B, it follows

=0%F

+20(1-0)E

+(1-0)°E

that
T T T 2 T 2
20(1—9)[Ef (V1+V2)dsf (Y1+Y2)ds]<0(1—9)([E (f (V1+V2)ds) +(f (Y1+Y2)ds) ])
0 0 0 0
(2.6)
Hence,
T 2 T 2 T 2
E (f 9V1+(1—9)Y1+9V2+(1—9)Y2ds) <OE (f (V1+W)ds| |+(1-0)E (f (Y1+Y2)ds) ]
0 0 0
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This means that

(5

T +02AE

Ce)

. T
KiF f Yy + Yods
0

T 2
(f (Y1 + Yz)dS) ] .
0

Indeed, the above exactly shows that

. A T
FPEOV+(1-0)Y) <OAE +(1-0)AE KLT’Ef V1+V2ds]
0

T
(f (V1 + Vg)ds)
0

2

+(1-60)2AE +6AE

+(1-0)AE

FYEQV+(1-0)Y) <OFE(WV)+ Q-0 F"E(Y),
for any 6 € [0, 1]. By Definition[A.29} the functional F*** is convex. O
Good to note is that the functional F*F is not strictly convex, as in Equation (2.6) the inequality

does not become strict. That is, if X # Y, then we can still have that A = B. Next, the convexity is
proven for C'.

Proposition 2.6. The functional

. T . ai)? .
Cl(al,ﬁl):[E fo hiaé+%+Ptﬁ’tdt ,
l

is convex, but not strictly convex in the controls. It follows that _#"F is also convex, but not strictly
convex, in the controls.

Proof. Take (V,Y) € &2 such that V # Y. Suppose, without loss of generality, that V; = ¥;, p a.e, so
that

2V Y, <Vi+Yy and 2VYy < VE+YE ae.
Then,

. T T
C’(9V+(1—6)Y)=9[Ef h; Vi + P, Vadt +(1—0)[Ef h,-Y1+PtY2dt]
0 0

fT OV1 +((1-0)Y7)?
+E
0

dt] .
2n;

The last expression can be rewritten to

T OV, +(1-0)Yy)? T y?2 Ty, Y, T y?
[Ef OV +0-61) :BZ[Ef L 4s +20(1—9)[E[ LRt 1 +(1—6)2[Ef L4
0 2n; 0 21; 0 2n; 0 21;
TVz TYz
<9[Ef —Ldr +(1—9)[Ef —Ld¢|,

0 21m; 0 21n;

where we again used Young’s inequality. Hence, it holds for all 6 € [0,1] that
ClOV+(1-0)Y)<OC (V) +1-60)C (V).

We can conclude that € (a/, f') is convex. By Proposition[2.5] F*¥(a’, f') is convex in the controls.
It follows that

FPEOV+1-0)Y)=ClOV+1-0)Y)+FEOV+(1-6)Y)
<OCTWV)+1-0)C (V) +0FE(V)+ 1 -0 F"E(Y)
iy (Ci(V) + Fi'E(V)) +(1-0) (C’i(Y) + Fi’E(Y))
=0 7" E(V)+(1-0) 2" (1),
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forall 6 € [0,1]. We can conclude that _#"(a’, %) is indeed convex. It is not strictly convex as both
parts are only convex themselves. O

The last condition to establish, in order to satisfy the assumptions of Proposition|A.29} is the con-
tinuity of the cost functional _#"F with respect to (a’, 7). We will use the Fréchet derivative, which
issufficient here. A good candidate for the Fréchet derivative is the Gateaux derivative, which can
be calculated. How this derivative is exactly derived and found, via the Gateaux derivative, can
be found in Proposition[A.31]in the appendix. There, it is calculated for v < oo, but the exact same
procedure works when v = co.

Here, we will show that the expression found is indeed the Fréchet derivative. The goal is to prove
the proposition below. Note the subtle difference between V, Z € &2, which implies that both V
and Z are two-dimensional vectors, and (V, Z) € «#2. The latter implies that V and Z are scalar.

Proposition 2.7. Let ¢ = (V, Z) € o«/*. The Fréchet derivative 5 #"% ((a’, 8'); ¢) of £"F is given by

5ji,15((ai”3i);¢) :5Ci((ai’ﬁi);d))+6Fi,E((ai"Bi);¢)’ o
where
o T al _ o . |
5Cl((al,ﬁ’);¢>)=[ fo Vi h,-+_f + Z,P.dt |, 6Fl,E((al,ﬁl);¢)=2AﬂE fo (Vt+Zt)XlT’Edt.

Before this, we first prove the following lemma, which we will need to prove the proposition.
Lemma 2.8. The operators ofProposition are linear and continuous in ¢ € /2.

Proof. We will first show that § #"((a, B); (V, 2)) is linear in (V, Z) € o, Let (G, H) € «/2. Then, by
the linearity of the expectation, it follows that

5.7 (@, B (V. 2) +(G, H)) = 8 7" (a, B (V, 2)) + 6 " (e, ); (G, HD)..

We can conclude that this a linear operator in ¢ € «#2. Next, we need to show that it is continuous.
By Proposition[A.24] it is sufficient to show that the operators are bounded in ¢ € «#2. For this, let
us fix (a', %) € «/? and omit the index i. Then,

6.7 (@ B (v, 2)) | = |E
< '<V,(h+ % +2/1X§7)> + <Z, (P+ g +2/1X$)>'
= <(V,Z),(h+ % +2)LX1T5,P+2/1X$)>

T
f Vi (h+ udl +2/1X£) +7,(P; +2/1X’T5)dt] '
0 0

'Q{Z

S IV, 2l 2

’

dz

(h+ d +2AX$,P+2AX$)
n

where the latter step follows from the Cauchy-Schwarz inequality in <. From the definition of
a bounded operator, we need to show that the right hand term is finite. We can write

:\/Hh+g+2/1XT
o? n

Since a, B, P € o and Xf is square-integrable w.r.t P, it follows that these norms are finite, by the
inequality of Cauchy-Schwarz. We can conclude that the given operators are indeed linear and
bounded, and thus continuous. O

2
+

2

B

Hh+g+2/1XT,P+E+2/1XT P+=+2AXr
v

n v
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Now, we are ready to prove the Fréchet differentiability.

Proof of Proposition[2.7 Again, the index i will be omitted. We need to prove that satisfies
Definition The linearity and boundedness follow directly from Lemma 2.8 We will prove
the limit separately for C and F¥, by the triangle inequality and the non-negativity of the absolute
value, it follows that this will be sufficient. First, we are proving that
|Ca+V,p+2)-Cla,p)-6C((a,p); )]

l#ll..:

as ||¢|| ,- — 0. When we plug in ¢, we see that almost all terms cancel out

-0, (2.8)

2
Cla+V,B+2)-Cla,p)-5C((a,p);p) = fh(at+Vt) (t2+—vt)+Pt(,Bt+Z,)dt]
2
o, + &0 +Pt,6tdt]—[Ef Vt(h+ﬂ)+ztptdt]
2n 0 n
T /2
:l[Ef Vi —Ldt|.
2 o 7
This implies
|Cla+V,B+2)-Cla,B)-6C(( f);d)] | [E[fo Tdt” 1 (IIVIZ+11Z117)
h loll,2 2 \217 Iz
1ol% 1
= =— ||| -.—0, when ||¢| .—0,
ol = 3 19l .

by the definition of the norm and inner product in «/? and the fact that n > 0. We can conclude
thatindeed 6C((a, B); ¢) satisfies equation (2.8) and thus, it is the Fréchet derivative of C(«a, ).

Next, we prove that the derivative of FF fulfils Deﬁnition After a lengthy computation, as in
Equation (1.36), we get
2
(f (Ve + Zt)dt) ]

tht] .
0

FE(@+V,B+2) - FE(a, B) - 6 FF (o, B); ) =

[ v 0]

It holds that
2 2

T T T T
2[ thtf thtg(f tht) + f tht) .
0 0 0 0

Furthermore, from the Cauchy-Schwarz inequality in L?([0, T]), it follows that,

T 2 T
(f V,dt) <Tf VAde,
0 0

by the fact that (V; + Z;)? > 0, for all € [0, T]. Combining these results in expectation, we obtain

2

=E +E +2E

tht
0

T T
FE(a+V,B+2) - FE(a,B) - 6FF (o, B);p) < 2TE U VAde| +2TE U Z2dt|.
0 0
This gives us that
T
FE(@+V, B+ 7)— FE(a, )~ 5FF (@, B; ) 2T (E| o VE+Z2di]
0< < 27 ]2 o
1.2 1.2

when |¢] . — 0. We can conclude that §F((a, f); ¢) is the Fréchet derivative of F£(a, ), and we
can conclude that #* is Fréchet differentiable. O
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Now, we can prove the continuity of the cost functional, which will follow directly from the Fréchet
differentiability.

Proposition 2.9. The cost functional #"F is continuous in the controls.
Proof. This follows directly from Proposition[2.7/and Proposition[A.27 O
Next, we are finally able to prove Theorem B.1]

Proof of Theorem|B.1]. By Proposition|2.3) it follows that =/ is a closed, convex Hilbert space of
[?x 2. Furthermore, from Proposition|B.4} the cost functional #*F is continuous. By Proposition
#"F is coercive in the controls and in Propositionsandit is proven that the objective
functional is convex. By the aforementioned Proposition[A.29} it holds that admits at least
one solution, which is the desired result. O

Note that there exists at least one solution, but this solution is not necessarily unique, as _¢ LE
is not strictly convex. The next question is how these solutions can be obtained. For this, we
introduce the following proposition, which makes use of the Gateaux gradient, introduced in
Appendix[A.1.3] Afterwards, a proposition for the first order conditions is given.

Remark 2.1 (Notation). For a general process Z, we will denote the Gateaux gradient in a specific
pointin time byVZ;.

Proposition 2.10. The two-dimensional Gateaux gradient is given by,
. . . i . .
Vg (o, ) = (h,- + 20| X}E| 7| P+ 22E [X;E|fz.]). 2.9)
n

The gradient in a specific point in time t € [0, T) will be denoted byV _g"E(a?, B%),, and equals, con-
sequently,

i
LE( i @) _ | . % i,E i,E
Vg (a ,ﬁ)t—(hl-i- , +2)L[E[XT |9t],Pt+2/1[E[XT |9t])
Proof. Again, the superscript i will be omitted. From the Fréchet derivatives of Proposition[2.7

the gradient of Definition[A.26|can be derived, by the fact that the Fréchet derivative determines
the Gateaux derivative directly. Indeed, we see that

5 T
5C((a,ﬁ);¢)=Ef Vi
0
=<V,(h+g >+(Z,P>
n

:<(V,Z), h+g,P)> :<(p,(h+g,P)> ,
n o2 n of?

and thus the gradient of C is given by VC(a, ) = (h + 5 P). In a specific point ¢ € [0, T], this gives

h+ %) + Z;P;dt

vC(a,B); = (h+ %,Pt). 2.10)

The gradient itself is a process.

The same procedure will be followed to obtain an expression for the gradient of F¥. Indeed,
T
SFE ((a, B); ) = 2AE U XE(Vi+Z)dt| = (2AXE, V) +(2AXF, Z)
0

= (2AX7 (@, B) (1, 1),¢) .
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From this, we can conclude that
VF(a, ) = 2AXE(a, )1, 1).

In a specific point ¢ € [0, T, it still holds that
VF(a, B¢ = 2AXFE(a, B)(1, 1).

This implies that this gradient is not adapted, as the right-hand side is only % measurable. We
will rewrite the expression under the expectation sign to make it adapted. Let Y € «/. Then, it
holds

T T T
2/1[Ef XfY[dt]=2)L[E[[Ef XﬁYtdt‘ﬂtH;ZMEf E[XEv,|7,]dt
0 0 0

T
:ZMEf Y, E[XF|F,]dt|. (2.11)
0

Here, we used Fubini’s theorem for conditional expectations, and the fact that Y is an adapted
process, as it is progressively measurable. Note that we can rewrite (2.11) into

E

T
f (2AXE - 2AE [ XF|F]) Yede| =0,
0

(2AXEF —2AE[X7| F.1,Y) =0.

This holds for all Y € «/. By LemmalA.23] it follows that 2A X7 = 2AE[X7|Z.], u a.e, by the equiv-
alence classes defined in «/. This can be done for both components of the gradient. We can
conclude that, indeed, the gradient considered in the point ¢ € [0, T, is given by

VFE(a, B); = (2AE[XF(a, B)|F ], 2AE [ XE (e, B)|ZF:]).-

By summing both parts of the gradient, we conclude that we have found the desired Gateaux
gradient of the cost functional #"£.

[

Next, we are ready to identify where the minimiser is located.
Proposition 2.11. The functional _#"F (&', ') attains its minimum at (&', ) that satisfy

v ghE (di,ﬁi) =0, pae.
Proof. From Theorem [B.1} we know that has at least one solution. Now, suppose that
V_#(a%,p') =0.Let V € o and define U = (&', B%). Then,

FHEW) = FEO)-(VFE(0),(V=0)) = FHEW) - F(0)~ 0,V 0) 2o,
by [ET99, pg. 24]. By the definition of the inner product,this implies for all V € =2,

FUEW) > FVE(0).
Thus, we can conclude that _¢*£(0) is a minimum of the functional in question. O

With all this information, we are ready to find the minimiser of the cost functional _¢*£. For this,
we need the Gateaux gradient and solve the first order conditions. We introduce the following
theorem, which is about finding the expressions of the optimal controls of (2.4). It will make use
of the previously proven proposition.
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Theorem 2.12. A solution to (2.4) exists if and only if the market price of permits P is a martingale.
In that case, the optimal abatement effort of firm i is uniquely given by

al=n;P;—hy),

The optimal trading rate is not uniquely defined. Instead, define for firm i,

T | . T .
[Ef ﬁ;dt‘gt]zBé, fﬁ;de;, 2.12)
0 0

with the process (B) having the following dynamics

s (142M(T -0, . ,
dB;:—((z—;L)nldPt+dM§—aith’), (2.13)
n 14+2An:T . X .

B(‘):—(%PO+M(’)—E{)—mh,-T). (2.14)

Then, we have that ' € «/? is optimal as long as it satisfies 2.12). These equations hold u a.e.

Proof. Again, we will omit the superscript for firm i in the notation.

The first order conditions of _#F are as given in Proposition[2.10} and reduce to
h+%+2/1[E[X$|§t] =0, (2.15)
P, +2AE[XE|Z,] =0, (2.16)

as the gradient should be equated to zero. All equalities below are meant in the p a.e. sense. First
starting with (2.1), we see that it results in

Py =—2AE[XF|F].

Since the right-hand side is a martingale, by Proposition[I.7} this equation only works out if the
market price (P,) itself also is a martingale. When this is not the case this implies that won't
have a solution and there does not exists an equilibrium. From now on, we will thus work with
the assumption that the price process (P;) is a martingale.

Plugging the result in (2.15), we obtain
dt:n(p[—h). (217)

Since the price process P is given exogenous, we can conclude that this value of (a?) is unique ,as
long as the price is determined.

With this, we hope to find some expression for ﬁ Plugging X? in (2.1I) with &, we obtain

T
Pt+ZAﬂE f Cft+ﬁ[dt+AT—O'WT—E0 gl‘ =P[+2AMt+2/1[E
0

T
f 'I](Pt—h)dt'g[
0

T
+2A,[Ef ﬁtdt'g[ —Z/IO'Wt—E()ZO. (218)
0

We see that the trading rate (f,) only appears in the integral of the conditional expectation. That
implies that we cannot solve directly for this process itself. Instead, we define

Bt:[E

T
f ﬁtdt‘gt
0
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First of all, we note that that g is progressively measurable, and the time integral over g is again
progressively measurable, by Proposition[A.6} and thus adapted. This way, it follows that

T
Br=[ puds,
0
and that (B;) is a martingale and in L? itself, as §; € «/. Now, we can rewrite (2.18) to

Py +2AM;+2AE

T
f T](Pt—h)dt‘gt
0

+ZAB[ —2/10‘Wt —Eyp=0.
This can be solved for B; and gives

1
By=0W,+Ey— —P,— M,—E

T

. (2.19)
We already deduced that the price P needs to be a martingale. This implies that

E

T t T t
f n(Ps—h)ds gt] :f n(PS—h)ds+f n[E[PSIBZ[]—nhdt:f n(Ps—h)ds+n(P;—h)(T - t),
0 0 ¢ 0

by a Fubini argument. Furthermore, since P € 7, the time integral is again adapted. Then, (2.19)
becomes

1 t

By=oW;+ Ey— ﬁP[ - M; —f n(Ps—h)ds—n(P;— h)(T - t). (2.20)
0

Note that for given A, P € o/, the process B! is unique. Since we are solving the backward induction

of the Stackelberg game, this is indeed the case. A unique solution for 8 cannot be obtained, but

fortunately a unique solution for B! is available.

Taking r =0 in (2.19), we get

1
Bo=FEy— —Pg— My —E

T 1
o7 f 1(Py— h) dds] = Ey— =Py~ My—n(Py - )T,
0

21

1+2AnT

By=-|P
0 (0 o

+M0—E0+nhT). 2.21)

Now we have the initial condition, it makes sense to consider the differential dB;. For this, we

use LemmalA.20l We write
T T
f (P - h)dt‘g‘t] _ndE f dt‘%]
0 0

=n(T - dP; + dh(T)) = n(T - HdP;.

T
dE f Ptdt‘gt] —nhdE
0

Taking the differential in our original equation (2.19), we get

dB, = —% (dP(1+2An(T - 1) + 2Ad M, — 2AcdW;)

__(1+2}m(T—t)

o dpt+th—Uth . (222)

The equation above together with the initial condition (2.21), gives the desired dynamics for the
martingale B. The direct formula of (2:20) is equivalent to the differential form given above.

We can conclude that any B’ € o« that satisfies
T . A~
| piar=ss,
0
is optimal. O
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In the proof above, first a direct proof of B! was given, afterwards the dynamics were deduced.
These dynamics are necessary to be able to deduce the optimal market price of permits P in the
next section. Although in Theorem [B.I]only the existence of a solution is proven, uniqueness of
@' and B’ can be obtained by arguments involving the Stackelberg game.

In the last part of this section, we will interpret the results obtained.
First of all, it follows from the first order condition, that in the optimum

; 1
xif-_Lp 2.23
T 21 T ( )
should hold, since X%E is & r measurable by Lemma We will use this to derive the optimal
allocation.

Let f are the marginal trading costs and c; the marginal costs of abatement. Furthermore, again
from the first order conditions and (2.I), we can write
. ai .
ci@he=hi+— =P = f(B).
ni
These are derived in the Fréchet sense in Proposition[A.6|for v < co. The procedure is the same
when v = co. Here, we will just work with these equations. We see here that in the optimal result,
the marginal abatement cost are equated to the market price P;, which represents the marginal
trading costs. Equating the market price to the marginal costs is often done in economics, when
we want to find an optimum. We can conclude that our result is consistent with economic theory.

Because of the fact that we do not have a market depth parameter, the expression for @ in is
relatively easy. The only variable that the optimal abatement effort now depends on is the market
price. If the price increases, the abatement effort will increase as well, since it is less attractive to
buy more permits on the market, ceteris paribus. However, the expression for the trading rate is
quite complicated.

Recall that the direct formula of B! is given by

~i 1 ¢
B;:UWt'FEO—ﬁPt—Mt—f T’(Ps—h)ds—'r](Pt—h)(T—t).
0

From the equation above, it can be deduced that B, decreases if the market price of permits de-
creases, everything else being equal. If it is more expensive to trade, firms will reduce trading. In
an exchange, the abatement effort will rise to make sure the desired emission reduction can be
obtained. If M f, the net conditional expectation of the cumulative allowances, increases, Bf will
decrease. This has to do with the fact that the instantaneous effort decreases, as there are more
allowances expected. Furthermore, a positive economic shock will induce a rise in the integral
of the trading rate, as firms can buy more, ceteris paribus. Last, a bigger initial emission level
induces an increase in B, as well, since firms need to buy more allowances to get to the same
reduction, ceteris paribus.

Note that the optimal abatement effort does not depend on E, directly, which may be counter-
intuitive. In the next section, we will see that P, depends on this, and so does the abatement
effort.

2.2 Market equilibrium
In the previous section, the optimal controls for a single firm were obtained. Here, it is time to

achieve the market equilibrium, that is, the market price P for a given, fixed, net allocation A
of the regulator. This market equilibrium arises from the trading in the market of permits. We
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will assume that such an equilibrium exists and the firms trade until an equilibrium sets in. This
is needed to be able to deduce the market price in the equilibrium. It is the second step in the
solution of the optimal allocation, and the end of the first part of the backward induction to find
the Stackelberg equilibrium.

In the market equilibrium, the following market clearing condition is satisfied
N A
Z p:=0, Pa.s. (2.24)
i=1

for all # € [0, T]. This condition can be thought of as the fact that in equilibrium, all allowances
sold at some point in time ¢ € [0, T] should also be bought by another firm at that specific point
in time [FT22]. When we would consider N = 2 firms, it becomes clearly visible that we indeed
need f; = — B, to make sure the allowances bought are sold by the other firm. The market clearing
condition is a generalisation of this fact. Note that this implies, by Remark[1.5]that this condition
also holds p a.e.

Although no uniqueness for the trading rate § could be obtained, it holds that optimality for the
market price P can still be deduced. This is done in the following theorem.

Theorem 2.13. Assume that there is given an exogenous net allocation scheme
A= (AL,... ANy e #N. The equilibrium price is then given by, u a.e,

5 f()

dP,=—-""=-dz(t), Py=f0)(TH-M,+E). (2.25)

Here,

N
. . _ 1
Z()=) Mj-o;W/, My=—
i=1 N

(2.26)

™M=
=<

L
= Ni:lnl i 0= N

™M=
oo}

Proof. We will use that, in the equilibrium, the market clearing conditions (2.24) hold. If we in-
tegrate this over time, we get

N N T |
Y. B.=) | Bids=0, Pas.
i=1 i=1J0

If we now take the conditional expectation on both sides, this should stay zero. As E[B%| %] = B}
for all firms i, this implies

for all 7 € [0, T]. Taking the differential on both sides, the condition
N A~
> dbi =
i=1

can be deduced, p a.e. All the equations from now on hold a.e. First start with 7 > 0. Plugging in
the expressions for B of Theorem 2.12] we get

N
dp,- Y d(M}-o;wf).

i=1

N o Y (142MT - D)n; ; ; N +2A(T - )N
5 a3 (AL, - (VAT 000)

Equating the above to zero, we obtain

R 22
dPt=
N(1+2MT - 0)7) |

Zd(M’ iw;') fmZd(M’ iwg') fde(t) 2.27)
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For ¢ =0, it follows from (2.21))

Nog YL 14240, T ; . NQ1+2A7T - ul N
Bi=— (B 22T i it — B =B NEEMD i Y ikt S EL
i=1 i=1 21 21 i=1 i=1
Equating to zero and solving for P, results in
R 21 - _ - -
Pyp=—————(NMy— NEy—TNH) =f(0)(TH—- My + Ep). 2.28
0 N(1+2M7T)( 0 0 ) = f(0)( 0+ Eo) (2.28)

Together with (2.27), the equation above gives an expression for the optimal market price. O

The optimal market price depends on the process (Z;), which is the difference of the conditioned
net allowances process and the Brownian motion. In the BAU case, the bank account could be
defined, with zero controls in (1.36), as

i BAUE ._ ,i 7i i
Xk = AL+ 0, Wi~ E},

We see that then

N . . N . . N .
dz, =Y dMj-o;W)) = Y dE[4h -0, Wi|# | = Y dE [xiPVF| 7).

i=1 i=1 i=1
Hence, the market price depends on the summation of the conditional expectations of the bank
accounts in the BAU case. If the bank account in this scenario rises, we can see from the equation
above that the market price P, decreases, as the instantaneous demand for allowances decreases,
ceteris paribus.

The initial market price depends on some parameters, the initial allocation and emission level.
First of all, if H rises, the costs of abatement for every firm increase, as these depend on h; and n;.
Then, the market price will increase as more firms will buy allowances on the market, instead of
reducing their emissions directly via the abatement effort. Second, if the initial allocation rises,
the market prices decreases, as there are fewer allowances needed and the supply of permits will
grow. Lastly, we also see that the market price depends on the initial emission level. An increase
of the initial emission level induces a decrease in the bank account, increasing the demand of
allowances.

The expressions for & and B stay the same, with P substituted in Equations (2.17) and (2.22). Any
p € o/ that satisfies

. T .
8= [ pidr,

is optimal. One could question whether such a trading rate § € o even exists. This is treated in
the next subsection. Before this, one last remark is made.

Remark 2.2. In this remark, a few comparisons with [AB23] are made. Compared to Proposition
4.2 of [AB23] a factor 1/ N is added in the expression for dP,. Furthermore, on page 94 of [AB23] it
is stated that the relation,

S T ..
Bl =B +f pid,,
0
holds. However, we think that the following two relations hold separately,

. T . .
(1) B’Tzfo pidi, B=E|B}

Lg.tjl’
i s t s
@ Bi=8 +f dB!,
0
where dB! is given in 2.22).
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2.2.1 Existence of a square-integrable trading rate

From Theorem we know that the optimal trading rate ' is non-unique, but there exists at
least one optimal solution, by Theorern However, it may be that it satisfies the relation (2.12),
but it is not square-integrable and progressively measurable. This is not desirable; therefore, we
want to determine whether and when it holds true that § € o, when it fulfils relation (2.12). This
subject is covered partially in both Remark 4.3 of the main paper [AB23] and the subsequent
article [BZ23].

We start with the remark of [AB23], where the following observation is stated. Suppose that
B!l = B} for all ¢ € [0, T) and a specific firm i. Then, B, is constant and thus square-integrable
and progressively measurable. It follows that

. By
i~V
pi==

’

is optimal, for ¢ € [0, T]. Indeed, then

T . N N T ; N
éT:[ ﬁédt:Bo, B, =L f ﬂ;dt‘g‘:t = By,
0 0

which exactly corresponds with the given relation . We will see in the optimal dynamic allocation
in Section[2.3|that this corresponds with the optimal B determined there. After this, in the article,
there are examples are provided in which the trading rate exists and is square-integrable, while
in another case, it is not square-integrable. The Martingale Representation Theorem is used,
however, it appears that the dimensions of the Brownian motion have not been properly taken
into account. Furthermore, the examples are given in a fairly specific case. Therefore, for the
remainder of this section, we will rely on [BZ23], since it is more general.

Based on this article, we are in the strongly regular case, as we satisfy the condition

[ (pi) ar

since every B € «. This article makes the assumption that all local martingales are continu-
ous, which is stronger than we have in Proposition[A.1I8] In our case, the allowances A are local
martingales, but not necessarily continuous. Since the results are interesting, we still show the
proposition below, but we should be careful with directly applying it to our case. Recall that we
look for the control g such that

E < 00, (2.29)

T . A~
f pidt=B%, as, (2.30)
0

where B! is the given random variable of Theorem An important result can be found in the
proposition below.

Proposition 2.14. [BZ23, pg. 3] Let

B"—IBWII o (2.31)
r— 0 0 s’ :

fort€ [0, T). Then, there exists at least one suitable solution to (2.30) and if only if the given B! € o .
Furthermore, the control variable B! that satisfies (2.30) is uniquely defined, up to a modification,
given by (2.31)).

(Sketch of) proof. The proof of the first implication relies on finding a minimum, employing a
perturbation argument and an application of Itd6’s lemma. Additionally, it establishes that every
B! that fulfils (2.31) is a martingale. However, the whole proof is quite lengthy and outside the
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scope of this thesis. It can be found in [BZ23, pg. 4]. It even holds that ! obtained in the cited
article is progressively measurable. Indeed, by Proposmon , we have that (8!) is continuous
and adapted, as it holds that i is a martingale and we assume that all martingales are continu-
ous. By Prop081t10n. ﬁl is progressively measurable. Hence, Bieo.

Now assume that §? € o, then, we need to show that it satisfies ([2.30). We will use Itd’s lemma
several times. First, we will apply it to (T - £) ;. Then, it holds for ¢ € [0, T),

d(T- Bl = -pidt+ (T - ndBi = —pide+ (T - t)d(T_ )dBl —pide+dB!,

. ~s e ~ t,\. s t,\.
(T— 1) = Tﬁg+B;—Bg—f ﬁgds=3;—f pids.
0 0

by the differential form of (2.31). We can rewrite the above to

f pids=—pi+ = B} 2.32)

We can again apply Itd’s lemma on the function on the right-hand side of the equation, giving for
tel0, 1),

1 1. [t 1 . [t B .. [t B
—Bi=— B+f —dB‘—f S _ds= ’—f S __ds
T—t T Jo T—s ¢ Jo (T—-5)2 br o (T—25)2

Plugging this in (2.32), we can write

t B
r . fO ﬁds
[(as- Bt
0

(T-1)

(T—l‘)

We take a limit on both sides, to get

B
Tr.. .. fot—szds
i T i 1 (T—s)
Jo Pts=tim [ s im 2 233

(T-1)

By applying L'Hopital’s rule on the stochastic integral and the deterministic denominator, the
right-hand side reduces exactly to B, from which the desired result is obtained and indeed (2.30)
holds, a.s.

Left to prove is that the representation (2.31) is unique. Suppose that there exists another mar-
tingale *' € o that fulfils (2.31). Then, by the martingality of 8*, we can write for ¢ € (0, T,

T . N T . t . .
[Ef ﬁ’dr‘gt]:B;:Ef ﬁ’;"dr‘%]:f By de+ B (T—1),
0 0 0

which implies
t . A2 . A
L(t):zfo Bt - Bidu+ By - Bi)(r-n =0,

where in the last step we use that the first equation can also be employed for j’ itself. By taking
the differential of L(¢) with It6’s lemma, we obtain the desired result for ¢ € [0, T),

dL(t)=( ;""—B’;)dt—( ;"i—ﬁl;)dH(T—nd( :"i—ﬁf;):(T—t)d( ’;”’-ﬁi):o,
d(p-B)=0, pi'=pi+e
Since the value for ¢ = 0 is the same in both cases, it follows that ¢ = 0 and 8 unique. O

In the rest of this thesis, we will assume that, given the process B, ﬁi € o exists. In some cases,
this value can be determined, in other cases, only the value of B’ will be available.
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2.3 Optimal dynamic policy

In this section, the last step of the Stackelberg game will be handled. That is, the regulator wants
to minimise her objective function, with respect to the vector of net allocations A € #V, given
the optimal controls for every firm and the equilibrium market price of permits. This results in
the following social costs minimisation problem, corresponding to (1.45) with v — oo,

(&Dz 5i i E)2
277i +p;Pdt+ A (XT )

inf E
AeFN

s.t. E

Y [ midl

i=1J0

=pN(Eo+ Th). (2.34)

Since we assume that the market is in an equilibrium, the market clearing condition is satisfied.
This means that

N T . TN T (N T
E[Y | piP.dt|=E Y piP.de| =E f P|Y pilde| =E Odt]z
i=1J0 0 =1 0 = 0
With this, the optimisation problem given above reduces to
inf E Z "hia (A‘)zm( )2 st E i N(Bo+Th). (2.35)
Ae.#N =1Jo i@ 277 i = =p 0 u .

This is the objective function we are working with in this chapter. To begin, the constraint on the
total emissions in the case of abatement can be reformulated as a constraint on average of the
expected value of the cumulative net allocations, denoted by M. For this, recall the definition of
(M!) from (2:1). The result is proven in the following proposition.

Proposition 2.15. The constraint
N

ZEZ(X

i=1

E

=pN(Eo+ Th).

induces that

i 1 (H+(1—£)Eo

M, =
07 2

+(1+2A7T)(1 - p)fi— 2M7pE0) =:1(p),

Proof. Let us start with the given constraint. It holds that

N
E|) Ex®
i=1

N T , , N .
=F i:ZIE[)+f0 (,u,-—dg)ds+0,~W} ; f[E[,u,—dé]ds

N T .
= ZE6+uiT—f E|al]ds, (2.36)
i=1 0

by a Fubini argument and the fact that a Brownian motion has zero expectation. Using that P is
amartingale, we obtain

E[ai] =€ [n: (Ps— hi)] =i (E[Bs] - i) =1: Py — .

Thus, (2.36) results in

N o
E|Y Ex”
i=1

N . T R _ . _
= ZEé+piT—f ni(Po—hi)ds=NEy+ NT (p—7Py+ H).
i=1 0
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When we equate the outcome of the equation above to the constraint in (2.35), the following
value for P, can be deduced,

NEo+ NT(i—#HPy+ H) = pN (Eo + Tfi),

. 1(- (1-p)E
Py=-— H+w+(l—p)ﬂ . 2.37)
7 T
It follows that the constraint on the total emissions results in a constraint on the initial optimal
market price. Since the market price is a martingale, it has constant expectation. This means
that the initial optimal market price is also the expected value, or average, of the market price.
That is,

E[P,] =E[Po] = Py

With the relation (2.37), this implies that the average optimal market price of allowances is in-
fluenced by several parameters that are involved in the optimisation problem. It is fixed by the
system as long as p is known. In Equation (2.28), another expression for Py was deduced. When
we equate these two equations and solve for M, we obtain

. 1(- (1-p)E
f(O)(TH—Mo+Eo)=5(H+¢+(l—p)ﬁ),
1 (- (1-p)E )
My=TH+Ey—- —— |H+———+(1- )
0 77 0) T I-p)p

By plugging in f(0), this can be simplified to

1 L L B (1-p)Ep _
My=- —2ARTH - 2A0Ey+ (1 + 2A0T)H + (1 +2A7T) T+(1—,o)u

247
1 -~ (1 - p) E() _ _ _ -
=———|H+ +(1+2A0T)A - p)ia—2A7pEy | =: l(p). (2.38)
21 T
Indeed, the given constraint can be reformulated to a constraint on M. O

Note that all the parameters, including i and E, are given to be non-negative. The sign of I(p)
cannot be determined yet. However, when Ej = 0, it follows that M, reduces to

My = —ﬁ (H+Q+2A7T)(1 - p)fa) <O.
Then, [(p) < 0 holds for every possible value of p. Recall that My = +; ¥, E[A"], by construction
of the variable M. We can conclude that, on average, the cumulatlve allocatlon at time T is neg-
ative, when Ey = 0. As introduced in Chapter |1} negative allowances are indeed possible and can
be interpreted as allowances being removed from the market, as a negative allowance can be
considered as a penalty on the bank account.

From the above, we see that the condition on the total emissions at time T translates via a condi-
tion on the initial, optimal, equilibrium, market price to a condition on M,. That is, in (2.35), the
constraint can be exchanged by M, = I(p). Not only this is possible, but the complete social costs
minimisation problem can be minimised in terms of the martingale process (M!) = E[A}| % ],
instead of the semimartingale A’ directly. The following corollary summarises this idea mathe-
matically.

Corollary 2.16. Let 4" be the space of N-tuples of square-integrable martingales where M' be-
longs to, and denote a tuple of square-integrable martingales in this space by M. The social cost
minimisation problem of (2.35) can be rewritten to

N pT A

AL
Zf hial+
i=1J0

_inf E
MeuN

i\2 . 2 _
0 FA(XEF) | st ¥ = 1(p). (2.39)
1
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Proof. The initial condition follows from Proposition|2.15| Since &% =n;(P; - h;), and

L 0 . Tfwo;
P, = Py Z fN dMi + fOfNU dw/,

i=170

we see that d’; only depends on A’ via M’. Furthermore, by Equation (2.23), it follows that also
AMXLF) only depends on A’ through M. Hence, itholds for all firms i that & and X% only depend
on A’ through M. The result follows. O

Our social costs problem is now rewritten to an infimum over the conditional allocations. To
find the conditional allocations, even more can be said about the tuple of martingales Me . uN.
It follows by the Martingale Representation Theorem that every martingale M' € .# can be rep-
resented as

, N ot
W=W+ZO%MM, (2.40)
j=0

where y"/ is a progressively measurable stochastic process, which satisfies

J byas

for every i, j. To apply this theorem, we need that M has a cadlag modification, which is the case
by Proposition

Lety' = (y"?,...,y"N). It follows by the proposition above, that, to represent martingale M’ € .,
it is enough to identify (M{,7'). This holds for every firm i € {1,...,N}. Thus, finding the initial
conditions M and vectors y' for every firm in the social costs minimisation problem will give us
immediately expressions for M e .4V,

E < 00,

Now, we have gathered enough information to state and prove the main theorem of this chapter.

Theorem 2.17. The solution to the social costs minimisation problem of the regulator, in rewritten
version given in Equation (2.39), is given by

1y
N3
N
Z( O'Kl]) 0, forj=0,...,N,ua.e.

The optimal martingales M are not unique.

Proof. The first required relation for M, follows immediately by the constraint given. To get to
the solutions for y, several mathematical arguments are needed. First, we need to plug in di of
(2.17) and (2.23) in the objective function. We obtain

( é) (n: (Be— i))?

2n;

h?
f n’ tht+n—’dt

Z " dr+ uwﬂ Mm( —hi)+ dr+A

’

1 . 2
——p
21 T)

N

i1z de + + 7 BT

:ZE
i=1

This follows from the fact that (P,) is a martingale in the equilibrium, so it has a constant expec-
tation equal to Py. When interchanging the integral over time and the expectation, by a Fubini
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argument, it follows that

N T R ) N )
imPr—hmidt] Z hmzPo him),

1Y T n . nih?
_EZ [f P%dt]—TZ(nihipo— L .
— 0 i=1 2

T (D)2 . nik?
f ni(Pr) —nih,’Pt-f-—nl Ldt
0 2 2

N
Y E
i=1

Consequently,
(@ iy2

:1;)1 +/1(X;'E)2

Since P is a martingale, it follows by Proposition[A.18|that it has a continuous modification. If we
work on this modification, we can apply It6’s lemma on 13%. Therefore, for ¢ € [0, T], we have

N ,T . 1N T
E|Y | mal+ :EZT”[EU P?dr] thn,+—[E[PT] (2.41)
i=1J0 i=1 0

T
Pz=P5+ fo PdP; +(P); —(P)o.

Note that the inner integral is well-defined, because P is a progressively measurable, continu-
ous process, if we work on the aforementioned modification. By definition, (Pyo =0 as P, is de-
terministic. Furthermore, fOT P,dP, is a square-integrable martingale with zero expectation, by
Proposition[A.15]. This implies

T A A
f b,dp,
0

This can be used to rewrite (2.41) to

E[P?] = P3+E +E[(P);] = P2+ E[(P),].

1 N ) ) N 5 TA2 T T N
—Z’H[Ef Pdt]——Zh ni+-—E[P7] == an(f Podt+[Ef (P)tdt])——z
23 41 2= o 0 2 =
N . .
+ G +EKP)T])
1 2 N 2
== 1 TP0+Z [(P)tdt = hin;
ﬂ EKP) 7]
iy g
_ No(Tni 4 1 i N
_izzl > P - 4/IPO 2 ) 1:213 f(P)tdt]
ﬁ EP) 7).
4 T

By (2.28), we see that the initial market price is completely fixed by the constraint on M, and
other given, fixed, constants of the model. In the expression on the right all parameters, except
for (P), are given, or fixed by the initial constraint M, = I(p). Thus, the remaining question is what
value of (P), depending on M, makes the equation above as small as possible.

By definition, the quadratic variation process is non-negative. Since A,n; > 0 for all firms, the
parts that involve the quadratic variation process are also non-negative, by the fact that the time
integral of a non-negative integrand is again non-negative. This implies that the social costs
above are as small as possible if and only (P), =0, a.s, for all ¢ € [0, T7.

Since P is a martingale itself, according to Proposition one might attempt to conclude that
P, =0, almost surely, for all ¢ € [0, T]. However, caution is required in this scenario, because Py # 0.
Thus, this proposition does not apply. Otherwise, in the optimum, the price process of permits
P would be almost surely zero, which is not what we aim for.
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From the fact that we need (P), = 0 for all ¢ € [0, T], we can arrive at a condition regarding the
process M. For this, it is enough to identify for every firm (M(,7"). The derived expression for P
in Equation (2.25) is used. In integral form, the market price P is given by

}:ﬁo—i% tf(s)d(Mﬁ—a,-WSi)::ﬁo—ftf(s)d(Ms—Ws), (2.42)
i=1 0 0
where
Mt:liMf, Wt:lialwtl
NS N3

From this, it follows by It6 isometry and the fact that the integrand is deterministic [Shr+04, pg.
149] that

t
Pi~N (ﬁo, f f()2d(M - Vv>s), (2.43)
0

where 4 represents the normal distribution. By the definition of a quadratic variation of a semi-
martingale, it follows that

(P), = <f0.f(s)d(]\_/ls - V'vs)> ) (2.44)

t

The expression inside the brackets is a martingale starting at zero. Hence, when we equate (P); =
0, we obtain, by Proposition[A.13} that

t
f £, - W) =0, (2.45)
0

a.s, forall ¢ € [0, T1. However, by properties of the quadratic variation, (2.44) can also be rewritten
to

. t
0=(P),= < fo f(s)d(M; - v'vs)> = fo F()2d(M - W)s. (2.46)
r

By Itd’s isometry, it follows that

E

t 2 t
( fo f(S)d(M—W)s) =[E[ fo Fls2dV - W] =0,

Hence, the Equations (2.45) and (2.46) are equivalent. From (2.46), it follows, since f(s)? > 0, by
the fact that f(s) > 0, that the following condition should hold to make the integral above equal
to zero,

<M—W>t:C,

where c e R, for all ¢ € [0, T], a.s. Here, we have used that M — W has a continuous modification.
By Definition[A.15] it holds that the quadratic variation of this process is also continuous. Since
(M — W) =0, it follows directly that ¢ = 0.

Note that the process Y := (M — W) is martingale, with initial value Yy = My # 0. The same trick
as done for (P) can be done here, using that the process M can be written as in Equation (2.40).
Rewriting this at first, we get

Mi=—) Mj=—) Mi+— ys'dBy = Mo+ — ys'dBjs.
NS N3 NiZido 2o ’ ’ Ni—IOj:OS ’
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By properties of the quadratic variation of a semimartingale, we get

N o N .. . N .
<M—W>t:<M0+%Z Zyg’fdég—w> < Z Zyi’fdé_{—w> =0.
t

i=1Y0 j=0 0 j=0

By Proposition[A.13} this implies that the condition on the quadratic variation translates to

1 t N N . . B
L[5 5 yasl-wi—o

0 j=1j=0

a.s, for all ¢ € [0, T]. This reduces to, a.s,

1N t N ij j 1N
:Nl;f; dB;-Wi=52

i=1

N ,
( ZY?]dBﬁ—UiW;)

0 j=0

N
=%Z( Zvide’—al(ZKl,B )) (2.47)

Jj=0 J

We need to choose (7!,...¥") such that (P); = 0 and thus the equality above holds. We get, by
writing the Brownian motion as an integral,

N

o-f £ [t Exan) £ [ 19 oot £ [ £r-o

i=1j=070 j=0 i=1j=0 j=0\J0 =1

dB!,

(2.48)

a.s, for every ¢ € [0, T]. By It0’s isometry, in Proposition|A.16} together with Proposition[A.12|and
the fact that B is an N + 1-dimensional, independent, Brownian motion, it follows that

2 N[N 2
Y . (}/S’ - aixi,j) ds

0=E =E

N oct(No
(Z (Z(Ys']—ffiki,j)
j=070 \i

=1 j=0 i=1
N N HN N -
+Z Z[E f Zys’ —0iKj,j Zyé —0kKik d<Bf,B >
]_Oi;«:éo' 0 \i=1 i=1 s
j

From the above and the linearity of the expectation, we recognise a summation of a norm,

2

g g( —

z (z( -aK,,)) ds

i=1

By the non-negativity of the norm, this reduces, according to Equation to
N i
> v —oixi;=0, (2.49)
i=1

forall j=0,1,...,N, pa.e.

To minimise the social costs, we should choose every M/ such that M, = I(p) and y;” for all rele-
vant i, j such that the equations of is satisfied. Then, the square-integrable martingale M
is determined. Note that the Equations in do not have a unique solution, which implies
that the optimal dynamic policy is not unique either.
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We are already able to deduce an explicit formulation of the optimal abatement effort in the case
of optimal allocation. By the fact that (M — W) = 0, we have from (2.43) that P, has zero variance
for all £ € [0, T]. Hence, P, is constant and equal to Py, for all ¢ € [0, T]. As a result,

¢ :ni(f)t_hi) :T]i(po—hi)zcio,

for all t € (0, T]. The abatement effort is still unique. This does not hold for the other parameters
that we work with. However, the social cost minimum can be quantified in this setting. Call the
corresponding costs of Equation (2.39) CZ .. Then, plugging in all the relations,

opt*
N pT . (@h? N2
ct.=E hidh+ ——+ A RLF
opt l; , % 21 ( T )
:ﬁ(ﬁp —p2- ) % f (Py,dt +—[E[<P> ]
L et ~ ! !
N (Tni~, niT Ny
= P 2|+ —p?
TX N
=—=Y hin;+ 7 AT +1) p;. (2.50)
These are the associated social costs in the optimal dynamic policy. O

The vectors 7 are chosen such that they nullify the volatility of the price. This way, the expected
value of the price process over time is fixed, by the required emission reduction of the regulator.

Not much yet can be said about the allocation specifically, we only know that Equation
should be satisfied to get optimal values for the conditional allocations M. Since the solutions
for the process M* are non-unique, we will only be able to identify non-unique process A’ as well,
since the conditional expectation is identified non-uniquely.

Next, a specific solution of the equations (2.49) will be determined.

Example 2.1 (Standard allocation). A particular solution of can be found by setting

N
Y[ - UiKi,j’

for all relevant i, j and t € [0, T), a.s. Furthermore, given My = 1(p), we choose M} = 1(p). Every firm
gets the same expected allocation. Based on these values, the expression of the other parameters
can be deduced. For completeness, all the parameters are stated here, also those that are already
deduced. The equations below hold for all t € [0, T], a.s.

(i) The price process P of permits is constant, by the fact that it has zero volatility, and given by

p,=P f;O)(TH My + Ey). (2.51)

(i) As a consequence, the optimal abatement effort is unique and given by

al=ab=n;(Po—hi). (2.52)
(iti) With7'’ and M given above, the solutions of M' reduce in this case to
N
=My+ ﬁdef f ZJK”dB
j=0o

:Mé+0'if d(z Ki,jgg
0 j=0

— N[ W
=My+o;W;.

. t .
:M6+a,-f aw
0
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(iv) Consequently, the optimal allocation A€ &V is not unique, as the conditional expectation
is not unique. By construction, we need that

Nt = | Af

Fr|= Al

This implies that
E|ih| 7] = M1 =€ | al| 7).

Indeed, it holds that E[M'] = M} = 1(p). It holds that the following martingale A" is optimal,
Al =1(p)+o; W] = M.

Then, the shifted allocation A' is given by
Al; = A’;+,u,~t: I(p) +0,-Wti + Uit

It is immediate that this corresponds with our formulation of M.

() Recall that the trading rate 5' was already determined to be non-unique. In this example,
the trading rate can be determined. It holds that

. P LI -
B;:aiW}+E{)——Pt—Mt—fo ni(Ps—h)ds—n;(P;—h;)(T—1)

21
1 . . . .
:ath’+E{)—ﬁpo—(M5+ath’)—n,~(Po—hi)t—ni(PO—h,-)(T—t)
R T L 142AT - Ny
:Eé—ﬁPO—Mg—m(Po—hi)T:—(M0—53+Tmpo—mhi:r = BL. (2.53)

As this is non-random, we see that we can choose

Rl

. B
Rl _ 0
ﬁf‘T’

which coincides with the beginning of Subsection

i,E

(vi) The social costs Copt

correspond with those given in the theorem, and equal
TY N _ .
Copt= - Y nini+ m (2AAT +1) Bj.
i=1

(vii) With all the values as above, the bank account (X"F) reduces to

. N t o AL . .
X;'E:Alt+f0 ai+pids—o;Wi - El
=1(p)+o; W] +alt+pit—o;,W! —E}
=1(p) + &t + Bt - E).

In this example, the volatility of the price is tackled by allocating volatility of every economic
shock, consisting of the common economic shock and the shocks per firm. From Equation
it appears that the firms will have positive abatement effort, when P, > 0. Since M, < 0, when
Ey = 0, it follows from that indeed P, > 0. In the other cases, this cannot be directly con-
cluded.Furthermore, M; and A’; are positive for 7 € (0, T] as long as the drift of the BAU emissions
is of higher order than the volatility, the same reasoning why the BAU emissions are assumed
positive. When the initial allocation is negative, we could say that the regulator first distributes
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a penalty on the bank account, and afterwards allocates true permits for 7 € (0, T]. If the drift is
not of higher order than the volatility, there would be an initial penalty on the bank account, and
then also only negative allowances afterwards. This is not realistic. In the GBM case, such an
assumption does not need to be made however, which we will see in Chapter 3]

Since the allocations are cumulative, we recognise
Al=1(p)+E! - E|,

the BAU emissions appear in the equation of the allocation. This is exactly the quantity that is
distributed by the regulator for time ¢ € (0, T, if the drift is of higher order than the volatility.

Last, a few comments can be made about the trading rate B’t, under the assumption that Eé = Ey,
all firms have the same initial emission level. Then, (2.53) can be further simplified to

1 - 1+2A;T &

ﬁ;:_f I(P)_56+Tlpo_nihiT)
1 , 1+2/1n,-T( 21 - ) )

-——|ip-E TH+Ey—1(p))|-nihi T

7| =~ Ey+ — 1+2M7T( +Eo— 1(p)) | - nihi
1 (2A@0-1)T _ _(1+2A; T hin;

- _L(2AG=n)T (l(p)—E0)+TH( T ’_"’)).
T\ 1+2A3T 1+2A7T  H

When n; = i, but h; # h, that is, every firm has identical flexibility parameter, we see that ,3’[ >0
when

—1_]}_Z+ h;
hi >

20,

Y

The firms that satisfy this condition will buy allowances, since they have a positive trading rate.
This is reasonable, as these firms have higher abatement costs than the firms for which h; < h.
Thus, it is cheaper for them to buy extra allowances. The firms that do not satisfy this condition
will sell permits.

When 7; =) and h; = h for all firms, it follows easily that i = 0 for all firms and all ¢ € [0, T]. Then,
the only non-negative control variable is the abatement effort. Since every firm has the same
abatement costs and marginal abatement costs, it is not beneficial to trade the permits such that
the abatement takes place where it is the cheapest.

This chapter is ended with one last remark.

Remark 2.3. Equation is more general than obtained in Section 5 of [AB23|, since we work
with a more general correlation structure. This structure only appears to be important in the last
part of the proof of the previous section, since before that we only look at the correlated Brownian
motion (W). If we plug in of the previous chapter, the relevant equations become

N N

i,0 _ Lj 2 _
vy —oiki=0, Y v} —0j/1-x3=0, (2.54)
= o = ! !

uae forall t € [0,T] and j € {0,...,N}. This exactly corresponds with the solutions obtained in
IAB23]. The example of the standard allocation described before is based on the example in the
same source, but extended to the full correlation case. Furthermore, there, the equations are ob-
tained for all t € [0, T1, however, it is not clearly mentioned in what sense. The equations here are
obtained p =P x A almost everywhere.

49



3 = Modelling BAU Emissions with GBM

In this chapter, the optimal allocation in the case where the BAU emissions are modelled as a
Geometric Brownian motion, is derived. Furthermore, the solutions of this chapter will be com-
pared theoretically to the solutions obtained in the Brownian framework. A numerical compar-
ison can be found in Section[4.3] The content of this chapter is novel and extends the Brownian
framework introduced in [AB23]. The main advantage and motivation of this approach is that
we do not need to make any assumptions on the drift and the volatility to get non-negative cu-
mulative BAU emissions, as already discussed in Chapter

There are several similarities in the objective functions in the Brownian framework and this chap-
ter. The main difference will appear from the Geometric Brownian motion in the bank account
(Xf’G), instead of the Brownian motion itself. The dependence of a’ and f’ in this bank account
does not change. Based on this bank account and the same objective function for the firms, given
in (L.43), the optimal dynamic allocation can be found. This is deduced via the two same steps
of the Stackelberg game, which consist of the firms minimisation, the market equilibrium, and
the optimal dynamic allocation of the regulator. The proof is similar to the proof in the Brown-
ian motion case. Several proofs are omitted, but the main differences are worked out in detail.
Before we start, we introduce some notation.

Definition 3.1. Let .4 "N be as in Corollary and M € 4N, be such that M} = E[A}|F ], where
(AL) is the cumulative allowances process of Deﬁnition Additionally, we write

The notation here becomes clear from the dependence on the firm i.

We are ready to start with the firms optimisation and market equilibrium. This is derived in the
next section.

3.1 Firms optimisation and market equilibrium

First, the costs minimisation of a single firm will be derived. All solutions will be derived for a
specificfirmi € {1,..., N}. This will be done under the assumption that we are in a market without
frictions, that is, v — co. In similar manner as in Proposition 2.1} we can arrive at the following
objective functional of firm i, given by #"¢: % — R,

ji,G(aiyﬁi) —F ’

T C (ab)? ) SN2
P T S i i.G
fo hial + 2, +Pt,6tdt+/1(XT )

where (a', ) € «#2 and the bank account given by

N . 1 ,
X;G=AIT+f0 “§+ﬁ§dS—EéeXP((ui—§0?)T+UiW%)» 3.
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which corresponds with Equation (1.37).

The goal of every firm i is to find minimise these costs over all possible (@, §?) € «#2, hence to find

inf 7% (al,p') = 775 (', B). (3.2)

(ai,p)ess?

This objective functional has many similarities with _#*¥ in the previous chapter. Consequently,
we will see that the single firm minimisation will follow the exact same procedure, as in Section
For the sake of completeness, it is also briefly presented here.

First of all, the properties of the space </ do not change. Additionally, the dependence of a’ and
B! in the bank account does not change, since the controls are not involved in the exponent.
The following proposition follows almost immediately.

Proposition 3.1. The functional #"¢ (a', ') is coercive and convex in the controls.

Proof. The coerciveness follows directly, since

F8(al B > E — oo, when ||(ai,ﬁi)

T . ai)z .
f hial + —2— + P,fldt , — 00,
0 2n; o

by Proposition [2.4} as _#"¢ only differs from _¢*F through the bank account. Note that we can
write

7l i piy_ Al Rl i, i pi i i piy_ i,G2
F0@,p)=Clal, pH+ FO@, B, POl B =E|A(x°) |,

and C’ given in (2.5). By Proposition|2.6|, C'(a?, ) is convex in the controls. Since we can write

. . T . . . . . 1
X;G:KZT'G+fO al+pids, K;G=A’T+E[)exp((pi—éalz-

T+a,-W})—E3,

we follow the same reasoning as in Proposition[2.5/to prove that F#*¢(a’, f') is convex in the con-
trols as well. This makes _#"“(a’, 8%) convex in the controls. Again, it is not strictly convex. [

Even more can be said, about the continuity and the Fréchet derivative.
Proposition 3.2. The functional "¢ (a', B') is Fréchet differentiable, with the same Fréchet deriva-

tive and gradient as ¢"*(a', B"), given in Proposition|2.7

Proof. Since the dependence of the controls in the bank account is still linear, we can directly
conclude that the Fréchet derivative of F"¢ is given by,

’

5P ((a,p7);9) = 22E fOT(Vf + Z)X:0ds

where (V, Z) = ¢ € «¢2. The functional C’ has not changed at all, and the derivative is given by

T
Jo v
0

Hence, the Fréchet differential of _#"¢ coincides with that of #"F, noting the slight difference in
the bank account. The same holds for the gradient, as the distributional properties of the bank
account, such as the adaptedness, do not change. This implies, by Proposition[2.10} that

a,i
hi+—t
ni

i ((ai,ﬂi);(,b) —F +7,P,dr

V7l B, = (””%”“E[Xﬂ%] 'PI+ZA[E[X?G|%])'
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From the Fréchet differentiability, the continuity of _#"%(a’, 8%) can be deduced, with Proposition
With this, the following proposition can be deduced.

Proposition 3.3. The stochastic control problem given in Equation (3.2), admits at least one solu-
tion. The solutions can be found by equating the Gateaux gradient to zero.

Proof. With the important Proposition[A.29} and Propositions[3.1Jand[3.2} the optimisation prob-
lem admits at least one solution. By Proposition of the Brownian framework, the solutions
can be found by equating the gradient V_¢"¢ (a', 8?) to zero, u a.e. O

With the last proposition, exact solutions can be obtained. Before delving into that, we will prove
arelevant lemma, of which the proof is not difficult.

Lemma 3.4. It holds that

i oY e il g . i [ o Yac, i) gwi
Egexp | T zaiH—Uth =Ejexp(uiT)+Ejo; | exp|uiT 20i5+‘71Ws dwy.
0

Proof. This is a direct application of the two-dimensional version of Itd’s lemma. Indeed, let
f':R? — R be given by

; ; 1
i, x) ::Eéexp(uiT—50§t+U,-x).
Since this function twice continuously differentiable in ¢ and x, it follows that
. . 1 ) . ; . 1 .
dr’ (t, W’) = _EU?fl (t, W’) de+o;f! (t,Wl)dW} + Eaff(t, W’) dr
; ) ) ; 1 . ;
=o;f (t, Wl)th’ =Ejo;exp (,u,-T— Ea?tﬂriW[)thl.

We can deduce from this that f?(¢, W’) is a martingale itself, since an It0 integral is a martingale,
by Proposition|[A.15] Integrating both sides yields the desired relation. O

With this, we are ready to go to the following theorem.

Theorem 3.5. There exists only a solution to (3.2) if and only if the market price P is a martingale.
Then, the solutions to (3.2) are given by

al=n;(P,—hy),

and any B! € o that satisfies

. T .
E =B!, fﬁ’tdtzB‘T, (3.3)
0

T
[ plarl=,
0

with the process (BY) having the following dynamics

. 1+2An;(T—¢ - i 1 i
dB;=—(%dPﬁdM;—E(’Jd(exp(u,-T—EofHU,-W}))),

.\ 1+2An; T -y ;

B(’):—((%)P(ﬁMé—E(’)exp(piT)—mhiT). (3.4)

These equations hold a.e.
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Proof. All equations in this proof hold in the a.e sense. As indicated in Proposition[3.3} the solu-
tions are found by equating the corresponding Gateaux gradient to zero. Hence the solution can
still be found by the first order conditions (2.15) and (2.1), given by

ai . .
hi+—L 4+ 20 [X;G(gt] -0, P,+2AE [X;G|gﬁt] - 0.
ni
Note, first of all, that in the optimum, it holds that
P =22 X7 |.

This equality is only valid when P is a martingale, since the conditional expectation of a square-
integrable random variable is a martingale as well. Hence, we will use that the market price is a
martingale in what follows. Then, the optimal solution for a' is given directly, by

al =n;(P; - hy). (3.5)

Since P € &/ is given exogenously, as we are in the first step of the backward induction of the
Stackelberg game, the above solution is unique.

The first order conditions cannot be solved directly for B'. Instead, we solve them for (B;'), which
satisfies (3.3). For the solution of B; with ¢ € [0, T], we need to solve the system of equations in the
same way as before, with the bank account given in (3.1) and optimal solution of &’ of (3.5). That
is,

. . T o . . 1
Pt+2)L[E[X’T'G|%] = P, +2AE AlT+f0 d;+ﬁ§ds—E5exp((u,-—§a,2-

T+aiw})

.

. T .
:Pt+2/1[E[A’T)9t]+2/1[Ef ni(Ps— hy)ds|F | +21B! (3.6)
0

- 2AEE

1 .
exp((m - 50?) T+al-W}) 9t] .

Since (P;) is a martingale in the optimum, it holds that

T
E f n; (Ps— hy)ds
0

t
gt] :f ni (Ps - hi)ds+n; (P h) (T - 1).
0

Furthermore, by the properties of a Brownian motion and the moment generating function, it
holds that

E [exp (aiW}) |9,] =exp (othi) E [exp (oi (W} - thmgft] = exp (%a?(T— r) +a,-W,i). (3.7)
Combining the above and equating to zero, it follows

. 1 . T .
Béz—ﬁPt—M§—[Ef ni(Ps—h;))ds|F, +E(’)[E
0

1 .
exp((ui — EO’?) T+UiW}) gt] , (3.8)

1 . t . 1 .
= —ﬁPt -M; _fo ni(Ps—hy)ds—n;(P;—h;)(T—t) + Eyexp (u,-T— 50?t+ ath’).
It follows that the process (B!) is a martingale, since the conditional expectation of a sufficiently
integrable random variable, and the price process P, are martingales . To find the optimal market
price P, we need the differential form of the process above. We first derive an initial condition for
t =0. This gives

1+2An; T

L 1 . .
By=——Py— M—n;(Po—h;)T + Eyexp (u;: T) =—(P0( o

o7 )+M6—Eéexp(u,-T)—n,-hiT )
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For the differential form, for ¢ € (0, T}, it holds by Lemmal|A.20] that

T
E f ni(Ps— hi)ds
0

gt] = T]i(T— t)dP[
Hence, from (3.8) it follows

; 1 _p . 1 .
dB! = —ﬁdpt—dM; —1;(T - t)dPt+E5d(exp (uiT— Ea§1:+a,~wg))

142An0;(T-1)
21

dPt+dM’ d(exp(u,T—Ea t+0; W’))) (3.9

By Lemma[3.4} the expression for (3.9) can be written as

142An;(T—1)

dBi=-
t 21

. 1 . ,
dPt+dM;—Eéaiexp(u,-T—Eaft+0W})thl). (3.10)

With B, this gives a well-posed differential form. Both expressions of the differential of (B}) are
equivalent. Since P € o/ and A’ are given exogenously, the solution for (B?) is unique as well. [

Next, the market equilibrium the firms are in after trading can be deduced. We will again assume
that such an equilibrium exists. To find the market equilibrium, we make use of the market clear-
ing condition.

Theorem 3.6. The optimal market price is given by

N _ ;
dpt:_&Zd(M;—exp(yiT—lalz.t+aiW;)),
N i=1 2
with
By = f](\?) (NTH NMO+ZE0exp(ul ))
i=1

Proof. By the market clearing condition, it holds that

N N )
Y B;=0, ) dB;=0,
i=1 i=1

a.s, forall r € (0, T]. Let us start with ¢ = 0. We achieve

N N 142An; T\ -, .
Y Bj=- (po(—mn‘ )+M(’)—E(’)exp(piT)—nihiT)
i=1 i=1
N(1+2A8T N )
=P0(Tn)+NM0—ZE(’)exp(,uiT)—NTH:O.
i=1

Recall the definition of f(¢) of Equation (2.2). Then, solving the above for P,, we obtain

by = 2t NTH-NM,+ ﬁE" exp (u; T)
N(1+2A7T) =0 '
0
fz(v) (NTH NM0+ZE0eXp(ul )) (3.11)
i=1
For t >0, we get

N N
Y dBi=} -
i=1

i=1

1+2/11]l'(T— 1)
24

. 1 .
dP; +dM; — Ejexp (,uiT)d(exp (—EU%I+O','W;))) =0.
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This implies
N . ; ;
=22 0t oo 7 - ot o).

i=1

By Equation (3.10), this can also be written as

5 fO[&E i 1, i\ qui
dp; = N Z dM; - Ejo;exp|u; T - Eai t+o; W/ |dw; |.
i=1
Both expressions for the market price will be used, as they are equivalent. O

A comparison between the expressions in the Brownian framework and GBM case will now be
made. Itis noticeable that the formula for the abatement effort (a?) still corresponds exactly with
the expression in the Brownian motion case, given in (2.17). The modelling of BAU emissions
does notimpact the abatement effort directly. However, the market price depends on the specific
form of BAU emissions, so they influence each other.

The formulas for (B}), for ¢ € [0, T], look very similar to the Brownian motion case. The differences
really stem from the exponent of the Geometric Brownian motion, and the fact that Mé has a drift
term, by definition. The same can be concluded about the dynamics of the price process. Instead
of the volatility times the Brownian part in the Brownian motion framework, we consider here
the differential of

exp 1T -2t + oW
pluiT 20'i1f+0'lW[.

In the expression in the Brownian motion, again, the drift term is incorporated in My. The same
holds for P. Last, the extra term in the exponent above comes from the analytical solution of the
Geometric Brownian motion.

As in the Brownian scenario, we can define the bank account in the BAU case, without control
efforts, as

i,BAU,G ,
XIBAUG,

= Al - Elex ~—102 T+o; Wi
T~ Lo €XP | | Hi 57i ivvr |-

Then, we see by a similar argument as in Equation (3.7),

N . . 1 . N
Z dM; —E(’)d(exp (,uiT— Ealz.t+athl)) = Z dE

i=1 i=1

o)

T+a,-W;)

Al — Elex L2
T~ Eo€XpP || i 201'
N | BAU

= Y dE[xiP00| 7.
izl

The optimal price process depends on the conditional expectation of the bank account in the
BAU case. When this bank account rises, the price decreases. For an influence of the specific
variables on (B!) and (P,), we refer to the interpretations in the previous chapter.

We can conclude that controls and the market price in the Geometric Brownian motion case look
similar to those in the Brownian framework, with some reasonable differences. This substanti-
ates that the derivations in the GBM case are correct.

3.2 Optimal dynamic allocation
In this section, the optimal dynamic allocation of the regulator is derived. This is the last step

of the backward induction needed to solve the Stackelberg game. We will see several similarities
and differences compared to the proofs in Section[2.3] The structure of the proof will be the same.
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Here, we need to find A = (A!,... AN) e #N such that

inf E
AeFN

)

N .
=p 2 Egexp(uiT).
i=1

f hid +Pt,6tdt+)t(X’ G)
i=1

N
E|) G*
i=1

Note the subtle difference with the Brownian framework, where the infimum is taken over the
vector Ae ", the net allocation, instead of 4, in which no drift term is involved. By the market
clearing condition, the part with the trading rate cancels out. Hence, we can rewrite the above to

5 [t S ara e

First, an expression for the initial market price P, and the average M, will be obtained. This is
needed to redefine the stochastic control problem from Ae " to M e .«"N.

inf E
AeFN

N
1,a
CE|Y
i=1

N .
=p ) Ejexp(u;T). (3.12)
i=1

Proposition 3.7. From the constraint on the total emissions in the system, an expression for the
initial market price Py can be deduced, where

R 1 - N
by = T—NT_}(TNH+(1—p)i:ZIEOeXp(uiT)).

From this equation, a constraint on the average expected allocation M, can be deduced, given by

oo L -
Ni:I °

_1-p+2AT) Y B

Proof. We start with the constraint, given in (3.12). By Proposition|A.30} it induces

N N T . .
pY Ejexp(uiT)= -3 A [E[dé]ds

i=1

2 .
i T+Ul'le~)

N T

= iEéexp(uiT)— 2 | Elmi(Pe—hi)]de

where we have made use of (3.5), and the fact that the market price P is a martingale in the opti-
mum. This can be solved for P, to

A

1
Py = TNn(TNH+(1 p)l_ZiEOexp(/,t, ))

We see that the average market price of permits P, is again fixed by the parameters in the system
and the required level of reduction desired by the regulator. The above, together with the other
expression of the initial market price Py of (3.11)), can be used to achieve an expression for My, as
follows

1 _ N 2 ) N
Tﬁ(TNH+(1—p)i:ZIEOeXp(,u,T))—N(1+—2M7_T)(TNH—NMO+;EOeXp(mT) ,
N(1+2/11'7T)(

N . - N . —_—
NZART TNH+(1-p) ) Ejexp (u T)) —~TNH-)_ Ejexp(u;T)=-NM,.

i=1 i=1
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This can be rewritten to

Mo=-——2 |1 - Elexp(w;T)|-TH+TH (l_p)NEiexp(p~T)+l§ Elexp (u; T)
0 2AnT i=1 l N i3 ° l Ni3 l
U S U P)N 1|4 23" B exp (4

AT TH+— ;Eo exp (i T)) N ;EO exp (uiT)
_ 1 gy loer220T) & _
= oAt TH+ ~ ;Eoexp(u, T)|=:v(p). (3.13)

Here, M, only depends on the desired reduction level of the regulator, since the other terms are
constants fixed by the system at this stage of the Stackelberg game. This implies that we can write
it as a function of p only. O

Based on the proposition above, an important remark is made.

Remark 3.1. In the Brownian motion case, the expression of My, given by 1(p) in Equation
can have both signs, but it is negative when Eq = 0. In the case of this chapter, we cannot choose
Ey = 0, as we cannot have negative or zero emissions. That is, My = v(p) can have both signs, since
the rightmost term can become negative when p(1+2A7T) > 1. The sign of My is thus again not yet
determined and depends on the specific choice of parameters.

From the condition on M, we can redefine the stochastic control problem of (3.12)of finding the
infimum over A € #V to finding the infimum over M € .« N, where M' = E[A"| % ,]. This holds,
since P only depends on A through M, and & depends on P. ThlS is equlvalent to Corollary-
Then, by an application of the Martingale Representation Theorem with M, the problem reduces
to finding (M, 7), for all firms, in correspondence with Equation (2.40). This procedure is not
repeated here, as the proofs are exactly applicable.

With this, we are ready to prove the main theorem of this section.
Theorem 3.8. The stochastic control problem of (3.12), represented as

~i\2 o
inf E (a[) dt+A(X;G)
277i

’ MO = V(P),
Me N

> [ ma

i=1J0

can be solved by

— 1
My =v(p), Zyt —EOKl]a,exp(Z +0,W) 0, u a.e, with Z’ ,uiT—Eaft
i=1

which identifies a non-unique expression of M € 4.

Proof. Thefirst part of the proof, until M, comes into play, is exactly the same as in Theorem|2.17]

It still holds that & = n; (P, - h;), where P is a square - integrable martingale. Hence, we can start
with
N N N
T 1 4 N )
Z " ) +/1(X’G Z( Tipz, —p2_ 012 h2) Z"— de|+—E[P)1].
i=1 41 2 i=1 2
(3.14)

For the details, we refer to the proof of Theorem The minimum of the social costs can be
found when (P, = 0 for all 7 € [0, T] almost surely, where

s —p_ [TD4[5 wi_pi ToLo2iowi
Pr=Py N Y M;-Ejexp|wT SO t+HoiW .

i=1

57



We choose this particular expression of P, to use the same arguments as in the Brownian mo-
tion case. Later in this proof, we will rewrite it with Lemma|3.4] With this expression and by the
properties of the quadratic variation, the quadratic variation of P can be written as

(P), = < | f](vs)d(ZMl Eoexp(Z +0; W’))>

1

0 f(S)2 <(Z ; Eéexp(zi+0iwi))> -0,

= s

for all ¢ € [0, T1. This reduces, since this is a positive, deterministic integrand with a continuous
integrator starting in zero, to

N . . ) ]
<Z M — Elexp (Z’ +Uin)> -0,
i=1 t

a.s, for all 7 € [0, T]. Here, we have used Proposition[A.18|to conclude that the processes in the
quadratic variation have a continuous modification.

When we plug the result of Lemma3.4in, the quadratic variation above reduces to
N - . . .
0= <Z W' - Ejexp (2’ +0,~W‘)> <
i=1
< i [exp(Z’+0 Wl)dW> .
= 0

t

Elexp (wi )+Eéa,-fexp(Zsi+a,~WS")dWS">
0

t

|Mz ||M

By the Martingale Representation theorem, we can write

. . N ptN ...
Mi=Mi+> | Y yo'dB],
=170 j=0

where the right part is a martingale starting at zero and y*/ progressively measurable processes.
With this, the above reduces to

Z ZngdB] Elo fexp(Zsi+a,~Wsi)dWsi:o,

i=1Y0 j=0

forall ¢ € [0, T] a.s, by Proposition[A.13] By plugging in the expression of (W), we get
N et N o o N t . N L~
ol Yy/dB{- ) E(’)Ki,maif exp (Zsl +U,~Ws’)stm =
i=190 j=o m=0 0
When we rearrange and interchange, we get
N TN ‘ N
Y | Z()/S’]—E(’)K,',jaiexp (Zsl-}-O','Wsl))ng =0.
=070 =1

By Itd’s isometry of Proposition/A.16), together with Proposition|A.12} it follows that this condition
is equivalent to

N ref(N .. . RE NN ‘ NE
El> Y yy? —Eékiyja,-exp(Zs’ +U,~Ws’) ds| =) |I>_v" - Ejxi joiexp (Zs’ +U,-WS’) =0,
j=070 \i=1 j=0lli=
following the same reasoning as in Theorem This reduces, by Equation (1.17), to
N o . .
Zy;’] — Ejk; jojexp (Z’ +0'in) =0, pa.e. (3.15)
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forall j € {0,..., N}. This is not uniquely solvable, hence the optimal martingales M € .4" are not
unique. More can be said.

Again, since the optimal market price has a deterministic integrand, it holds that
ptNJV(pO)<p>t)y

where .4 represents the normal distribution. Hence, the price process (P;) has zero variance in
the optimum. This implies directly that

P =Py, al=n;(P;—h)=n:i(Py—hy).

The corresponding social costs C%  can be found by plugging in the zero quadratic variation in

opt
(3.14), which gives
”') N (Tp niT N .
h dt A X‘G = (—’P2 h? |+ —P
TX N
=—=> n? 29T +1
2 & ni+ /1( nAtL + )
This ends the proof. O

The three variables &, P and Cgpt share the same structure as in (2.50) of the Brownian motion

case. However, note that P, has a slightly different formula now, so the outcome is different. We
will elaborate more on this in the comparison between those situations. To be able to compare
this, we need specific outcomes of (3.15). This is done in the following example.

Example 3.1 (Standard allocation). A particular solution of (3.15) can be found by setting

. 1 .
f/lt] EjK; jo;€xp uiT—EU‘?t+0,~th , (3.16)

forall relevant i, j and t € [0, T, a.s. It is in line with Example Furthermore, given My = v(p),
we choose M} = v(p). Every firm gets the same expected allocation. Based on these values, the ex-
pression of the other parameters can be deduced. For completeness, all the parameters are stated
here. The equations below hold for all t € [0, T1, a.s.

(i) The market price (P,) is constant and fixed by My. As a consequence, the optimal abatement
effort (a}) is also constant. These are given by

A 0) . .
fN (NTH NM0+ZEOexp(ul )) @, =n;(Po—hi).
i=1

(i) The expression for the optimal martingale M' is as follows
. N et
it =g+ Y [ 7 aB]
j=00
t

. 1 . ~ i
=v(p) + Z E(’)Ki,jaiexp (,uiT—EU?t+U,~W;)dB£
Jj=0

i t 1 . N .
:v(p)+E6f Uiexp(p,-T—Ealz.t+oth’)d(Z Ki,jBﬁ)
0 j=0
1

i’ 1 5 i\ o
=v(p)+E, | oiexp ﬂiT_EU'S"‘UiWs aw;
0

= i X _l 2 il _ g i
=v(p)+Ejexp|u; T zait+ath Egexp (i T),
by Lemmay|3.4
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(iii) As a consequence, the allowances process (Al) can be represented as
Al =Mj,
since then, clearly,

Al = 1} =E| A}

F.| =€ | M}

F,
since M' is a martingale by construction.
(iv) The process (BY), with the expressions above, is given by

g 1

L L . . 1 .
B} = ZAPt_M;_[o n,-(Ps—h,-)ds—m(Pz—hi)(T—t)+EéeXp(uiT—§0§t+0in)

L o) —E oL oW .
= 2/1P0 v(p) - Ejexp|ui T Zait+0,Wt +exp (i T)

. . . . 1 .
_m(Po—hi)t—ni(PO—hi)T—H]i(Po—hi)t+E(’)exp(uiT—50§t+ath’)

1 N ~ .
=5y Po=vO) =ni(Po—hi) T+ Egexpp; T

1+2A7;T »  — ; .
= - TmPO+MO—Eéexp(piT)—mh,-T) =B,

which corresponds with (3.4). This way, we can set

Rl

. B
i By
ﬁt - T 4

satisfying relation (3.3).
(v) The social costs CQ}QGI are given by

TX N .
G 2 _ 2
Copt: —E Z I’liﬂl‘ + a (21]/1T+ 1)P0

i=1

(vi) The optimal bank account (f(f’G) can now be deduced, and is given by

W . Lo : 1 i
X;'G:Alt+f() d§+ﬁ§ds—E(’)exp((ui—5012- t‘HTthl)
. 1 . . C
:v(p)+E3exp(,u,-T—50?t+0in)—Eéexp(ﬂiT)+(d6+/3(l))t
i 1 2 i
— Eyexp ,u,-—gal. t+oiWe .

Note that this cannot be simplified further. At time t = T, it follows that

X5C =v(p) + (&(i) + ,B(’)) T—Ejexp (u; T).

In the last part of this chapter, these results will be interpreted and partially compared theoreti-
cally to the results in the Brownian framework of Example[2.1] Note that we are comparing two
examples of solutions, and these solutions are not unique. However, the conditions and
are solved in the same way. In the Brownian case, the solution of y;” is constant and fixed.
In the case of Geometric Brownian motion, the solution for y;” is random and depends on the
Brownian motion W*.
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We remark that a non-random y*/ corresponds with the Malliavin derivative of the Brownian
motion, whereas in (3.16), the corresponding Malliavin derivative of the Geometric Brownian
motion G’ is obtained [HB15, ch. 1]. This could show that the results for the processes in the
examples of both cases are correct and correspond to each other. We won't go into detail about
the Malliavin derivative; for further information we refer to the book of Nualart [Nua06].

When we consider Example further, it follows that éx’; > 0, when P, > 0. The latter can for
example be achieved when M, < 0 by choosing E} sufficiently small enough. In this situation,
we cannot choose E(’; =0 for a firm, since then by definition of the Geometric Brownian motion
the emission path will stay zero for all 7 € (0, T]. However, there are also other combinations for
which this is true. In essence, the price process may become negative here, which would result
in a constant, negative abatement effort. This is undesirable.

The sign of M ; and A’; has notbeen determined yet, as it depends on the choice of E(’;, and also on
the specific choice of parameters. We say in the Brownian framework, when we choose E; =0, we
need that M! = M! - y;t is positive. For this, we need an assumption on the drift and the volatility
of the Brownian motion to let the stochastic control problem be realistic. Otherwise both the
initial allocation and all thereafter would be negative. Here, when we choose E, small, this may
not be the case anymore. However, this cannot be directly concluded from the expressions itself
and should be numerically calculated.

A difference with the previous chapter, is that the BAU emissions do not really appear in the ex-
pression for (A}). However, we see many similarities. The differences stem for the fact that we
work with an exponent.

The process (B!) and trading rate f' have the same structure as in the previous chapter. This
implies that the same conclusions can be made as before, under the assumption that E} = E, for
all firms. That is, when n; = fj but h; # h, firms have positive trading rate when h; < h, since they
have larger abatement costs than firms not satisfying this property. Furthermore, the function of
the bank account X’f’G cannot be simplified to an expression similar to the Brownian case. The
reason is again the appearance of the exponent, since several parts do not cancel out.

We can conclude that both outcomes look similar and the differences can be substantiated by
the exponent, which indicates that the derivations are correct.

61



4 Comparisons

In this chapter, the optimal dynamic allocation under the Brownian framework is compared to
two other existing policies, as well as the Geometric Brownian motion scenario. The first pol-
icy under consideration involves only an initial, static, allocation. This policy has been in use in
the early years of the European Union Emissions Trading System (EU ETS). In here, emissions
are still modelled by an SDE, which is the only randomness involved, the other variables are de-
terministic. Additionally, the dynamic policy is compared to the Market Stability Reserve (MSR)
mechanism of the EU ETS. To integrate it into the framework that we work with, an alternative,
but corresponding, version of the MSR is used. Both cases represent specific instances within the
dynamic situation. In thelast section of this chapter, the Brownian motion framework of Chapter
and the optimal dynamic allocation of Chapter[3|are compared numerically.

The goal in the first two sections is to compare the social costs of these policies with the social
costs Cop¢ as discussed in Chapter [2/and deduce when the optimal dynamic policy has lower
social costs than the other policies. Then, we could conclude, since the reduction in both frame-
works is fixed by the regulator, that the proposed optimal dynamic policy works better, as the
costs in the whole system are lower than in the other scenario. This will be calculated in the
static case, and partially in the MSR scenario. This chapter is based on Section 6 of [AB23].

The policies are compared under the assumption that v = co and

ni=mn,

for all firms i = 1,..., N. From Equation (2.50), it follows that the optimal social costs of the dy-
namic allocation are then given by

T

N
ck =—ZZh?n-+ﬂ(21'MT+l) b2
opt 21':1 i 40 0 2

N N R
nY h?+— (2nAT +1) P;. 4.1)
i 44

4.1 Initial, static allocation only

This policy is, in contrast to the optimal dynamic scheme, static, with everything being non-
random, except for the emissions. There is only an initial, fixed, endowment given at time ¢ =0
and no further allocations are made thereafter. We assume that E} = 0 for all firms. The firms still
have the option to trade their permits on the market, if that is needed. Moreover, the BAU and
abated emissions are still modelled by a Brownian motion. Let us fix a firm i. Then, the initial
bank account, in correspondence with Equation (1.20), becomes
Xi=8=Al=:xleR, F!=0, b=0,

forall firms and ¢ € [0, T]. This reflects the assumption that the initial bank account equals the ini-
tial allocation. The initial allocation is non-random and given by x. We recall that the allocations
are a cumulative process, so that there is only an initial allocation and no extra given allocation

62



at time ¢ > 0. This implies that we need

i i i i
A[:xO, At:xO_HZt,

for all firms and ¢ € [0.T]. Then, it follows that
Mi=E[Af| =xb- T, M} =E|Af|F ] =5 -1,

where the latter is independent of time ¢ € (0, T). The objective function of the regulator and the
constraint are still the same as in Equation (2.39), with ; = . The same holds for the objective
function of the firms. That is, we can conclude that &/ and B! of Theorem 2.12]are still optimal.
Furthermore, the optimal price process P is given by (2.25). Here, this process can be simplified
to

T T
Ptzpo—fo f(s)d(Ms_Ws):ﬁO_fo f©d (%o - T - W)

o T 21 _
(TH—M0)+f S — | 1A

T
=P°+f0 Fl)dWs = o 142An(T—s)

2
1+2AnT

21 . r 21 _
=———(Tnh-%+aT)+ | ——————dW,,
1+2)L17T( nh= %o+ iT) fo 14+2An(T—95) " °

where W as in Equation (2.42). To be able to identify the martingales M € .4, we only need to set
the initial allocation xj under the constraint My = l(p) of Equation (2.38), with E, = 0. Therefore,

My =% — T,
1

_ 1 - -
)'co:M0+ﬂT:—%(nh+(1+27tnT)(1—p)p)+ﬂT:—ﬁ(h+

(l—p)ﬁ) _
+oiT.
. pH

The sign of the average, initial allocation %, cannot be determined. In the Brownian framework,
we have seen that the average, initial allocation is always negative, when E; = 0. This cannot be
concluded here.

The initial price Py is the same as in ([2.37) with n; = n for all firms, as the process (&;) and (P,)
do not change and the main variable is the desired reduction p. All the ingredients are there to
calculate the social costs in this situation, called Csts¢. This is done in the theorem below.

Theorem 4.1 (Social costs in static scenario). The social costs, when there is only an initial, static
allocation, are given by

N ., No? 1Y
Cotar = — (1+2AnT) P2 + = log(1+2AnT) - =Ty 3 h. 4.2)
4) 2n 2 i3

Proof. The objective function in the market equilibrium is still equal to (2.41), implying

N T . dl[)z oio 1 N ) N ) 2
E fh-d”+ +AXL) | == IE[f Pdt]—— h +—E|P
l_; , i 25 T 2;771 t l; ini ) [P7]
N T N
n o Tn , N o
=NF PAde| - =N he+ —E[P2]. 4.3
2; Uo ! ] zi:ZIZJrM[T] (4.3)

Now, we need to find the expression for the square of P,. Let ¢ € [0, T], then
R R t 22 )
P)?>=|pP f —dW)
(Fe) ( OF )y T —9
R R ! 2 - t 2 _
=P§+2Pof —Adwﬁ(f —A“dws
o 1+2An(T —ys) o 1+2An(T —s)
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Since the stochastic integral in the middle is a martingale by Proposition|A.15] it has expectation
equal to zero here. Furthermore, by [t0’s isometry, it holds that

E[P2] =E[P2] +E |25 ftLd ] ( $dw)2
tl=mo 0Jo 1+2An(T—s) o 1+2An(T—3s)  °
. t 21 z2
_ P2
=P2+E fo 1+2M(T_s)) d(W)S].

With W=+ ¥N o, W', we get

. 1 X , 1 /Y . 1 /XN N .
<W>S= NZO’I‘WI Zﬁ Z(Tiwl Zm ZO'I'WZ,ZO'I'WI .
i=1 s i=1 s i=1 i=1 s

Since the quadratic variation is bilinear, by Corollary|A.11} and W is an N-dimensional correlated
Brownian motion with correlation given in (1.3), we have that

B 1 N N N
(W)= | L 025+ 3 3 ooy (Wi,wi)
i=1 i=1j=1
J#i
1 N ) N N N
:ﬁ ZO’i+ZZO’i0'jZKi,ij,m S
i=1 i=1j=1 m=0
Jj#
=:Ln(0)s.
Then, it follows that
. . t 21 2 . t 21 2
E[P? :P2+[E[ —)dw ]=P2+[Ef(—)L d]
[Pi]=Po+E| ] TxoanT—y) S| =Pt E| | T oy ) IV@9s

R t 21 2 R t _
—p2 _p2 2 _ a2
_PO+LN(U)fO (1+2M)(T—s)) ds P0+LN(U)f0 A (1+2An(T-9) “ds

1 1
1+2An(T—1) 1+2/1nT)'

. 21 . 21
=P+ Ly(0)== =PO+LN(0);

n

1+2An(T —5) ] $=0
Then, (4.3) reduces to

n N T
Cstat = —Z[E[f P?dt] Zh2+—[E[P
i i=1

n 1 1 2
_—PZNT fL —( - )
oML Ty Z n(0) 1+2An(T—1) 1+2AnT lzlh 3

Y N
Ny 1+2/1nT

N NT17 N N2A( 2AnT )
2 2

- 2 h L(o)— == =20
O( 2 ) (@ )4/1 n (1+2/1171

1 1
W ST i)
1+2An(T—1) 1+2AnT

Since it holds that
T 1 t:T T
— _log(1 +2An(T —t S
fo(1+2/117(T—t) 1+2/1nT) [ g +2An(T=0)| =1 ot
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we can write

N2A( 2AnT | Ln(@)NAT
Ly(0)—— = ,
41 1+2AnT 1+2AnT
N T N
n 21( 1 1 ) 1 Ly(@)TAN
U Ly(@) =2 - dt=—13 Ly()log(l+2AnT) - =222
;[o N\ (T =0 1+ 2AnT 21;1.221 n(logl+2AnD) == T

This results in the following cost function

NTn N N W2 Ln(@)NAT
Cstat = P, ZNEIEA
stat= 0( 2 ) ZZ 1+2AnT
1 X Ly(©0)TAN
+— Y Ly(0)log(1+2AnT) - —————
21”:21 N(0)log( ey
L(NTn N\ TnX NLy(0)
2 2
—+—|-—> ht+————log(1+2AnT
(5 ) -+ T Pog 1+ 2m1)
N NL
= — (2AnT+1) P - ”th N( D log(1+21nT).

O]

It is interesting to compare the social costs in the static scenario with the costs in the dynamic
case. This is done in the subsection below.

4.1.1 Comparison static and dynamic

From Theorem[4.1]and Equation (4.1)), we recall that

NLN( )

Cstat = (2/1nT+ 1)P; - —* § hZ + log(1+2AnT),
Ty Y N R
E 2 2
Copt = ——2 iEZI hi + ﬁ(ZT]/IT-l‘ l)PO

We recognise two common terms, as P is the same in both cases and fixed by the desired reduc-
tion level p. The difference between the two social costs is given by

N R NLy(0) N
Astat := Cstat—Cfptzﬁ(Z/lnﬁ D)2 th ]\1; 10g(1+27LnT)+ Z
N N
- —(@nAT+1)P;
4/1( nAT+ 1P
_ NLn(0)

log(1+2AnT) >0,

as A,n, T >0 and L(o) > 0 by the fact that it is part of the quadratic variation of W. We see that in
the static scenario the social costs are always greater or equal than the costs in the dynamic sce-
nario. This is not unexpected, as in the static scenario, there may be less effective compensation
for shocks. The difference comes from the uncertainty, since it depends on the variances of the
emissions, and the flexibility, as it depends on the flexibility parameter . Hence, we will check
what the effect is when 7 — oo. This would mean that the system is fully flexible with respect to
the abatement decisions and all decisions are completely reversible. Then, since L(o) does not
depend on 7, we see that

lim Astat = LN(O') lim M =0,

n—00 n—00 2n
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as log(x) decreases slower to x than the function x itself, when x — co. This implies that the dif-
ference in costs vanishes, when the reversibility is high. If all decisions can be reversed regarding
the abatement, you do not need the compensation for the shocks anymore to achieve the same
social costs.

More about the difference is said in the example below.

Example 4.1 (Quantification of difference). Assume that o; = o for all firms and that the corre-
lation structure is as in the scenario of Remark([1.1l Furthermore, suppose thatx; =« for all firms
i # j. The goal is to quantify Astar, in the case when N — co. Let p := . Then, Ly(c) becomes

1 N ) N N 0.2 po.z N N 0.2 pO.Z(N_l)
LN(O')ZF i:ZlO'i-l‘i;ljZ:lO'iO'jKin :W+ﬁ;;1:N+T
j#i j#i
We see that

2 2
o o°(N-1 N-1

lim Ly(o) = lim —+M:pa2 lim —:poz.

N—oo N—oo N N N—oco N

The only way when this is equal to zero is when p =0, that is, when there is no correlation between
the common shocks in the economy. This implies that there is no common shock present in the
system. Note that

A L log(1+2AnT 2log(1+2AnT
lim 2% _ pipy LN log(1 +27L77T):M lim Ly(o) = 72080 +2AnD)
N—-oco N N—oo 21] 21] N—oo 27]

’

ifp,0>0. We see when p,o # 0 that Csiar > Cop; for all possible number of firms N. Note that this is
calculated only under the assumption of the correlation structure proposed in [AB23).

4.2 MSR like scenario

In this section, we introduce a scenario inspired by the Market Stability Reserve (MSR) mecha-
nism of the EU ETS. Recall, from the introduction, that the MSR in the EU ETS reacts based on
the number of permits available in the market. To connect the MSR with our dynamic case, we
will not work with the number of permits, but with the average bank account of the firms. This
introduces a slight deviation from the MSR scenario used in practice. The scenario presented
here is a deterministic scenario, so the randomness of the allocation process will be removed.
However, it differs from the static scenario, since it incorporates reactions based on the level of
the bank account. This corresponds with a responsive mechanism based on economic shocks.
We will compare this to the Brownian framework.

The situation is mathematically defined as follows. We assume E] = 0 and we set an equal initial
endowment for the firms, and no randomness, hence, in correspondence with (1.23), we have

Xi=Al=8l=x0, Si=0, b =o.
for all 7 € [0, T] and for all firms. Then, the allocation process is assumed to be given by
. . t . t
A’t:A(l,+f [zs—,uids::A(’)+f ads,
0 0

where a in this situation is assumed to be

T-s5s

aszé( xo—XS),
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for all firms. The drift term of the emissions is incorporated in the variable a. Note that this way,
the allocations are the same for all firms, as they only depend on the average bank account X. The
idea here, is that the regulator would like to achieve E[X7] = 0, as then the system is most efficient
and the penalty that need to be paid is low. All the firms start in x,. The goal will be achieved by a
linear path from the initial endowment to the current endowment. Furthermore, a parameter §
is added as a mean-reversion coefficient. This parameter assures that the average bank account
goes back to the desired path, when it deviates from it.

Since the allocation is non-random, to achieve the desired reduction level of the regulator, we
need

S R !
Mo = YE[44|7 | =x+ [ “Elagds=:10p) .4
Nig 0

which is in line with the condition in Theorem In the following proposition, the optimal
bank account is derived. Note that the objective functions of the firms and regulator, and the op-
timal controls of Theorem(2.12|are still valid here, as the current situation is again a simplification
of the dynamic situation.

Proposition 4.2 (Optimal average bank account). The optimal, average bank account is in this
situation given by

_ t T — . - 4 -
X, =e O xy+ e_5tf % (6 T ng +1n(Ps - h)) ds— e_‘”f S dw,, (4.5)
0 0

from which it follows that

6T _

oT
1—e %

X0 =

e
T l(p)+| T+

n(ﬁo—fl)).

Sketch of proof. The dynamics of the average bank account (1.35), in the market equilibrium, are
given by

i

i ) Né( MH% zm

1 & i
—Zath
N

N

N -
Z de+ atd[—th
N

"N

2|~ ZI

n(Br—h )dm@(T;tm—XJdt—mm

zn(ﬁt—fl)dt+6

T-t - -
X0 — X[) de- th,
T
with initial condition X, = xo. By the fact that X, is on both sides of the equation, we see that we
are dealing with an SDE. To solve this SDE, we notice that X is a semimartingale, with a martingale
partand a part of bounded variation. This implies we can apply It6’s lemma to the function X,e®’.
We get
d (X[eﬁt) = Xtd (eét) + eatd)_([ = X}@eﬁtdt + e6td)_(;
ma-mm+4

—5{ma-mdﬁa(

= X,6e%'dr + €%

T; tX() —Xt) dt—th)

T—-t -
T X())dt—th).
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Integrating this with initial condition x,, we obtain

T-s

t ) t t )
X, =e % xy+ e“”f %’ (Ps—h)ds+ e‘5tf e556( xo) ds— e“”] Osdw;.
0 0 0

To find x¢, we start with Equation (4.4). Then, it holds that
T
Xo = l(p)—[0 Ela,dzt.
The expected values are given by

X0 — 6[E[Xl’];

t
f e?’n(Ps— h)ds
0

Ela,) =6

E[X,]=e %' xg+e°'E ds+e%'F

t T-5s
+e_5tf e536( Xo
0 T

t
f A5 dW,
0

Since W is a martingale, the term on the right is equal to zero. To find the desired expression
for xo, we need to use the martingality of P and integration by parts. These arguments are quite
lengthy and consist of integrating expressions several times. This is not done here. For a part of
the details, see [AB23| Appendix A.3].

O]

An expression for the optimal price can also be found in [AB23]. However, it relies on an ex-
pression for the optimal market price that we could not reproduce [AB23, Eq. (34)], so this part
is omitted here as well. To calculate the associated social costs, we require the optimal market
price. Consequently, we don't have a specific result that we can compare with the other cases. In
the article cited, they rely on numerical results for these costs. We can thus not make any con-
clusions about the costs in this scenario.

Afterwards, numerical illustrations can be found in that article that show the differences in the
three policies. It is found that the optimal allocation results in the least social costs, while the
static allocation has the highest cost. The MSR falls in between these scenarios, and can be seen
as intermediate policy between the static and dynamic allocation. It has higher costs than the
optimal policy, but as an advantage only the observed emissions are needed, and not the ob-
servations of economic shocks. Fortunately, Biagini and Aid can conclude that the optimal dy-
namic allocation outperforms this version of the MSR, in the situation that Ey, = 0 and under the
assumption that the correlation structure is as in Remark|L.1}

This ends the section on the MSR. In the final section of this thesis, we will numerically compare
the Brownian framework with the Geometric Brownian motion.

4.3 GBM and BM: a numerical approach

In this section, we will validate and visualise the results obtained in the previous chapters through
numerical experiments. We will focus on the difference in results between Geometric Brownian
motion (GBM) and Brownian motion (BM).

In Section 6.4 of [AB23], parameters are given for the numerical approaches. We will use these
parameters in our numerical analysis as well. We need to be careful with the units of these pa-
rameters, as we would like to measure our emission processes (E!) and (G!) in Gigatons COy,
abbreviated by Gton, as this is the sufficient unit of the emissions. An elaboration on this can
be found in Appendix[A.3] In this section, we will work with the results obtained there. We will
primarily write the units for the BM scenario and adjust accordingly for the GBM.

68



In line with [AB23], the following parameters are chosen for determining the BAU emissions,
in case of both the BM and the GBM. We will work with N = 6 firms and p = 0.8, such that the
regulator aims for a 20 percent reduction of the BAU emissions. Additionally, we set T =5 years,
corresponding with one phase of the EU ETS. Furthermore, we set for every firm i ,

; 1 Gton 0.2 Gton
Ey=1Gton, p;=- =

) O;=——— »
3 year " /6 year

where ¢ is measured in years. With these numbers the drift is of higher order than the volatility,
and we fulfill the assumption needed in [AB23]. Last, a specific matrix K needs to be chosen,
such that we have

W =KB,

where W is a seven-dimensional correlated Brownian motion, including the common shock, and
B the seven-dimensional independent Brownian motion representing the economic shocks, as
constructed in (I.1). We choose a correlation matrix K that corresponds with the correlation
structure of Aid and Biagini, and with remark We take x; = 0.92.

To be able to simulate the paths of EZ and G/, we need to simulate the Brownian motion above. We
are going to discretise the interval [0,5] with 3000 steps, such that dz = 0,001667. Because we have
multiple firms, we make use of multidimensional tensors. This way, we can simulate a Brownian
motion by sampling a standard normal random variable and multiplying it with v/dr at every
time step.

To check whether the simulation of the correlated Brownian motion are correct, we perform a
Monte Carlo convergence test. In Figure[4.1} the results of this can be observed, with the number
of paths plotted on the x-axis on a log scale, and the absolute error with zero of the mean over
the paths depicted on the y-axis in on a log scale. This should converge with a rate of —. When
we plot a line with slope -1, we see that on average it seems that it does. Though there are some
large fluctuations, we still work with this Brownian motion.

# Monte Carlo
—— order -1/2
10°

107

Absolute error of W

102

10! 10° 17 1
Number of paths

Figure 4.1: Monte Carlo error convergence, from 10 to 10000 paths.

With W and the parameters given above, the plots of (E) and (G!) for a specific firm i can be ob-
tained, which can be found in Figuresandrespectively. Since both emissions are random,
we plot the mean and the corresponding standard deviation below and above the mean, over
1000 paths. This way, we can make appropriate conclusions about the dynamics. We will use
this method for all the plots from now on.

We see that with the given parameters, the mean path and the standard deviation look simi-
lar. Note that the plot, also in the Brownian framework, gives a different outcome compared to
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[AB23], as we have chosen E, =1 > 0. We indeed see linear and exponential growth, respectively,
as expected. Additionally, we observe that, on average, the paths in both cases grow and stay
positive. The variance of the GBM is bigger, when time grows. The difference between the GBM
and BM can be found in Figure[4.4] The mean grows to —2,6 for ¢ =5.

Gtan CO»

Figure 4.2: BAU emissions (E!), modelled by Figure 4.3: BAU emissions (G!), modelled
a Brownian motion. by a Geometric Brownian motion.

Figure 4.4: The difference between the BAU emissions (E?) and (G).

Ideally, we would like to compare the outcome of the controls and allowances under the chosen
parameters. However, this is not possible yet, as the emission paths are different. For this, we
need to choose a sufficient drift and volatility, such that the emission path of the GBM matches
the path of the BM in a better way.

This can be achieved by theoretically matching the mean and variance of the GBM with the mean
and variance of BM, together with the given numbers in the article by Aid and Biagini that are
calibrated to the Brownian motion. Here, we already plug in E} = 1. Then, by Proposition
we need to solve for fi; and ; such that

E[Gl] =exp (i) =E | E}| =1+ i,
Var [Gé] =exp (2f1;1) (exp (65¢) — 1) = Var [E;] =07t

where we have used the mean and variance of E!, by Solving the system of equations above
for fi; and 6;, we get for ¢ € (0, T,

o2t olt
() = log(1+ p;1) () = \l log(1+ eXp(Zﬂit)) _ J log(1+ —(1+I»tit)2)‘

t t t
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Note that the parameters are considered constant in our framework, but are time-dependent
here. We solve this problem by pluggingin ¢t =5 = T, such that

J()J(—)

5 5

_log(1+5u;)

fLi - ~0,1962 ;=

~0,0306.

This way, we make sure that the end points of the expected values, and thus the objective to
reduce the emissions, of the regulator, exactly coincide. This implies that

N . N .
E|Y Ep|=NEy+u;T=16=exp(@it)=E|> Gr|,
i=1 i=1
N N
E|Y E;* | =08-16=12,8=E|) G;*
i=1 i=1

With these new, calibrated, parameters for the GBM, the BAU emissions (G!) and the difference
for a single firm are given in Figures[4.5land[4.6|below. We indeed see that Figures[4.2]and[4.5]look
similar and the axis have the same magnitude. The plot of the difference between BM and GBM
substantiates this, as the mean only grows to 0,2. We see that both the mean and variance match
at time ¢t =0 and ¢ = 5, which substantiates that the moment matching is correctly executed.

020: // \

Gton CO»
Gton COz

Figure 4.5: The calibrated BAU emissions Figure 4.6: The difference between (E!) and
(GY). the calibrated (GY).

Now we have found a good enough way to calibrate, we can compare the outcome of the variables
in the BM and the GBM. First of all, we will look at the total emissions in the system, and the
abated emissions, given by

E =E -NaoT, E =L - NaoT, (4.6)

i i,at
Er
i=1 g

N .
2 Er
i=1

Y idl
2,01
1=

N .
2. Gy
i=1

since in the optimal dynamic allocation & is constant, and given by the initial value & for every
firm. The abated emission will be a translation of the total emissions. For this, we have
ao=n;(Po- hi), 4.7)

where P is given by (2.28) in the Brownian framework and (3.11) in the GBM case. We will work
with the following parameters in the Brownian framework, inspired by [AB23], recalculated to
Gton COy, for every firm i,

Gton)? €
-Gt o0& 125102

=6 B
i € year year (Gton)?
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With these, Py and &, can be obtained. With superscripts for the specific BAU emissions, this
results in

Gton

) € X €
P ~2,517-10" ——, PF=2,605-10°——, af=at~0,107 voar”

Gton Gton’

(4.8)

The market prices are different, but the abatement efforts are still the same. This is interesting,
but the difference disappears by (4.7), as n; is very small. The fact that the abatement efforts co-
incide is interesting, and substantiates that our results are correct until here. With the abatement
effort, we can plot the result of (4.6). The result of the mean and standard deviation, again sim-
ulated with 1000 paths, can be found in Figures and below. Here, the BAU emissions of
Figures[4.2land[4.5|are summed over the 6 firms.
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Figure 4.7: The cumulative BAU emissions of 6 firms, modelled by the Brownian motion on the
left and the corresponding abated emissions on the right.
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Figure 4.8: The cumulative BAU emissions of 6 firms, modelled by the calibrated Geometric
Brownian motion on the left and the corresponding abated emissions on the right.

When we look at the axis of the figures, we see that the abated emissions are only a linear trans-
formation of the total BAU emissions of the firms. Note that the standard deviation of the paths
may look bigger in the figures on the right, but the axis is also different there. Hence, these are
the same. We also see that both the BM and GBM end in the same point at time ¢ = 5, which
corresponds with our calibration.

The social costs in both situations can now be calculated, and are given by

6T , 6 ~
=—— —2AnT+1)P;.
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Since P2 in (4.8) is large, there will be a substantial difference between the social costs in the
system in both cases. Indeed, the social costs in both scenarios are given by

~8,105-10'%euro, CC.. ~48,492-10'° euro.

E
C opt ~

opt
These are the costs to reduce the emissions the total emissions in the system from around 16
Gton to 12,8 Gton. We see that the costs in the GBM scenario are around 6 times larger than
in the BM scenario. This may be a disadvantage of the GBM and could be an indicator that we
should prefer the Brownian framework, as lower costs are beneficial. However, we could argue
that the costs have the same order of magnitude.

Next, we will investigate the allowances process (Al), for a specific firm i. Note that in the two
examples we are comparing, we have A’t = M;, such that

A’;’E: l(p)+,uit+0,~Wti,

" . 1 . .
ALY =v(p)+ Elexp | ;i T - an-zm GiW, |- Elexp (4 T), 4.9)

where the superscripts are given for the BAU emissions and /(p) and v(p) are given in (2.38) and
(3.13) and are defined as the average cumulative allocation over all the firms. Since we choose
Ej =1, the signs of these constants are not yet determined. With the chosen parameters, they are
given by

18 14 | QLA
Up) =< Y E[Af]| +piT~2123, vip)= 2 Y E[A[%]~2123.
i=1 i=1

On average, the allowances are the same. The processes (A!) are given below.

o Both allowances processes are in general positive. In Figure 22, we see that the variance is quite
small, and increases when time increases. The allowances increase over time as well. Since it is
the cumulative allowances process, we see that the regulator allocates true permits at every time
step. In Figure 22, the allowances process is constant over time, which implies only an initial
allocation. This is an interesting and unexpected result, as we would expect a similar process to
the BM scenario. From a theoretical standpoint, we can see that, since G; is small and there is no
drift term presentin AfJG, the exponent will be almost constant. The result thus makes sense if we
look at formula (4.9). In Figure 22, we see that the mean of the GBM corresponds with the static
scenario of Section 4.1} since there is only an initial allocation, and afterwards the allocation is
zero. The standard deviation seems fairly large, but note again the differences in the y-axis in
the left and right figure. When we look carefully, the standard deviations are of the same order of
magnitude.

Clearly, future research is necessary to draw conclusive results about the comparison between
the Brownian framework and the modelling by a Geometric Brownian motion. The BAU emis-
sions, while calibrated the GBM to the BM, and the abatement effort are fairly similar. How-
ever, there are interesting differences between the market price and the social costs and the al-
lowances processes. We are not yet able to substantiate these differences.
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Conclusion

In this thesis we have explored a dynamic policy within a version of a cap-and-trade system,
drawing inspiration from the Market Stability Reserve (MSR) mechanism of the European Union.
The dynamic policy, allowing for allocation at any point in the time period, isbased on allowances
modelled as adapted stochastic processes. Building on the work of René Aid and Sara Biagini
[AB23], this thesis extends their method to the case where the BAU emissions are modelled us-
ing a Geometric Brownian motion. This eliminates the need to make any assumptions about the
drift and volatility of the SDE for the BAU emissions. We have seen that the obtained optimal
policy is analytically tractable. Furthermore, a numerical comparison between the Brownian
framework and the case of Geometric Brownian motion has been included. We demonstrated
that the allowances process and social costs differ, for a specific choice of variable set.

We have described a precise and detailed mathematical model, providing a thorough exposition
of the article by Aid and Biagini and incorporating many relevant mathematical details. In Chap-
ter[I} we have built up the space of admissible controls in detail, as well as the SDEs of the bank
account and the BAU emissions. Additionally, in Chapters|2|and |3} several results from varia-
tional calculus are used to find the solution to the stochastic control problem. Furthermore, we
have generalised the correlation structure between the firms, and added an initial value to the
Brownian framework.

In summary, this thesis gives a comprehensive, mathematical framework of the optimal dynamic
policy proposed by Aid and Biagini, and contributes to the existing literature by offering analyt-
ical solutions in scenarios where assumptions are relaxed.

Outlook

This section provides an overview of topics that are interesting for future work. It includes ideas
that we have discussed, tried, or find interesting to explore in general.

First, as already indicated in Equation (1.42), the penalty function in the objective function of
the firms we are currently working with, is not entirely realistic. It would be beneficial to explore
the possibility of using another, more realistic, penalty function of which analytical solutions still
can be obtained. A suggestion would be

Amax(—X%,O)z = {}L (XIT)Z when X7 <0,
0 else.

This function aligns with the current penalty function but imposes a penalty only when more
emissions are used than allowances available. An important consideration is that the penalty
needs to be (Fréchet) differentiable in the controls. A derivative could be found by considering an
approximation to smooth out the maximum. However, this aspect is not explored in this thesis,
and we are not entirely sure whether it would yield an analytical solution. In general, to stay in the
framework presented in Chapter 2, it is crucial that the penalty function is continuous, coercive
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and convex in the controls. The last property seems to be the most difficult to achieve. The initial
choice A(X})? satisfies these properties, albeit not being completely realistic.

This thesis focuses on an analytical approach for optimal dynamic regulation. In the final sec-
tion, we have performed a numerical comparison between the Brownian framework and Ge-
ometric Brownian motion. The results regarding the social costs and allowances processes are
intriguing and unexplainable, primarily due to time constraints. As a result, we cannot draw con-
clusions yet regarding the advantages or disadvantages of using a Geometric Brownian motion
versus a Brownian motion. Therefore, there is ample room for future research to numerically
compare the Brownian framework and Geometric Brownian motion for different sets of vari-
ables. For instance, the impact of a small initial value Ey on M, in both cases could be evaluated,
as already indicated in Chapter[3] Additionally, we could explore various correlation matrices for
comparison and conducting stress tests on specific variables could reveal advantages or disad-
vantages of the use of the Geometric Brownian motion.

Another idea involves the incorporation of an exchange option in the model, to allow for an ex-
change in allowances at terminal time T. In this scenario, a firm that ends up with too few al-
lowances could trade with a firm that has excess of allowances. This option could be purchased
at time ¢ = 0 for a firm that anticipates having too few or too many allowances. It would facilitate
a direct exchange between two firms without interacting with the Stackelberg game. Although
we believe it is possible to integrate this into the framework, we have not been able to do so.

Moreover, we can think of other models for the modelling of the BAU emissions. In this thesis, the
novel part is the modelling by a Geometric Brownian motion. One could explore the possibility
of introducing jumps into the system. An important consideration is that the modelling should
be realistic and, ideally, analytical solutions should be attainable.

Additionally, further research could explore the impact of the general correlation structure and
assess whether the outcomes regarding the correlations are in line with our expectations. For
instance, when considering a few firms that are highly correlated, do their optimal allocations
resemble each other? Furthermore, more than one time period could be considered. For this,
we should be carefully how the banking of allowances from one time period to the other is mod-
elled. Another idea would be to incorporate the concept of inflation in the system, potentially by
adding another SDE. This results in a system of coupled SDEs.

Another consideration would be to precisely connect the MSR-scenario exactly to our frame-
work. In Section 4.2} a version of the MSR scenario is linked to our dynamic framework. How-
ever, this representation does not precisely reflect the workings of the MSR. The social costs in
this scenario are not obtained explicitly either. As the MSR serves as one of the main motivations
for this optimal dynamic policy, a detailed comparison would be beneficial.

The final suggestion involves conducting a numerical analysis of the entire optimal dynamic
allocation framework. While in this thesis, as well as in [AB23], the analytical solutions are vi-
sualised through some numerical experiments, a comprehensive numerical calculation of the
entire framework has not been undertaken. The analytical solutions allow for a comparison be-
tween these and the numerical solutions to validate the results . This analysis would involve the
three steps of the Stackelberg game. Careful consideration is needed for the programming of the
stochastic control problems, with a specific focus on the conditional expectation (M?).

This concludes the overview of some interesting, further possible research. We think that many
of these ideas could contribute to the current research, but due to time constraint, we were not
able to investigate these thoroughly.
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A | Mathematical Insights

In this first appendix, we present several mathematical insights that were omitted in the main
part of this thesis. The first section covers the prerequisites and important propositions used in
this thesis, presented here for the sake of completeness. The second section includes mathemat-
ical proofs that were excluded from the main body. In the third section, we elaborate on the units
of the variables used in the models.

A.1 Mathematical background

This section offers a comprehensive presentation of the key mathematical concepts that we use
in this thesis. It consists of several subsections that can mostly be read independently of each
other.

In this section, we work with a given probability space (Q2, #,P). Unless mentioned otherwise, we
work with time ¢ such that 0 < ¢ < oo, which will often be denoted by ¢ > 0.

We will write a stochastic process (X;);>¢ as (X;) or X. The same will hold for a filtration. When
referring to the random variable in time ¢ € [0, T], we will use the notation X;. Furthermore,
throughout this thesis, the one-dimensional Lebesgue measure is denoted by A!. However, in
many instances, whenever it is clear from the context context, we will write d¢, when we mean
dAl. Here, we make use of the relationship between the Lebesgue integral and the Riemann in-
tegral. More on this can be found in [Sch17, ch. 12].

A.1.1 Stochastic processes and filtrations
The following definitions introduce concepts for filtrations.
Definition A.1 (Right-continuous filtration). [KS91, pg.4] A filtration (%) is said to be right-

continuous if

gl‘:ﬂgl?b‘»

>0
forallt>o0.

Definition A.2 (Usual conditions). [Shr+04, pg. 10] A filtration (¥,) is said to satisfy the usual
conditions if it is right-continuous and %, contains all P-nullsets.

The form of filtration used throughout this thesis is specified below.

Definition A.3 (Filtration generated by a Brownian motion). [KS91, pg. 89] Let W be a
d-dimensional Brownian motion. Then, the filtration generated by the Brownian motion W is
denoted by (FV) and defined as

FV =oWs:0<s<1).
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With the definition above, we can define the augmentation of a specific sigma-algebra.

Definition A.4 (Augmented Brownian filtration). /[KS91, pg. 89] Let W be a d-dimensional Brow-
nian motion and (F)) the corresponding filtration generated by W, defined in Deﬁnition@. Let

N ={FcQ:3Ge & s.t. F<G,P(G) =0},
that is, A& is the collection of P null-sets. Then, the augmented Brownian filtration is given by

Fr=0(FVuN).

Note that in the definition above, we need another “o"-sign around the union, as the union of
two sigma-algebras is not necessarily a sigma-algebra itself. The concepts above can be linked
as follows.

Proposition A.1. The constructed augmented Brownian filtration (¥ ) satisfies the usual condi-
tions.

Proof. By construction, (%;) contains all P null-sets. By [KS91, pg. 90], this augmented filtration
is right-continuous. O

After the relevant information on filtrations is introduced, two concepts for two stochastic pro-
cesses being equal are presented.

Definition A.5 (Modification). [Chul3, pg. 28] A process Y is a modification of a process X, if for
everyt >0, we have

P (Xl‘ = YL’) =1.
That s, forall t > 0, we have

X;=Y, Pa.s.

Definition A.6 (Indistinguishable). [JYC09, pg. 11] Processes X and Y are called indistinguishable
if

P(X;=Y; forallt>0)=1.
Note that being indistinguishable implies that almost all sample paths agree. If two processes are
indistinguishable, it holds that the processes are also modifications. Although indistinguisha-

bility is stronger than a modification, we will see that it is often sufficient enough to work with a
modification of a process.

The following proposition is useful, and given without proof.

Proposition A.2. [CWI0, pg. 9] A stochastic process with continuous sample paths is uniquely in-
distinguishable with a process that has a.s. continuous paths.

The following definition is helpful to be able to identify when a specific martingale has a modifi-
cation.

Definition A.7 (Cadlag). [KS91, pg. 4] A stochastic process is said to be cadlag (in French: “continue
a droite, limite a gauche") if the process is right-continuous on [0,00) and has finite left limits on
(0,00).

Often, we will write cadlag, without the accents.
With a couple of the previously mentioned definitions and the constructed filtration satisfying

the usual conditions, the following holds.
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Proposition A.3. [Chul3, pg. 30] Let (X;) be a martingale with respect to the filtration (¥ ;) of Def-
inition[A.4. Then, (X,) has a cadlag modification.

The proofis omitted here and can be found in the reference cited.

Remark A.1. Note that in [Chul3], it is initially only mentioned that there is a right-continuous
modification, not necessarily with left limits. However, from Corollary 1 on page 26 of the same
reference, we see that a right-continuous random variable always has left limits. We can conclude
that the modification is not only right-continuous, but also a cadlag modification.

Next, a stronger concept of measurability is defined.

Definition A.8 (Progressively measurable). [KS91, pg. 4] A d-dimensional stochastic process X
is called progressively measurable with respect to the filtration (¥ ;) if the mapping (s,w) — X;(w)
from [0, ] x Q toR? is B ([0, t]) ® F ; measurable for all t > 0.

The latter could also be written as the fact that X : [0, 1] x Q — R is (% ([0, t]) ® F ;) / % (R?) measur-
able. It follows immediately that a progressively measurable process is adapted and measurable.
More can be said.

Proposition A.4. The pointwise limit of progressively measurable processes (X™) ,en IS again pro-
gressive. That is, if for all n e N, X" is progressive, and if the limit X" exists for (t,w), it holds that

lim X" (t,w) = X(t,w),
n—oo
is also progressive.

Proof. This follows directly from the fact that the pointwise limit of measurable functions is again
measurable. O

Proposition A.5. [KS91, pg. 5] Let X be a right-continuous stochastic process. Then, X is progres-
sively measurable if it is adapted to the filtration.

Sketch of proof. The full proof can be found in the reference cited. It relies on writing the process
as a limit, since right-continuity is given. This limit appears to be progressively measurable. By
the previous proposition, we can conclude that the whole process is progressively measurable.

0

The following proposition gives us information about the time integral of a progressively mea-
surable process.

Proposition A.6. Let (X;) be a progressively measurable process. Then, the process (Y;) given by

t
Yt:f Xsds,
0

is progressively measurable as well for all t > 0.

Proof. Let {t,,...t,} be a partition of [0, t]. We can write

n
Yi(w) = lim > X ()(t - ti-1),
=S|
by the definition of an integral. Since for all i, ¢; < ¢, it holds that X;, (w) is & ;, measurable. By the
properties of a filtration, it follows that Y; is &, measurable. Furthermore, Y is right-continuous
by construction, since a Riemann-integral is right-continuous. By Proposition[A.5] it follows that
(Yy) is progressively measurable. O
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In general, we have the following definition for variables that have a sufficient finite p-th mo-
ment.

Definition A.9 (¥7-space). [Spri2, pg. 39] Let1 < p < oo and X a random variable on (Q, Z,P).
Then, X € £P(Q, Z,P), if

E[1X|7] < 0.

Definition A.10 (Square-integrable). /AB23] A stochastic process (X;), defined for t € [0, T1, is square-
integrable (with respect to the measureP) if

T
f X dP = E[1X,1] < oo,
0
forall t€ [0, T1. It is called square-integrable with respect to the measureP x A! if

T
f X2dt
0

where we recall that we write dt for the Lebesgue measure dA'.

T
f IX/?d (Px1t)=E
0

< 00,

Often, the measure to which it is square-integrable will be omitted, when it is clear from the con-
text which one we are using.

In the following chapters, we will work with the space 1?(Q, %, P), which will be introduced below.
For general 1 < p < oo, there is a subtle difference between £7(Q, #,P) and L”(Q, Z,P) [Sch17, pg.
118]. It holds that the norm defined on £”(Q, %,P) is defined as

X1, =E[1x17]"7. (A1)

It fulfils almost all the requirements to be a norm. However, it does not hold that || X||,, = 0 implies
X =0, as this only holds almost surely. To overcome this problem, we can identify an equivalence
relation X ~ Y ifand only if P(X # Y) = 0 for two random variables X, Y. That is, X is equivalent to
Y ifand only if X = Y almost surely. We then define the quotient space

Q7P =2%"QFP)/_.

This way, the space L?(Q,%,P) has a general norm given by (A.I). To have a properly defined
normed vector space, we should work with L”(Q,Z,P). For p = 2, the following inner product
and norm hold on this space [Sch17, pg. 341]

(X,Y): =E[XY],

1X1l2 = \/E[X?] = (X, X)s.

Now that an appropriate variable in a general L” space is defined, we introduce a notion of con-
vergence and an important inequality.

Definition A.11 (Convergence in L”). [Sch17, pg. 120] Let p > 1 and || ||, the corresponding p-
norm. A sequence of random variables (X") nen in LP (Q, F,P) converges in L to a process X if

lim IIX"—XIIp =0,
n—oo

We write X" L X then.

Proposition A.7 (Holder’s inequality). [Sch17, pg. 117] Let X € LP(Q,%,P) and Y € L1(Q, Z,P),
where % + % =1. Then,

XY <[IXIplY g
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From Hoélder’s inequality, the well-known Cauchy-Schwarz inequality can be easily derived, with
p=q=2.

The next theorem addresses the interchangeability of double integrals and is commonly referred
to as a “Fubini argument".

Theorem A.8 (Fubini’s theorem). [Sch17, pg. 142] Let (X,%,u) and (Y,€,v) be o-finite measure
spacesandu: XxY — R be Be€ measurable. If at least one of the following three integrals is finite,

f Iuld(,uXV),ff Iu(x,y)ldu(x)dV(y),ffIu(x,y)IdV(y)du(x),
XxY YJX XJY

then all are finite, and

f Iuld(,uXV)=ff Iu(x,y)ldu(x)dV(y)=ff lu(x, y)ldv(y)du(x).
XxY YJX XJY
Furthermore, then it holds that

flu(x,y)ldu(x)<oo v a.e, flu(x,y)ldv(y)<oo ,uae.
X Y

The first part can be extended to interchanging an integral and a conditional expectations, also
referred to as a “Fubini argument for conditional expectations", for example, explained in [Sch17,
pg. 354]. The following characterisation of processes is useful for the definition that is mentioned
afterwards.

Definition A.12 (Bounded variation). [JYCO09, pg. 12] Let 11 be partition of [0,T], given by
{t1,...th=1,tn}, Such that0 = t; < --- <ty < t, = T. The variation of a cadlag process (A;), where
t € [0, T1, over the partitionI1 is given by

VAT =) |Ay () - Ay ()]
i=1

The process (Ay) is said to be of bounded variation (over finite intervals) if

supV(AID) <oo, a.s,
0|

where the supremum is taken over all possible partitions of [0, T.

The next definition will involve the concept of a local martingale. In our case, the local martin-
gales in the following definition are always martingales. The reader interested in learning more
about local martingales is referred to[KS91].

Definition A.13 (Semimartingale). [Pha09, pg. 11] A cadlag, adapted, stochastic process X is
called a semimartingale if it admits the following decomposition

X=Xo+A+ M,

where A is an adapted process of bounded variation with Ay = 0 and M a cadlag local martingale
with My = 0. A continuous semimartingale is a semimartingale for which A and M are continuous.

At last, we introduce a lemma on the notion of a singular measure, which also contains the defi-
nition[Spr12, pg. 61]. The lemma appears to be useful in one of the proofs.

Lemma A.9. Let (X, 2, ) and (X,X,v) be measure spaces, with u and v possibly signed measures.
The measures p and v are called singular, when there exists disjoint E, F € X such that forall Ae =
it holds that

u(A) =pu(AnkE), v(A)=v(AnF).
Now let (X,Z,1) be another measure space with positive measure t. If both u and v are singular

with respect to the same measuret, it also holds for u+v.
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Proof. Ttis given that there exists disjoint E;, F; € £ and E,, F, € £ such that forall Ae £

p(A) =p(AnEy), t(A)=1(ANEF),

(A.2)
V(A =v(ANnE), 1(A)=1(ANF),

Let E:= EyUE,, F:= FinF,. Then E and F are disjoint. Let A€ X. Then,
T(A) =1(AnF)=1(AnF)NnF)=1(ANnF),
by applying twice. Furthermore, it holds that
WA = p(ANE) + u(ANES) = wW(ANE) + u(An Ef N E5)
=p(ANE) +p(ANE;NESNE) = p(ANE) + (@) = u(ANE),
by the properties of a signed measure. Hence, we can conclude that u(An E) = u(A). The exact

same can be proven for v. We can conclude that u + v and  are singular measures. O

With all this knowledge on stochastic processes, we have sufficient information to proceed to the
next section.

A.1.2 Stochastic integration

In this section, the main results to define the quadratic variation and the stochastic integral will
be stated. Before we start with the relevant definitions, a space needs to be introduced.

Definition A.14. By the class .4, we denote the class of right-continuous square-integrable mar-
tingales that start at zero almost surely. That is, X € 4, if Xy = 0 a.s, right-continuous and square-
integrable with respect to P, as defined in Definition[A. 10,

Now, we are ready to start with the first important definition.

Definition A.15 (Quadratic variation). [KS91, pg. 31] Let X € /. The quadratic variation process
of X, denoted by (X), is the unique, up to indistinguishability, adapted, natural and increasing
process, with (X)o = 0 a.s, and X? — (X) a martingale. It is continuous, if X is continuous.

Here, a natural process is a process that satisfies some regularity conditions. From the increas-
ingness, the following corollary can be deduced.

Corollary A.10. Let X € .4,. The quadratic variation is a non-negative process. That is, forallt >0
it holds that

<X>t 2 0)
Proof. Since (X)p =0and ¢ — (X), is non-decreasing, the result follows immediately. O

The definition of quadratic variation can be extended to the following.

Definition A.16 (Quadratic covariation). [KS91, pg. 31, 35] Let X, Y € .. The quadratic covari-
ation process (X, Y) is defined to be the unique, up to indistinguishability, adapted, natural and
increasing process such that

XY - (X,Y),
is a martingale. It is continuous if X and Y are continuous.

From the above, it follows that (X) = (X, X). Note that the quadratic covariation and inner product
may share the same notation. Often it will be made clear from the context which one is meant.
In the following parts, we mean the quadratic covariation. The following corollary will be used
without proof, but can be straightforwardly proven with the definitions above.
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Corollary A.11 (Bilinear). The quadratic covaration process is a bilinear and symmetric process.
Thatis, let X,Y,Z € 4, and a,beR. Then,

(X,Y)=(Y,X),
(aX+bY,Z)y=a({X,Z)+b{Y,2Z).

This implies that

(aX+bY,aX+bY)=ad*(X)+2ab(X,Y)+ b*(Y).

Example A.1 (Quadratic variation of a Brownian motion). Let W be a Brownian motion. Then,
W € . It is a well-known result that

(W)=t

This won'’t be proven here. For more details, see for example, [JYC09, pg. 27] or |Shr+04).

PropositionA.12. Let W', W? be two independent Brownian motion with respect to the augmented
Brownian filtration (¥ ;) generated by these processes. Then,

(whw?) =o,
forallt>o0.

Proof. Clearly, W!,W? € .#,. By definition[A.16] we need to show that W!'W? is a martingale.
Integrability and adaptedness follow immediately. Left to show is that the martingale property
holds. Let ¢ > s. Indeed,

E[W}W2|Fs] =E[(W} = W) (W = WH)|F | +E[W] WE|Fs] + E[WWEF | - E[W] W2|Z].
By well-known properties of the Brownian motion, this reduces to

E[Wy W7 |F ] =E[(W) = Wy) W] = W)] + W E[W7|F ] + WEE[W, | ] - Wy w¢
=E[(W) - WI)JE[(WF - Wo)] +2Wi Wi - Wi W
= W] WZ.

We can conclude that (W!W?) is a martingale and thus the result follows. O
Proposition A.13. Let X € 4,. Then
X;=0, as, forallt >0, ifandonlyif (X)=0.

Proof. Let X; =0, a.s. By Deﬁnition it holds that (X) is the unique process such that X2 - (X)
is a martingale. It holds that X? = 0, a.s, hence X? = 0 is a martingale. It suffices to choose (X) =0,
the desired result.

Now let (X); = 0 for all + > 0. Then it follows that X? is a martingale, given the fact that X is a
martingale. Now X, =0, a.s. (by definition of .#,), we have

E[X;]=E[x5] =0,
by definition of a martingale. It follows that
X?=0, as,

forall t > 0. Thus X; =0, a.s, for all 7 € [0, T], by [Sch17, pg. 116]. O
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Up to this point, we have focused on the quadratic variation of a sufficient martingale. Next,
we will look at the quadratic variation of a semimartingale, where the local martingale part is a
martingale starting in zero.

Definition A.17. [JYCO09, pg. 29] Let X and Y be continuous semimartingales given by
X[:X()+At+Mt, Yt:Y()+Bt+Nt,

where Xy, Yy are non-random starting points, A, B processes of bounded variation and M, N square-
integrable martingales starting in zero. Then forallt >0,

(XD =(M);, (X,Y)=(M,N);.

that is, the initial value and bounded variation part are not part of the quadratic variation.

Corollary A.14. Let W a Brownian motion and Y; =t forall t >0, then

(W,Y)=0.

Proof. Note that Y is a semimartingale with zero martingale part, as it is of bounded variation.
Hence, by Definition[A.13]it follows that

W,Y) =(W,0)=0,

by the uniqueness of the quadratic covariation. O

Now that the theory on quadratic variations has been introduced, the notion of the stochastic
integral will be introduced. Here, only the mostimportant definitions and results are mentioned.
This overview is far from complete. Again, the reader who is interested in more information, is
referred to [KS91] and [CW90].

Note that integration with respect to the quadratic variation is defined in the Lebesgue-Stieltjes
sense, see [KS91, pg. 35]. With this in mind, the following definitions make sense. They consist
of several parts.

Definition A.18. [KS91, pg. 130] Two stochastic processes X, Y are defined to be equivalentif X =Y
P x A! almost everywhere. Denote by M a continuous, square-integrable martingale with M, = 0,
a.s, adapted to a filtration (¥ ), satisfying the usual conditions. Let £* (M) be the space of equiva-
lence classes of progressively measurable processes with

(X]p7 = \/[E

forall T > 0. Furthermore, we define

< 0o,

T
f XZ2d(M)y,
0

[X]n:= ) 27" (min(1, [X]p) .

n=1

Definition A.19 (Stochastic integral). [KS91, pg. 139] Let X € £*(M). Now, the stochastic integral
of X with respect to M € ¢, where M continuous, is the unique, square-integrable martingale 1(X),
adapted to the same filtration as M, that satisfies

lim (16"~ 100, =0,

where I(X") is the stochastic integral in terms of a simple process and || 1(X)||y := [X1ym. The above
needs to hold for every sequence of simple processes (X™) ,en that satisfies

lim [X"-X],,=0.

n—oo
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We write
I;(X) = fOthdMs,
fort>o.
Sometimes, we will write
I(X) = fOthdMs =(X-M),.

The following proposition gives us some important properties of the stochastic integral. The
proofrelies on the extension of the integral in the sense of a simple process, and is omitted here.
Proposition A.15. [KS91, pg. 139] Let M € ¢, continuous and X € £*(M). Then, I[(X) € ., and
continuous as well, where

t
(X)) = (X - M)y, = (X?- (M), =f0 X2d(M)s.

From the fact that the integral is a martingale, it holds that

t
E[[ Xdes] =0.
0

Proposition A.16 (It6’s isometry). [KS91, pg. 144] Let M,N € /> and continuous, and let I; =
fot X,dM; and K; = fot Y;dNs, where the processes (X;),(Y;) are such that the integrals are well de-
fined. Then, forall t € [0, T,

t
E(I;K;]=E f Xsst(M,N)s].
0

Note that the definitions above can easily be extended to X € £* (M), where M, # 0, a.s. Then,

r
f X dMs,
0

is still defined, as M = M — M, is still a square-integrable martingale that now starts in zero, with
dM = dM. For this martingale, the definitions above apply.

Remark A.2. Here, we work with a continuous integrator M, and a progressively measurable inte-
grand X. When we relax the continuity assumption, we need to work with an even stronger notion
of measurability, that of a predictable process. This topic is not covered in this thesis. We should be
careful that all the integrands we are working with are sufficiently continuous.

Although we make the remark above, it appears that we often work with a right-continuous mar-
tingale, and not with a continuous one. However, the next proposition solves this problem. Be-
fore this, we first need an important theorem, of which again the proof is omitted.

Theorem A.17 (Martingale representation theorem). |[KS91, pg. 182] Let W be a d-dimensional
Brownian motion, and let (¥ ;) be given in Definition|A.4 Then for any square-integrable martin-
gale M w.r.t this filtration with cadlag paths a.s, there exists a progressively measurable processes
Y/ such that

[E[fOT(Ytj)zdt

forany1 < j<d, forevery0< T < oo, and

< oo, (A3)

d t . .
Mi=My+ Y | Yiaw{,
j=170

foreveryt > 0. In particular, M is a.s. continuous.
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Note that Equation (A.3) is essential to ensure that the stochastic integral is well-defined, in ac-
cordance with Definition[A.19]

Proposition A.18. Let M be a martingale with respect to the augmented Brownian filtration (¥ ;)
given in Definition[A.4 Then, M has a modification that is continuous.

Proof. First, by Proposition the martingale has a cadlag modification. When we work on
this modification, we can apply Theorem[A.17]to conclude that M has a.s. continuous paths. By
Proposition|A.2Jwe can say that M is indistinguishable with a continuous process. Hence, we can
say that M has a modification that is continuous. O

Recalling Remark|A.2] we will use this modification M to ensure continuity, to be able to integrate
properly.

We introduce a well-known method to characterise a function of a stochastic process. The proof
can be found in the cited reference.

Theorem A.19 (Itdé’s lemma (in multiple dimensions)). (KS91, pg. 153] Letd > 1 and f : [0.00] x
RY — R be a twice continuously differentiable function in all variables. Take t € [0,00). Let X; be a
continuous, d-dimensional martingale with initial value Xy. Then, it holdsP a.s.,

) d 4 ;
f(t,Xt)—f(O,Xo)+fO &f(s,Xs)dHi:Z1 a—xl_f(s,Xs)dXs

0

(22 a(xt, xJ
;f() Gx,-axjf(s'Xs) (X5, X7 )s.

L5
+ p—
2 i=1j
[t6’s lemma will be mainly used with d = 1 or d = 2 with X; = (¢, Y;), for a process Y;.

We end this section with two lemmas that will be often used throughout this thesis and are par-
tially based on the appendix of [AB23].

Lemma A.20. Let (¥ ;) be the augmented Brownian filtration given in Definition|A.4. Let (X;) bea
martingale with respect to the filtration (¥ ;), and square-integrable with respect toP x A'. Then, it

holds that
T
f X,ds
0

with dynamics

Mt::[E

t
Fft] :f Xds+ (T -1Xt,
0

dM; = (T - t)dX,.
Furthermore, it holds that (M,) is also square-integrable with respect to P x Al.

Proof. Note that by construction (M,) is a martingale, since the square-integrability holds. Us-
ing the properties of a martingale and a Fubini argument for conditional expectations gives the

following
T t T
f X.ds ,9,] :[E[f Xsds+f Xds
0 0 t

Here, in the last step we used that X; for s < t is &, measurable. Since E[X|Z;] = X, for s > t, this
implies

t T
M;=E g}] :f Xsd3+f E[X;s|Z]ds.
0 t

t
M; :f X ds+ X (T - 1).
0
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It follows by It6’s lemma that

th Xtdt+d(Xt(T—t)) —Xtdt+ TdXt d(tXt) :Xtdt+ TdXt—tht—Xtdt: (T—t)dXt

Left to prove is that (M) is square-integrable with respect to P x A!. Rewriting, we get

f f V2dPds = f f Xsds ]leds< f f f Xsdzs) dpds |
A A T e T

2
by the conditional Jensen’s inequality, the tower property and the fact that E ( fOT Xsds)
pends on s anymore. We get, by the Cauchy-Schwarz inequality in L2([0, T]),a.s,

T 2 T T T
U Xsds) <f ldsf des:Tf X2ds,
0 0 0 0
T 2 T
(f Xsds) gT[EU X2ds
0 0

since inequalities are preserved by taking expectations, and X is a sufficiently square- integrable
process. From this, we can conclude that (M;) is also square-integrable. O

Fy

2
E

not de-

E <00,

The following corollary has almost the same proof as the lemma above, but is stated here for
completeness.

Corollary A.21. Let (X;) be a martingale that is square- integrable with respect toP x A'. Let the
process (Ny), with t € [0, T1, be such that

T
f X,ds
t

Then, (Ny) is also square-integrable with respect toP x A! and can be written as

NtZ[E

%].

Nt = Xt(T— t).

Proof. The part of the proof that N, is square- integrable is identical to the last part of Lemma
Furthermore, we have again by a Fubini argument that

T
J
t

T T
Nt:[E gt] dS:[ [E[Xlet]dS:f XtdS:Xt(T—t).
t t

A.1.3 Variational calculus

This section explains the most important concepts of variational calculus, needed for this thesis,
beginning with the foundational concept of functional analysis.

For the reader seeking more information about vector spaces and Hilbert spaces, the book by
Balakrishnan [Bal12] is recommended.

Lemma A.22. The space [*(Q, %,P) of Section[A.1.1]is a Hilbert space.
The proof of this lemma is omitted here, and can be found in [Sch17, pg.121]. In a Hilbert space,

the following lemma applies.
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Lemma A.23. Let H be a Hilbert space with norm |-|lg and X, Z € H. If
<X - Z’ Y)H = 0)

forallY € H, then we have that X = Z.

Proof. As(X—-Z,Yyy=0forall Y € H, we can choose Y = X — Z to get
(X-Z,YVYg=X-Z,X-Z)g= IIX—ZII%{:O.

This implies that | X — Z|| = 0 and thus X = Z, by the definition of a norm. O

In correspondence with Section in 12(Q,#,P), this would mean that X; = Z;, P almost

surely, so that X and Z are in the same equivalence class.

Next, several important definitions will be introduced.

Definition A.20 (Operator). [Lue97, pg. 27] Let X, Y be linear vector spaces. An operator from a
domain D c X to Y is a rule that associates with every x € D an element y € Y. We then write

T(x)=y.
Definition A.21 (Functional). [Lue97, pg. 28] Let X be a vector space. A functional is any operator
f:X—-R.

That is, a functional is a function of functions, and a specific case of an operator. From now on,
let T: X — Y be an operator where X is a Hilbert space equipped with norm ||-||x and Y anormed
space with norm || -||y.

Definition A.22 (Linear operator). The operator T is linear, if for every x,y € X and a, € R holds
that

T(ax+By)=aTx)+BT().

Definition A.23 (Bounded operator). [Lue97, pg. 144] The operator T is bounded if there exists a
constant M € R such that

Ty < Mllxllx,

forallxe X.

Proposition A.24. [Lue97, pg.144] A linear operator is called continuous for all x € X if it is con-
tinuous in a single point. It is continuous if and only if it is bounded.

The proof of this proposition is omitted and can be found in the reference cited.
With these definitions, a definition for a derivative of an operator can be introduced.

Definition A.24 (Gateaux differentiable). [Lue97, pg. 171] Letxe D< X, he X and y € R. The
operator T is said to be Gateaux differentiable at x if the limit

Tx+yh) -T(x)
y )

exists. Then, 5T (x; h) is called the Gateaux differential of T at x with increment h. If it exists for all
he X, the operator T is Gateaux differentiable at x.

0T (x;h) =lim
y—0

For every x € X the Gateaux differential defines an operator from 6 T'(x;-): X — Y itself. When T
itself is a linear operator, it holds that § T(x; h) = T(h). In the case of a functional, even more can
be said.
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Corollary A.25. [Lue97, pg. 171] When Y =R, T is functional and it holds that the Gateaux differ-
ential is given by,

d
0T (x; h) = an T(x+yh) heo’
ifit exists.

Now, a stronger concept of differentiability is introduced.

Definition A.25 (Fréchet differentiable). [Lue97, pg. 172] Let h € X. The operator T is Fréchet
differentiable at x € X, if there exists an operator 6T (x; h) € Y that is continuous and linear with
respect to h such that

IT(x+h)—Tx)=6T(x;h)ly
—0
I Il x

as|hllx — 0. Then, T is said to be Fréchet differentiable at x, with Fréchet derivative T (x; h). If T is
Fréchet differentiable for all x € X, it holds that

)

0T (x;h) = A(x)(h),

where A(x) is a bounded linear operator from X — Y. We call A(x) the Fréchet derivative T' of T,
such that

ST (x;h) =T (x)(h).

Note that the continuity and linearity are not part of the definition of the Gateaux differential, but
are in the case of the Fréchet differential. Another connection between the Gateaux and Fréchet
differential is made in the next proposition.

Proposition A.26. [Lue97, pg. 173] If the Fréchet differential of T exists at x, so does the Gateaux
differential at x. In fact, the two functionals coincide.

Proof. The proof follows easily by writing out the definitions of both differentials. O

This proposition implies that the Fréchet derivative is unique, if it exists, and does not depend
on the choice of norm, as long as the norms are equivalent. Since the Fréchet differential does
not depend on the norm, we can state a continuity result, of which the proof can be found in the
reference cited.

Proposition A.27. [Lue97, pg. 173] If T is Fréchet differentiable in x € X, then T is continuous at x.

Note that the concept of the Gateaux differential is often sufficient to achieve the desired results
in this thesis. The Fréchet differential will be used to prove continuity of the functionals we will
work with. To find the Fréchet differential, we will use the Gateaux differential, and demonstrate
that it is linear, continuous and fulfills Definition[A.25]

The next definition involves X*, the dual space of the Hilbert space X. This is included for com-
pleteness, and we won't go into details what this space exactly is. The following definition will be
helpful in the upcoming chapters.

Definition A.26 (Representation of the Gateaux derivative). [ET99, pg. 23] Let Y =R, so that T is
a functional. The gradient of the Gateaux derivative at x € X, denoted by the Gateaux gradient, is
given by a functional VT (x) € X* that satisfies

6T (x;y) =<y VT (x)).

foreveryye X, ifit exists.
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Proposition A.28. Since X is a Hilbert space, the Gateaux gradient VT (x) always exists for x € X if
the Gateaux differential 5 T (x; h) exists and is linear and continuous forall h € X.

Proof. This is a direct consequence of the Riesz Representation Theorem [Bal12, pg. 20]. O

Sometimes the gradient above is called “the Gateaux derivative", as this is defined without an
extra h € X. However, we will call it the gradient to keep it clear. The gradient can be seen as a
representation of the Gateaux derivative.

With the information introduced above, we can state a proposition for finding an infinum. How-
ever, before doing so, we need some more definitions.

Definition A.27 (Coerciveness). (ET99, pg. 35] The operator T is called coercive if
Ty — oo, if lxlx — oo,

forallxe X.

Definition A.28 (Convex subspace). |[ET99, pg. 7] A subspace X of a real vector space V is convex
if for every pair (x,y) € X and every 6 € [0,1]

O0x+(1-0)yeX.

Definition A.29 ((Strictly) Convex functional). (ET99, pg. 7, 9] Let X be a convex subspace of a
real vector space, and F a functional from X to R. F is called convex if for all (x, y) € X it holds that

FOx+(1-0)y) <OFx)+(1-0)F(y),

forall6e0,1].

The functional F is called strictly convex if the above inequality holds strictly, for every (x,y) € X
such that x # y and 6 € (0,1).

We are ready to introduce the aforementioned proposition. The proof can be found in the men-
tioned reference.

Proposition A.29. [ET99, pg. 35] Let X be a Hilbert space, A < X a closed, convex subspace of this
space and F : A— R a functional that is convex, continuous and coercive. Then,

inf F(x),
XEA

has at least one solution. It has a unique solution, if F is strictly convex.

This concludes the chapter on the mathematical background.

A.2 Mathematical proofs

In this chapter, some mathematical proofs that have been omitted in the main part of the thesis
are written down. These have to do with variational calculus and specific calculations of mo-
ments.

First, we will calculate the moment of a Geometric Brownian motion.

LemmaA.30. Let t € [0, T and

o 1 .
G, = E(l)exp((yi - za,-) t+a,~Wt’).
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The first and second moments of G are given by

E [Gé] = Elexp(u;t), E [(Gé)z] = (Eé)zexp (2uit+aoit).
This implies that (G}) € L*(Q x [0, T, F ® BB([0, T]),P x A1).
Proof. Let’s start with the expected value. It follows that

ElGi|=E

) 1 ) ) 1 )
Ejexp ((u,- - Eaf) r+ othl)] = Ejexp ((Hi - 50’?) t) E [exp (O'iW;)]
_ pexollu - Lo? 1 o) i ,
=Eyexp || u; zai r|exp Zoit = Eyexp (u; 1),
where in the last step the expected value of the exponent follows from the moment generating

function of a Brownian motion, see [OG19, pg. 37]. For the second moment, the same trick can
be applied.

E [(Gi)z] = (Eé)z exp ((2ui — %) t)E [exp (Zai W})] = (Eé)z exp ((2ui —0%) t)exp (07 t)
= (Eé)z exp ((2p; +07) 1)
Since G;' >0 for all 7 € [0, T1, it holds by Tonelli’s theorem that
[ (i) ar| = [e](ci) [ ar= [ () e (2 o?) s
= (5)

as E} is non-random, y; > 0 and T fixed. Hence, (G!) € L*(Q x [0, T], & ® ([0, T1),P x A1). O

E

2107 (exp ((2ui +07) T) - 1) <00,
l

Now, we will show how we can find the specific Fréchet derivative that we use in Chapter 3. This
is done via the Gateaux derivative.

Proposition A.31. Let ¢ i be given as in (L40), and (V, Z) = ¢ € o*. Then the Gateaux derivative of
the functional ¢ is given by
T
;v
0

Proof. The Gateaux derivative can be derived with Corollary[A.25] since we are working with a
functional. From the Gateaux derivative, the Gateaux gradient can be obtained.

i
ay

T o
hi+—L|+Vv P+ +)L[Ef Xp(Ve+ Zy)dr|.
n 0

ﬁ;) s

v

5.7 (o, 6);(v, 2)) =E

For this, fix firm i and again split up the cost functional _¢* in two parts, such that we can write
F'=C'+F'.
Since the derivative and gradient are linear, we will have that
5.7 ((ai,ﬁ") ;(p) =5C! ((a",ﬁ") ;<p) +OF! ((ai,ﬂi) ;¢) , V.gi=vC +VF.
We will first derive the Gateaux derivative and gradient of the functional C. During the deriva-
tions, we will ignore the subscript i for a specific firm.

Let ¢ € &2 such that ¢ = (V, Z) and 7 € R. Then, the Gateaux derivative with respect to ¢ € &2 is
given by

T 2 2
iC(a+TVt,ﬁ+TZt)‘T:O:%[Ef0 h(az+rvt)+(“‘+2;w P ez s BT dt]

dr

7=0
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Note that 7 € R and we are only differentiating deterministic terms, potentially times a random
variable. This implies that we interchange the differentiation sign and expected value. Then,

(a;+1Vp)? (,Bt+TZt)2

d T
dTC(a+th,/3+th [d f h(at+TVt)+T+Pt(,Bt+th)+ d]

+P 7+ ——2 "4y

]' th+ atVt"F%Tleg ﬁtZt+lT2Zt2
v

Evaluating in 7 = 0, it implies

+C¥tVt+%T2Vt2+ ﬁtZt‘F TZZZ

P Z+——2 "1dy
0
T
f Vy (h + &
0 Ui

v
The above is the Gateaux derivative of C in the direction of ¢. .

C((a.p);¢) =

7=0

=E

+Zt(Pt+%)dt] .

The same procedure will be done to obtain an expression for the Gateaux derivative of F. For this,
we will need the chain rule for Gateaux derivatives [Lue97, pg. 176]. Furthermore, this implies,
by the same reasoning on interchanging the differentiation and expected value as above, that

5F (@, B); ) = %F((H Ve p+zo)| = i[E [AXr (a+ 7V, p+72)]

7=0

= AE [—Xz(a+TV,ﬁ+TZ)| _0]
= 2AE[Xr(a, f) (6X (@, B $))], (A.4)

where § X7 ((, B); ¢) is the Gateaux derivative of X7 (a, §) for ¢ € «#>. Note thathere X7 (a + 1V, + TZ)2
could be written out explicitly. Hence, working out the derivative, we obtain

X((@B)i9) = = Xp (a+ Ve, B+ 21)

T d T
1 —f E(a[+VtT+ﬁt+ZtT)|T:0dt:j(‘) Vt+Z[dt'

=0 0

It now holds that (A.4) can be written as

OF ((a, B);¢) =2AE XT(a,ﬁ)j;TVt+tht] =2AE

+Zt)dt]. (A.5)

This is the Gateaux derivative of F with respect to ¢ € «/2. We conclude that we have indeed found
the desired Gateaux derivatives and gradient of the cost functional g*. O

Proposition A.32. The abatement costs c;(a') : of — B and tradings costs f;(B') : o/ — B are given
by

(a')?

o filp)=Pp

ni

Ci (ai) = h,-ai + (’632

The marginal abatement costs, c(al) , is an operator from of — %, given by, for x € <,
¢ (o) :x(hi+a—). (A.6)
n
In like manner, the marginal tradings costs are given by f! (L), where for x € o/
! i _ ﬁ_l
f(8 )(x)—x(P+ . )
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Proof. Recall the definition of 2 of (1.18). Given that both costs are operators from «/ — 2, the
derivatives will be taken in the Fréchet and Gateaux sense. This will be written out completely for
the marginal abatement costs, the marginal trading costs follow in the exact same manner. We
will show that fulfils Definition|A.25] Linearity in x € o follows immediately, continuity fol-
lows from the boundedness of the operator by Proposition Take x € o and o' € of arbitrary.

Then,
o) ], - s

Since || x?| 4 = Il xll» and by Hlder’s inequality, it follows

10 .
x <hilxlg+—|a'x

i
=
B ni

Ni

@), < miT? 1l + ni Il o] = (hi T2+ ni |
1

1

=M .
d) x|l o x|l o

We can conclude that this operator is bounded and thus continuous. Left to prove is that it fulfils
the uniform limit of the Fréchet derivative. Indeed, by the fact that || x||2, = ||x*|| , it follows

Jei (@ +0)—er(a) ~ch@) 0l 5], 1 e

1
= == lxle —0,
11l o7 Ixller % Nxller 73

i
if | xll — 0. We conclude that the marginal costs operator ¢/ (a’) is the Fréchet derivative of ¢;(a"),

and in the same manner that that the marginal trading costs operator f/(f’) is the Fréchet deriva-
tive of f;(5). In a specific point ¢ € [0, T], we will write ¢ (a’),, ("), respectively. O

A.3 Units of variables

In Section 6.4 of [AB23], the units of the variables in the Brownian framework are given. In this
section, we will briefly elaborate on that. After this, we will adapt the units in the Geometric Brow-
nian motion setting, as this is necessary for the well-definedness of the model. In this section, X
has unit y will be denoted by X ~ y.

First of all, in the Brownian framework, we should be careful, since some parameters in the paper
of Aid and Biagini are given in Gigaton CO,, while others are given in tons of CO,. To maintain
consistency in this thesis, we converted everything to Gigaton CO,, which we will abbreviate as
Gton. As already indicated, the unit of the BAU emissions E' is given to be Gton. Both the drift
and volatility are defined per year, such that

~ Gton ~ Gton
i~ SVear' 717 year

Although not mentioned in the paper cited, to give E the unit Gton, as per (1.6), we need that the
Brownian motion that we work with has a unit of ,/year, which we can also write as /¢, where
time ¢ in years. We believe this is a reasonable assumption, since

[E[(W,f)z

by definition of the Brownian motion.

=1,

In the Geometric Brownian motion, we consider the strong solution given in (1.8). Here, we
should be careful, since we work with an exponent. This means here that we need to make the
part in the exponent dimensionless, such that G; has the same unit as E;. That is, we need that
the term

1 5 i
ﬂi‘ggi t+o;We|,
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has no unit. In order to achieve this, we need

1 1
Hi~—-, 0O~

t Vi
The units of the drift and volatility are adjusted such that they fit in this model. This way, is
dimensionless and G;' has a unit of Gton, for every firm i and time ¢ € [0, T7.

Wi~ Vi (A7)

93



B Market with Frictions

In this appendix, the optimal dynamic allocation in the case of a market with frictions, where
the BAU emissions are modelled by a Brownian motion, is solved. Again, the three steps of the
Stackelberg game that have been used in Chapters[2jand[3|are present. We will often refer to this
chapter, as only the main differences are written out.

This chapter is based on Sections 3 and 4 of [AB23]. Furthermore, it is inspired by Section 5.1.1
of [AB23]. It extends this article, as the derivations are not written out there.

In this chapter, we work with v < co. Furthermore, the structure of the Brownian motion is taken
as in [AB23], that is,

W[i = KiE(t) +4/1- K?Bf,

where x; € R. Additionally, we take E} = 0 for every firm. These assumptions correspond with
Remark [I.1| specifically. With this, we are ready to go to the first step to solve the Stackelberg
equilibrium.

Before we start, we define for each firm i,

2An;
1+2A(n;i +v)(T -0’

gi(t) =

which is the analogue of f(#) in the case of no frictions.

B.1 Single firm optimisation

The first goal of this section is to prove the following proposition

Proposition B.1. Let ¢ be given as in (I.40), with X% = X:*. Then, the solution couple to

inf _#"E@a’, B,
(ai'ﬁi)edz

is unique.

First of all, note that

ji,E(ai,’Bi) :ji,E(ai,ﬁi)_i_Li (ai,ﬁi), with Li (ai,ﬁi) —E -

T iy2
f b dt], (B.1)
0

where _#"F is given in. Next to this representation, the following decomposition will also be
used

ji,E(ai,'Bi) —C (ai,ﬁi) 4 piE (ai,ﬁi),
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where F'F is given in (2.5) and

dzf.

T . ai)z . (ﬁi)z
fo hi(al) + 21; + P+ 2;

cﬂwﬁﬂzm

We will use both these relations to prove the proposition. Again, Proposition|A.29|will be used to
achieve this. We need to make sure we satisfy the assumptions of this theorem. The properties
of the space <¢? still hold. We need to prove that _¢*F is a coercive, continuous, strictly convex
functional over «#2. The proof of the coerciveness is in line with Proposition and won't be
repeated here. Again, the assumptions on the trading rate g’ in and the market price P in
Equation are used.

Next, we will show that the cost functional #*¥ is strictly convexin (a’, 8"). From Proposition[2.5|
we already know that F*F is convex. We will show that C' is strictly convex in the controls, from
which we can conclude that the whole function _#"¥ is strictly convex.

Proposition B.2. The cost functional C (&', B') is strictly convexin (&', ). It follows that _# "% (a’, )
is also strictly convex.

Proof. Let 0 € (0,1), and V,Y € &2 such that V # Y. This implies that either Vi # Y1, V» # Y», or
both. That is, at least one of the two inequalities holds, y a.e,

2V <VE+YE or 2WY,<Vi+Y7E (B.2)
Using these inequalities, we get

OV1+(1-0)Y)?

Ni

_ T
C'Ov+1-0Y)=E f hi@V1+(1-0)Y1)+ +P; 0V, +(1-0)Y,)dr
0

T [ OV2+(1-0)Y,)?

dt] .
2v
It follows that

E

fT OVi+(1-0)Y1)? . OV2+(1-0)Ys)?
0 2n; 2v

vy v
f—+—dt
0o 2m; 2v

Ty, WY
+29(1—9)[EU 171,72 Zdt]
o 2m; 2V

dt] =0%F

2 V2

Ty
+(1-0)%E f L 4+ 2d:
0o 2n; 2v

By one of the two, or both, inequalities of (B.2), we obtain

T Vi Y VY- T V2 V2 T YZ Y2
2m1—mE.[ L 220 <OE| | L+ 2de|+A-0)E| | L +-2df].
0 2n; 2v 0o 2n; 2v 0o 2n; 2v

Using the linearity of the integral and the equation above, this gives

. T T /2 V2 T
CWBV+U—9HQ<9E'[ h; Vi + P, Vode| +OF L+ 24| +0-O)F f hﬂﬁ+Pﬁ@d4
0 0 21m; 2v 0
Ty? v7 . ,
+(1-0)F Ly 22de| =0CiVy+(1-0)CL(Y).
0 N 2v

Since the above holds for all 6 € (0,1), and V # Y is chosen arbitrary, we can conclude that indeed
the functional C’(a?, B%) is strictly convex in both the controls, by Deﬁnition Since the sum-
mation of the strictly convex functional C’(a’, %) and the convex functional F*£(a?, %) is again
strictly convex, we can conclude that _#"£(a/, 8') is strictly convex in the controls. O
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The last condition to establish, in order to satisfy the assumptions of Proposition is the
continuity of the cost functional _#"* with respect to (a!, ). For this, we will use the Fréchet
derivative. Since holds, by the linearity of the Fréchet derivative, we only need to prove that
Li(a’, p) is Fréchet differentiable, since #** is Fréchet differentiable by Proposition[2.7}

How this derivative is exactly derived, via the Gateaux derivative, can be found in Proposition

Lemma B.3. The functional L' : /> — R of is Fréchet differentiable, with following Fréchet
derivative and Gateaux gradient respectively, for ¢ = (V, Z) € o2,

[)T@dt . VL (ai,ﬁ") = (0, ﬁ—vl)

sL (o', B7);0) =E

Proof. We will show that §L!((a, ); ¢) satisfies Definition The linearity and continuity is
¢ € /% is not proven here and follows straightforwardly. Furthermore,

Li((a,i,ﬁi)+¢)_Li(a,i,ﬁi)_5Li((ai“5i);¢):[E fOTf_idt .

Hence,
o L@ B) o) ' p) -0 (' g 1 (B[R e mad]) o
< fol. A e R

when ||¢|| , — 0. Hence, the Fréchet derivative has the desired form. Indeed,

[l =((o) 0),.

SL'((a!, ;) = E ”
Hence, the Gateaux gradient is given by

i RIY — !
VL(a,,B)—(O,—V).
O

Now we are ready to prove the continuity of the cost functional, which will follow directly from
the Fréchet differentiability.

Lemma B.4. The cost functional #"F is continuous in the controls.

Proof. This follows directly from combining Equation (B.I), Proposition[B.3|and Proposition[2.7
together with the fact that the Fréchet derivative is linear. By Proposition|A.27, _#*¥ continuous
in the controls. O

Now we are finally ready to prove Theorem|[B.1}

Proof of Proposition B.1. By Proposition 2.3} it follows that «/2 is a closed, convex Hilbert space
of L? x [2. Furthermore, from Lemma B.4} the cost functional #"F is continuous. By Lemma
#"E is coercive in the controls and in Propositions andit is proven that _g"F is a strictly
convex functional. By the aforementioned Proposition[A.29] it holds that the stochastic control
problem admits a unique solution. This is the desired result. O

It won't come as a surprise that this unique solution can be obtained by equating the gradient of
#"E to zero . The following proposition summarises everything we need.
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Proposition B.5. The two-dimensional Gateaux gradient is given by, for each t € [0, T,

h,-+%i+2)LE[X}|9.] ,P+ﬁ7i+2/1[E[X§

V.7, pl)= 9]) (B.3)

The solution to the optimisation problem is found when we equate this to zero, u a.e.

Proof. The fact that the gradient is linear in combination with Proposition[2.10, LemmalB.3|and
decomposition gives the desired result for the gradient. Proposition still suffices, where
even a strict inequality in the proof will holds, due to the strict convexity. The result follows. ]

With all this information, we are finally ready to find the minimiser of the cost functional _#"£.
Theorem B.6. For a given cumulative allocation scheme A' and exogenous price P € o, it holds
that

inf LE ai,ﬁi = inf E
(airﬁi)j ( ) (ah,B9)

T i . 1 i o N2
f ci(ald) + Pl + —(B)2dt+ A (X’T) , (B.4)
0 2v

has a unique solution (&', B?) € «%. The optimal solution for the abatement effort &' is given by the
following SDE
eg;l’] ) ’

T
/ V(hi —Ps)ds
0

)

The optimal solution for the trading rate f' is given by

dal = -g;(1) (dM;' —0;dW] +dE

. 1 : r
ah=—-gi(0) (ﬁhi +Mj+E fo v(hi — Py)dt

. al
ﬁ;:'\/(hi'F—t—Pt).
ni
Proof. Throughout this proof, we will consider a specific firm i. This superscript for the corre-
sponding firm will be omitted.

In Proposition we have seen that the cost functional _#"F attains itsminimumwhenV _g"£(a, g) =
0,  a.e. Since this is implied by V_¢"£(a, 8); = 0 almost surely, for all ¢ € [0, T], and the solution

is unique, we can use this condition to find the optimal result. From now on, all equations in
this proof will hold almost surely, unless mentioned otherwise. We can use to arrive at the
following two first order conditions, which hold almost surely,

h+%+2/1[E[X}T5|97t] =0, (B.5)
Pt+%+2/1[E[X$|£Jt] =0. (B.6)

We will rewrite these smartly to arrive at expressions for the optimal values of ¢! and . As can
be seen, both first order conditions contain the term 2AE [ X£|#,]. Taking this term to the other
side in both expressions, we can equate the given expressions to get

Pt+&:h+ﬁ,
v n
ar
Br=v h+F—Pt). (B.7)
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We see, that if @, has a solution, the solution for  is given by

ﬁ}=v(h+%—Pt). (B.8)

This is the desired result for the control variable g.

Next, we need an expression for the optimal control variable @. Recall from (1.36) that X f is given
by

T
xE :f a;+pBdt+ Ar —aWr,
0

where we used that Ay = X,. First, we will plug the expression for  from (B.7) in the expression
for X£. We then obtain,

T
xE = AT+f at+v(h+ & —Pt)dt—UWT.
0 n
We can plug this in the first order condition (B.5), which then gives

h+ﬁ+2/1[E
n

r a
AT+f at+v(h+—t—P[)dt+0WT
0 n

33[] =0. (B.9)

This can be rewritten to

T
at:—n(h+2/1[E AT+f a;+v h+%—Pt)dt—0WT 94)
0 n
T a
=-1n h+2AE AT+[ ar+vV I’l+——Pt dtgt —ZAO'WI,
0 n

as W is a Brownian motion, and thus a martingale. Note that the expression above has a; on
both the left and right hand side, so this is not an immediate solution for the abatement effort.
What we can conclude from the expression above, which will also be useful later in this proof, is
that the optimal process (&,) will be a martingale with respect to the filtration (%), as the condi-
tional expectation of an integrable process is a martingale. For this to hold, we first need that the
optimal process(d,) really exists.. This expression for a; can be simplified to

a[:—n(h+2/1[E

T
AT+[ at+v(h+ﬂ—Pt)dt‘9t])—ZAUW[
0 n
T
f a[dt‘gz[
0

Here we used the linearity of the conditional expectation and M, = E[A7| % ;] by construction.

:—n(h+2/1Mt+2/1(1+X)[E +2AF

U]

T
f V(h—P[)dt‘gt])—ZAUW[ (B].O)
0

This expression and the martingality result can be used to find the optimal value &,. First note
that from (B.10) we can easily express «a,, by

T
v
1+—)[E f atdt
0

n
as Wy = 0, by definition of the Brownian motion and E[X|%,] = E[X]. Let us look at a specific
part of the expression above. Since a € «# and a martingale by the reasoning above, we can use
LemmalA.20] For this, let

T
f ads
0

T
aoz—n(h+2/1Mo+2/1 +2AE fo v(h—P[)dt]). (B.11)

Nt:ﬂE gt]
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Now, let us deal with No. According to the LemmalA.20) this can be expressed as

T
f a[dt
0

Plugging this into (B.11), we obtain

E = No =Tayg.

gy = —n(h+2/1M0 +2/1(1+%) Tayg+2AE

T
f V(h—pt)dt])
0

T
f V(h—Pt)dt])
0
T
f V(h—Pt)dt])
0
T
f V(h—Pt)dt])
0

T
f v(h—Pt)dt]). (B.12)
0

Solving this for a,, we get

g +172)L(1+%) Tag= —n(h+2/1M0 +2AE

ao(1+2TA(M+v)) = —n(h+2/1M0 +2AE

n

T A 2TAm+ v

(h +2AMy+2AE

h
— +My+E

=805

With the initial optimal value &y, it makes sense to derive the dynamics of @,. For this, we can
make use of (B.10) and take the differential on both sides to obtain

da; =-2AndM, —Zln(l +Y)dE

T
f atdt‘gt] —ZAT]d[E
n 0

T
f V(h—Pt)dt’gt] —ZAO'th
0
(B.13)

Again, we can use LemmalA.20lapplied to « itself. Then, we get the dynamics of N; = E [ fOT atdt|9> ,]
as follows

T
dNt:dE [f a[dt’gt] =(T—t)d0£t.

0
Plugging this into and solving with respect to the dynamics of a, we obtain
(T-tda;-2AndE

T
da, = —2AndM, - 247 (1 + % f v(h— Pt)dr‘%] —210dW,. (B.14)
0

The left and right hand side of this expression depend on @. Moving the terms to one side and
dividing by the common factor, we get

B 2An
1+2Am+v)(T — 1)

T
f V(h—Pt)dt‘gt
0

T
dat: (th-i'd[E f V(h—Pt)dt gt] —(TdW[),
0

ddt = —g(t) (dM[‘i‘d[E

Together with &g, we have found a well-defined SDE.

We conclude that the optimal abatement effort is given by

T T T T
a;= 020—[ g(t)th—vf g(ndE f (h—P[)dt‘glf} +0f g(ndwy, (B.16)
0 0 0 0

where @& is given by (B.12). Then, the optimal trading rate is given by
ﬁt=v(h+%—Pt). (B.17)

This concludes our proof. O]
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Remark B.1. Since & is a martingale as concluded above, we have that 5 is a martingale ifand only
if the market price of permits P is a martingale. If the market price P would be a martingale, we
can use LemmalA.20 to write

T T
dEf (h-Pydi|#,| = —dE Ptdt'gzt]:(T—t)dPt.
0 0

A rewritten version of the controls can be found below.

Proposition B.7. Ler (X} LEY be the corresponding bank account of firm i for the optimal controls

A

@', BY). Then, the optlmal control for d,' can be rewritten to

T
f v(h; —P)ds ),
t

where (R!) is defined in 2.1). The formula of B! will stay the same.

i —_gi(t)(j+X%E+R£+[E T

Proof. Again, we omit the index for the firm i. We will use the first order condition (B.5), given in
terms of X£ by

h+%+2/1[E[X$|fit] =0,

Plugging in the expression for X£ in terms of &, 3, we get (B.9), but then with the optimal controls.
We can add and subtract 2A X£ to that expression to get

a A ~
h+ —+2AXF —22XF +2AF
n

since it holds that

T

AT+f at+v(h+ﬂ—P[)dt+aWTf/7t]=0, (B.18)

0 n

A t A

XF = At+f Qs+ Bsds—oW,.

0

Note that X£ is %, measurable, by Proposition|[1.8] Rewriting (B-I9), we obtain
F

a N
h+— +2AXF +2AE +oW, =0,
n

T
AT+f dt(1+%)+v(h—Pt)dt—Xf
0

a N
h+ = +2AXE +20F
n

T t
AT_At+f dt(1+%)+V(h—Pt)dt—f d’t+ﬁtdt‘gt]—0‘Wt+0_Wt:0,
0 0

& T
h+%+2w{f+2m AT—At+f s 1+%)+v(h—P3)ds ;%] - 0.
t
(B.19)
In the above, we used the expression for 3. Now, by Corollary we have that
T
E f dsds gt :Cft(T—t).
t
Using this and Definition[2.1] we can rewrite (B.19) to
& T
h+ % +2ARE +2AR, +24[1+ %) (T - D), +2AVE f (h—Py)ds 9,] =0. (B.20)
t
Solving (B.20) for &,, we obtain
1 R T
(17 +2M(T -1 +24% (T— t)) (h+2AXf +2AR, + 2AVE f (h—Pg)ds %])
t
1+2 T- A T
dt( al M””)( 2 ) (h+2AXf+2ARt+2M[E [ (h—Py)ds %])
t
h T
:—g(t)(—+XE+Rt+V[E f (h—Pg)ds %]) (B.21)
t
This ends the proof of this proposition. O
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Remark B.2. Note, when P itself would be a martingale, we could again apply Corollary[A.2]] to
write

T
V[Ef (h—Pg)ds|F | =vh(T —t)—vP(T - 1). (B.22)
t

Recall that marginal costs are defined as the extra costs that arise from an extra unit. The marginal
abatement costs and marginal trading rates are given by the operators «f — 28 such that
. ai . ﬁi
/ /

Cl-((ll)=hi+a, fl(ﬁl)ZP+7
This is proven in Proposition[A.32] From the results of our minimisation problem given in (B.5)
and (B.6), we see that we could also have written, in the optimum

c; (di) = 2)E[X}|Z.], B'= v(c’(&i) —P).
From this, we see that i > 0, if ¢'(a}) > P;, and i < 0 else. This is consistent with what we would
expect, if the price of an extra ton of abatement is higher than the market price, there are bought
extra permits, as this is cheaper for the firm. If the market price of permits is higher than the
marginal abatement costs, it is cheaper to adjust the abatement. Rewriting the latter expression
for B}, we obtain
,3 lt 1 Api
S =1,

C/(dl) :Pt+
t t

This implies that in the optimum, the marginal costs of trading are equated to the marginal costs
of abatement.

As concluded earlier, the optimal abatement effort &° given in is a martingale, as it is a
stochastic integral. In this expression, the integrand g;(#) is deterministic and bounded and the
integral is taken with respect to three different martingales. The first martingale is (M!), the con-
ditional expectation of A%, the net allowances at time T. If this increases ceteris paribus, we see
that the abatement effort decreases. This comes from the fact that the expected allowances in-
crease, hence the instantaneous abatement effort lowers.

The second martingale, E [ fOT(h - Py) |97 t] , involves the market price of permits. Note that

T
f Ptdt'gt] .
0

If the conditional expectation of the aggregate market price goes up, the abatement effort also
will rise, again ceteris paribus. This is also reasonable, as an higher aggregate market price means
that it is less attractive to buy allowances on the market of permits. To make sure the desired
reduction of emissions is achieved, the firm should abate less emissions. The last martingale that
is used in (B.16) is the Brownian motion of the economic shocks. If there is a positive economic

shock, ceteris paribus, the emissions increase and thus the abatement effort increases as well.
This is reasonable, as there are more resources available to lower the emissions.

T T
d[Ef (h—Pt)dt'gt :th—d[Ef ptdr‘gt]:-dtﬁ
0 0

The optimal trading rate in is a function of the optimal abatement effort a. We see that
a positive shock in the economy also increases the trading rate §, as then a increases. It is less
trivial to say what happens if the conditional expectation of the aggregate market price of permits
rises, as this variable is also involved in the formula of the trading rate itself.
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B.2 Market equilibrium

In this section, the market equilibrium that arises from trading between firms, is obtained. We
introduce the following variable, which will be useful in the expression for the optimal market
price P. Let

gi(1)

7i(t) = i (B.23)

v(T- vN &)’
(1_ N Zk-1 ﬂk)

2An;

where we recall that g;(¢) = 755575

proven for 7;(1).

As A,n; > 0, it holds that g;(r) > 0. The same will be

Lemma B.8. The deterministic function n;(t) is positive for all t € [0, T].

Proof. Tt follows

w(T-1 & gk(t) _ V(T—t) Z 21
N (5 Nk Pe] 1+2/1nk(T—t)+2/1v(T—t)
N

V(T—t 2MW(T - t)
+2/1V(T 1) 1+2/1V(T—t)

<1.

This holds as A,n; > 0. Since g;(#) > 0, it follows by the argument above that 7(#) > 0 for all ¢ €
[0, T1]. O

Now, we have all the necessary elements to compute the optimal equilibrium prices P, which is
done in the following main theorem of this section.
Theorem B.9. Assume that there is given an exogenous, net allocation scheme A= (A',... ANy e #N,
Then, the equilibrium price P is given by the SDE,
R 1 N . ; . 1N .
db,=-—3 mi(1) (dM; - o-,-dw,’) , By=—=Y 7(0) (nih,- T- Mé) . (B.24)
NS NS

This can be rewritten to

A

B = %nim (mihi(T -0 — (%" + RY)). (B.25)

Proof. Again, all the equations will hold almost surely, for all ¢ € [0, T] We start with the market
clearing condition in combination with Equation (B.17), which implies

N
Y hi+Y —L=NpP, (B.26)

as the market price is the same for all firms. From this, it immediately follows that (?,) needs to
be a martingale, as (dl;) is given to be one. Taking the differential in (B.26), we get
N dal

NdpP, =) —L

i=1 Ni

(B.27)
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as h; does not depend on ¢ for all firms. Combining Equation (B.15) with (B.27), results in

NdP, = Zgl()(dMl +dE
i=1 Mi

v(h - P,)dt’,%] - a,-dwg') .
Then, Equation (B.27) becomes, with use of Remark[B.1}

T
dp, =L &0 (dM’— d[EU Ptdr‘%
N3 ni 0

—a,-dw;'). (B.28)

It follows immediately that the equilibrium price P is a martingale, by the fact that it is the sum-
mation of three stochastic integrals that are all martingales, by Proposition[A.I5] Note that the
stochastic integrals are well-defined, as the integrands are deterministic and thus progressively
measurable. The martingality of P is necessary to have, to be able to apply Lemma|A.20] From
this lemma, we obtain, since Pin </, that

T
dIE Ptdt’gt] :(T—t)dpt.
0

Using this in (B.28), we get the following

dp, = ——% &0 (dMi—v(T—t)dPt—a-dW")
N i=1 17 t 1 t]
N
(N Zglmv(T dp, = ( M - idwy).
ni =
Solving this for dP;, we get
X zfvlg;h ,~ ,-
dp, = ( S t))(th—aidW,)
0)
1 Zivlg;; . .
=N I dM’—adW’)
N gi(Ov(T-1) ( t i t
(1__ZN — )
i(1)
1 N gT ; ; 1 N ; i
__g‘( wIn N gj(t)) (th_aith):_N;”i(t) (th_Uith),
J=1 n;

where 7;(t) is defined in Equation (B.23). Now the dynamics for ¢ > 0 are obtained, it is time to
get the initial condition Py. This will follow from S, and &, in Equation (B.12). We have

S gl(O)
NPO:Zh,-+Z Zhl Z ( +My+E )
i=1 i=11 i=1

By a simple Fubini argument and the use that P is a martingale, it follows that

f V(hi—Pt)dt

T
[Ef v(h; — P))dt| =vh; T —vTP,.
0
This gives
N N (0)
NPy=) h; Z ( + M{+vh T - vTPo)
i=1 i=1 Mi 224
N . N )
N_ZSL(O)TV Py=Y ()(—h——M — VI T+ -1 hi).
i-1 M i=1 Ni 21 gi(0)
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Since

1+2 i T
_ﬁ_th M hi:_&_th th

=hn;T,
21 g:(0) 21 21 M

we can write

5 = % gi(?) (—Mé+h,-n,~T),

N 8i0)
Zl L n

(N ZN 8i (O?TV

) (—Mé + hiT],' T) .
From this, we get the final result for the initial condition

L1 Y .
P() = N Z 7;(0) (hﬁ]iT— M(l)) . (B.29)

The equilibrium price (P;) obtained, can be rewritten. For this, the market clearing condition
will again be used, but now with another expression for a’, which can be found in Proposition
together with Remark When we plug in &! of that proposition in the market clearing
condition in (B.26), we get

~1 N
1 L& Z gl(t)(

—hi+ X2F + RE+v(T - hi —vP,(T - t))
i=1 ni i=1 ni

21

Solving this equation for P, it follows

_ N
(1—NZW) =Y hie g’m(Mh + X5E 4 R+ v(T - t)h)

i=1 ni Ni:1 ni
1 ¥ gi(n) 8ill) (¢iE | pi
3B e r-o] B ).
Since it holds that
1- g’m( +v (T—t))—l— 21 (iw(T—r))
n; \2A 1+2A(M; +vI(T —1) \ 24
L 1 B 2Av(T - 1)
1420 +vI(T—1) 142 A(n;+v)(T—-1)
- 2T T
T1r2Ami+(T—pn & ’
we can write,
1 Yvginr-n), 1 410} WE | pi
(1—N;T)Pt—ﬁl§ i&(O(T—1)— l (X R)
1 &gt CiE_ pi
:N; (mihi(r - - X3 - R}).

From this, it follows that
P, = 1 % i (1) (n,-h,-(:r— ) —X;E—Ri).
NS
This is all we needed to prove. O]
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The next corollary follows directly.

Corollary B.10. The SDEs of the optimal controls &', B! are given by

dal = -gi(1) (dM;' —0;dW/] —v(T - t)dﬁt), al=-gi(0) (h,- (% +VT) + M, —vTﬁO), (B.30)

. al . iy ah .
dp,=vd|h;+—-P,|, b=v|hi+=2-B|. (B.31)

1

The optimal controls can also be represented as

' A hi )
&ﬁ:gi(t) (v(T—t)(P[_hl.)_(jJrX;EJFR;)),
o at o
Bi=v|hi+—L-P,

ni

Proof. The prooffollows from the fact that £ is a martingale. The expressions can be immediately
seen from the expressions for &/, Bi obtained in Equations (B.21) and (B.8), together with Remark
The alternative representation is obtained from Proposition[B.7]together with Remark[B.2]

0

There are a couple of points to note. Firstly, as P is a martingale now, it follows that 4’ is a martin-
gale aswell. Additionally, from (B.24) we see that the stochastic process the market price depends
on is equal to

M} -0, W] =E[ 4} - oW |7, ]. (B.32)

We note that AiT - UW}' can be called the terminal bank account in the BAU scenario, as here no
controls are involved. If the bank account in this scenario rises, we can see from the equations
that the market price P, decreases, as 7;(f) > 0 for all ¢ € [0, T], by LemmaB.8] The decrease of P
is realistic and what we would expect, as an increase in bank account decreases the immediate
demand for the allowances.

This finalises the section on the equilibrium in the case of market frictions.

B.3 Optimal dynamic policy

This section aims to demonstrate the optimal dynamic allocation in the presence of market fric-
tions, which is based on Section 5.1.1 of [AB23]. In this source, the section regarding this subject
is rather short, as they refer to the case without frictions. However, the computations did not
seem to be able to fully adapt to account for frictions. Hence, the procedure will follow the same
lines as in the case of no frictions, but some steps may significantly differ. We will mainly focus
on those differences. Nevertheless, we are able to derive a sufficient solution. The solutions are
obtained under the assumption that that all firms have the same flexibility parameter, that is,

ni=m
for all firms. This implies that
g(1)
2An; T

1+2A(m; +v)(T - 1) et mt= (1—v(T— t)%) e

n:=n, &)=
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for all 7 € [0, T]. The goal of this section is to find
i)2 (13 )2

[
> [ mats

i=1J0

N

3 el

i=1

inf E
Ae N

s.t. E

de+ 1 (X’ E)z = ONTq, (B.33)

i

which corresponds with (I.45) with E} = 0. Note that the part ¥ P! is not present, by the
market clearing condition. The same procedure as in Proposition can be followed to prove
the following proposition.

Proposition B.11. From the constraint

N o
E 2:_E;a =:p[V]71
i=1
we Cllflé;el'ta
Mo == oa+ Tvao) ((1 p)“g(o)(V”m T”V”(O))h)'—mp).

Proof. The total abated emissions at time T can be expressed by

% ial
Ey

i=1

N .
=NaT - Z [E[cfs]ds =NaT-) Taj;
i=1 i=1

=NaT+Tg0) ) ((hi (% +vT
i=1

PoNiT =E

+ M- v:rﬁo)) : (B.34)

where we have used the fact that & is a martingale and the expression (B.30) for a.

Together with P, of (B.24), here given by

. 1 N N .
Py = Nn(O) (nTZ hi=) M(’)),

i=1 i=1

we obtain by (B.34),
N
(p—1)NAT = Tg(0) vT+i Y hi+ Tg(O)ZMO NT?*vg(0)P,
i=1 i=1
1 N ) N .
=TgO VT + Y h +Tg(0)ZMO Tvg(0)7(0) nTZh ZM{)
i=1 i=1 i=1 i
1 N
=TgO)(vT+ Y oh +Tg(0)ZM0 T317vg(0)ﬂ(0)2h +T2vg(0)n(0)ZM0
i=1

i=1 i=1 i=1
As in the previous case, we would like to solve this for My, starting with
N N 1\ N
Tg(0) Y Mi+T*vg(0)m(0) Y M= (p-1)NaT - Tg(0) (VT+ ﬁ) Y hi+ TPnvgO)n0) Y hi.
i=1 i=1 i=1 i=1
Dividing both sides by T and solving for M,, we obtain

_ 1 N N
My(Ng(0)+NTvg(0)m(0)) = (o —1)Njz— g(0) (vT+ ﬁ) Y hi+ T*nvgO)n(0) Y h;,
i=1 i=1

- 1 B 1 ) N .
Mo = N+ Tva) ((p LNR-g(0) (VT+ 5T nVﬂ(O))i:Zlh,).
This can be rewritten to
o =~ . Y 1 Al
My = 201+ Tv(0)) ((1 p)it+ g(0) (vT+ 5 T nwr(O)) h) =:q(p). (B.35)
O
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In the case of no frictions, this result is deduced by an intermediate step for the expression of
the initial market price Py. We see here that in the case of frictions, this step is omitted and the
relation for M, is obtained directly from the constraint on the total emissions in the system at
time 7. Ideally, we would again be able to prove that M, < 0, which corresponds to the findings
when v = co and E, = 0. To obtain the non-negativeness of g(p), the following lemma is used.

Lemma B.12. It holds that

1
VT4 o= T?vnm(0) > 0. (B.36)

Proof. Let’s start rewriting 7(0) in (B.23). The denominator can be rewritten to

g(0) 21 1+2AnT
1-vI=—==1—-vT = .
14+2An+v)T  142AnT +2AvT
This gives
0 1+2AnT -1 21
n(0) = 8Y 1

1+2AnT +2WT)  1+2AnT"

From this it follows indeed that

) T?vm2A  T?vn2A 1
T“vnr(0) = < =vT<vT+ —.
1+2AnT ~ 2AnT 21
This is the desired result. O

Since g(0),7(0) > 0 and (1 - p)a > 0, and all the other parameters as well, we can conclude with
Propositionthat M, < 0 holds, which is the same as in the case without frictions in the sce-
nario where Ey = 0. With condition (B.35), we have an well-posed, rewritten, optimisation prob-
lem. From this, the following expression of Py can be obtained in terms of g(p)

s 1 N 1 N _ i _
Py=—nOnT Y hi- 5O Y My =n0nTh-mn0)My=n0)nTh-7r0)q(p).
i=1 i=1

Note that Equation holds generally, thus also in this case. Ideally, we would be able to
resemble Corollary[2.16] with My = g(p). This will be done in the following proposition.

Proposition B.13. The minimisation problem (B.33) can be rewritten to

(@h)? . (Bi)?

2n; 2v

inf E

3 s.t. Mo = q(p). (B.37)
Me.#uN

dt+/1(X’;'E)2

N /T )

Al
Z[ hidy +
i=170

Proof. The constraint follows from Proposition From (B.30) we see that &’ only depends
on A’ through M'. Since ' depends on & and P, with P given in (B.24), the same holds for §*.
Furthermore, by (B.5), it follows that

1 al
Xi=—|-p--L]|, B.
r za( i ni) (B.38)

a.s. With the above, we can conclude that X% only depends on A’ through M'. The result follows.
L]
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The next goal would be to rewrite the objective function in terms of Py and P, such that we can
use the same argument as in the cases without market frictions. For this, we first note that from
Equation (B.25) we obtain that at time T the market price and bank account are related as follows

A

PTz—ln(T)iXi’E lg(T)ZXlE -2 —% (B.39)
N = N 71 i3 N i3

Unfortunately, this cannot be used directly, as we would like to replace Z (X5 112 Tnstead, we are
going to use the relation (B.38) to achieve an optimal result.

Theorem B.14 (Optimal dynamic allocation). The minimisation problem of the regulator

2 (Biy2 2
f hid! ) 4 0 dr+ A (X7F)
i=1 i 2v

_inf E
MeuN

s.t. Mo = q(p). (B.40)

can be solved for M' such that the constraint above is met and such that
<ai>t =0, <oc" - P>t =0, forallfirmsanda.s, forallte][0,T].

The associated costs Copy are then given by

A 1 2 1 2
b . A, Taa T2l V—17z - —4/1(7”)2 (a(’)) +%( z)

Proof. Recall that

i 1 a’. at
XEE = h;——L]|, —v|m+Z_p
! M( m) & ( P

We will start rewriting the objective function with the given formulas given. Then,

,\l )2 (ﬁ\i)z
2tv dr+ A(XEE)? (B.41)
2 2
=Th a0+f E @) }dt+ (’6) de+E|A ( ITE)
0 2n; 0 2v

:Th,-ao+fTi[E[(d;)2]dt+f —[E[(ﬁt) ]dt+[E

2 (aiT)2+2hidiT
md> M

= Thido+ 4/1nz o f —[E[( al) ]dt+f0T$[E[(’3i)2]dt+4M17i)2[E[(6x'T)2]’

by the fact that &' is a martingale and multiple Fubini arguments. Since

A2 @ . 2hal . aip
(ﬁlt) =V | R+ —L—+ P2+ L 2p P2 |,
ni ni ni

it implies that

1 2 v hial R v
—E (ﬁlt) ]=—h?+ : 0—vh,~P0+—[E
2v 2 i ni
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Hence, (B.41) can be rewritten to

. 2n;al By Thidl R 1 -
K' = Th;do+ Oy Ly —Th?+ —2 vThPy+ ——E|(@})?
1o 4dAn;  4A 2 P v vERiFo 4A(n;)? [(aT) ]
T 1 X v N\ 2 v A v PN
+ | —E[@)H?*|+ E|(al] |+ -E[P?]- —E|alP,|dr.
fo 2n [(“t)] 2(m)2 (“t) 5 [Pf] m [at t]
Note that
v ] Versey Yoelsin ]l Vel (@) 5, P2 ai .\
B |(a) |+ SE[PY] - —E[alb,] =S| 5 - —alb+ P E|[=L-p,
2(n;) 2 n; 2 n n; ni
This gives the following expression for K,
. 2h;al h? oy Th;d! . 1 ;
K' = Thido+ Oy Ly —Th?+ — vThPy+ ——E|(@})? B.42
1o 4An; 4L 2 P wp; vEo 4A(n;)? [(aT) ] ( )
T . ai )’
+f —E ( t) +YE|[2-p,| |dr. (B.43)
0o 21 2 ni

By It6’s lemma, it follows that,
(@) = (at)+ [ aldal+ (o) .

By Proposition[A.15} we have for ¢ € [0, T1,

E|(af)"| = (at) +E[(a) |

In the same way, we can derive for ¢ € [0, T,

a o\ %

0 = al .
=|2-Py| +E <——P> .
( i ) ni t
By (B.37) we see that P, can indeed be expressed in terms of g(p). If we can do the same for dé,

then we would be able to use the expressions of the quadratic variation to find the minimum
value. Indeed,

E (——Pt

N N . R
Zd(’):—Zg(O)(i/lhi+M5+vh,-T—PoT):—g(O)( Nh+NMy+vTh—NP,T
i=1 i=

:—g(O)( Nh+Nq(p)+vTh-NT (z(0)nTh- n(O)q(p)))

(N )
=-g(0) (h(ﬁ +vT—-NT Jt(O)n) +q(P)N(1+ Tn(O))).

Since all those parameters are given by the constrained, or fixed by the system, this results is
sufficient. Hence, K* can be written as

2h;al h: Th;a! . 1 N2 1 (2
+-Th*+ —2L—vTh;Py+ —— ql
AAn;  4A 20 1w, Vit 4/1(77,-)2( ) (“0)

+2 % _p| +— L erah 1+fT k(@] + 2k <a p> }dt
m ) Taampr T )y 2 R AVTRIRVA

Here, everything is fixed by the system, except for the last three terms. As the quadratic variation
is non-negative by assumption, the costs per firm i will be the smallest when

<di>[ =0, <di —13>t =0, a.s, forallze(o,T].

This implies that the social costs are as small as possible when the above holds for all firms i. The
costs follow by summing K’ over all possible firms. This is indeed what we needed to show. [
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In the next proposition a sufficient condition is obtained.

Proposition B.15. A sufficient condition to achieve the conditions in Theorem|[B.14is to have that

<Mi —aiWi>t =0 forall firms a.s, forall t € [0, T]

Proof. By (2.40), it holds that
. ot N
M =M +f S yiidB!.
0 j=0
By definition of the quadratic variation of a semimartingale, this implies that

(M —aiw?) =(Mi+ | Y ydBl-oiw’) =(| 3 yi/dB-ow’
t 0 j=0 0 j=0
t t
Since this is a martingale starting in zero, this implies that
t N .
Y ys/dB] -o;W/ =0.
0 j=0

Now by the construction of the specific per firm Brownian motion, this gives
t N J t - t .
[ Yy dB] —f oik;dB; +f oi\/1 —K?dB; =0.
0 0 0 0

Hence, by the same arguments as in the frictionless case, this system reduces to

i0_ ii_ ij
v =0k, v =0in/1-x5, v =0,

for all other j, a.s, for all ¢ € [0, T]. Then,
, Pt N .t . T .
M :M5+f0 j;oy;'deg =M5+f0 0i (xkidB? +\/1-x2dB]) =M5+f0 o dW!
=M, +o;W,.
This immediately implies that
M—-W =My+W-W = M,.

By properties of the quadratic variation, since Mj is a constant fixed by the constraint of the reg-
ulator, it holds that

(M-W), =0,
for all ¢ € [0, T]. Furthermore, by (B.24), it holds that
A A T - -
P, ~ JV(Po,f n()*d(M-W),|.
0
Since the variance of P is zero if the quadratic variation is zero, it implies that

P,=P,, forallze]lo,T]. (B.44)

Hence, (P); =0, a.s, for all ¢ € [0, T]. By (B.37) the market price is now fixed by the system. With the
given assumption and this observation, we are going to prove that we are indeed in the setting of
Theorem
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Next, fixa firm i and ¢ € [0, T]. From (B.30), we see that

A

. . t . . 4 ~
a’t=d(’)—f g(s)d(M;—a,-dWS’)+f V(T - 5)g(s)dPs.
0 0
When considering quadratic variations, this implies by the bilinearity,
<ai>:fg(s)2d<M"—a,-Wi> +fv2(T—s)2g(s)2d<15>s
0 s 0

—2]0-g(s)v(T—s)d<M" —aiwi,ﬁ> .

N

Now all three terms are zero because of the assumption on the quadratic variation and (B.44).
We can conclude that

si_ B\ _lai_p\ /Al 4\ _
<a —P>t— <a P0>t— <a , 0 >t—0,
for all firms i, a.s, forall £ € [0, T]. O
In the standard example below all optimal control variables and costs are summarised in the

sufficient case, with one extra assumption that needs to be made.

Example B.1 (Sufficient, optimal allocation). We have seen that a particular optimal allocation
is found by individually tracking the volatility of the firms. Let t € [0, T] and fix a firm i. For now,
we only know that My = q(p). Again, we can set Mg = ¢(p), to obtain the result. Based on this, all
other parameters can be deduced. We already know that for every firm i,

NI = VL + oW,
is optimal and that this is not necessarily a unique solution, as it is only sufficient.
(i) The market price of permits is, already suggested in , given by
Py =Py=n(0)nTh-n(0)q(p).

(ii) The optimal abatement effort &' is also constant, since it has also zero quadratic variation
in the optimum. It is given by the initial value

. . 1 s R
d; = d(l) = —g(O) (hl (ﬁ +VT) +M(1)—VTP()).

(iii) The trading rate p is constant, since it depends on the optimal abatement effort and market
price. Indeed,

Al

,Bi—v(h-+%—p
t— 1 17 t

@l .
ZV(hi+FO—P0 :ﬁ(l)

(iv) By the same reasoning as in the frictionless case, the optimal allocations A € ¥V are non-
unique. One particular solution is

At =q(p) + 0, W = M,
Af‘=A’;+uit: q(p)+u,~t+0,~Wlf.

Remark B.3. Compared to Section 5.1.1 of [AB23], we have followed a different procedure. We were
unable to deduce a direct relation between the bank account for a firm i and the market equilib-
rium price. However, we were able to establish this connection for the abatement effort a'.. Al-
though we obtained different optimality conditions at first, Proposition[B.15 demonstrates that
the conditions stated there are applicable in our case. We cannot prove a necessary condition, but
that is not explicitly done in [AB23] either.
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