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Abstract 

Some Arctic tern populations migrate from Antarctic regions to Svalbard during boreal spring (March-

May). During this migration, they encounter and are greatly influenced by the wind patterns over the 

Atlantic Ocean. Making use of tailwinds in the Atlantic Ocean, the migration route of Arctic terns has 

an S-shape. This study explored how climate change induced wind pattern changes in the Atlantic 

Ocean influence the migration route of the Svalbard population of Arctic terns. This was achieved by 

exploiting a least cost path (LCP) model using near surface wind (ERA5) and chlorophyll A (ESACCI-OC) 

data. First, a set of sensitivity experiments testing the impact of departure day and starting location 

were done. Then the model was fine-tuned and validated for an ensemble of four CMIP6 Earth 

System Models (ESMs) against the Arctic tern geolocator tracking data. In the present study, a total of 

61 geolocators were used to log the migration paths of Arctic terns. Afterwards, future wind and 

chlorophyll A data from the ESM ensemble under four different climate scenarios (SSP119, SSP126, 

SSP245, and SSP585) were used to explore the changes in wind patterns and migration routes. The 

departure day was found to have a significant impact on the migration route. However, no clear 

departure window was observed. Furthermore, no significant changes in the migration route were 

found for all climate scenarios, though minimal changes were observed. Accordingly, no link between 

the expansion of the Hadley cell and changes in the migration route was found. Upgrading the model 

to 3D and increasing the spatial resolution could give more insight into migration routes and allow for 

a better representation of the complex wind pattern changes. 
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1. Introduction 

Wind patterns play a crucial role in shaping the Earth’s climate systems. The wind patterns, driven by 

the uneven incoming solar radiation and heating of the surface layer, distribute heat and moisture 

across the globe, influence weather patterns, and determine the global and regional climate (Hsu et 

al. 1997, Ferrari and Ferreira 2011, Laliberté et al. 2015). Climate change can cause these global and 

regional wind patterns to change in strength, spatial distribution, and frequency (Laliberté et al. 2015, 

Hu et al. 2018, Studholme and Gulev 2018, Staten et al. 2020, Gray et al. 2021, Deng et al. 2022). The 

recent IPCC AR6 report highlighted that climate change already affects our daily experiences in many 

ways and that changes are accelerating (IPCC AR6 2021). The increase in global temperature and 

precipitation is one of the major areas of interest within the field of climate change and is therefore 

relatively well understood. On the contrary, global wind pattern changes due to climate change 

receive far less attention, even though it could have a significant impact on weather patterns, 

agriculture, and ecological systems (Chakraborty et al. 2015). Furthermore, Earth System Models 

(ESMs) show a lack of consensus in global wind pattern changes (Grise and Davis 2020, Smith et al. 

2020). This has been observed by the IPCC AR5 report, stating that: “confidence is low in changes in 

surface wind speed over the land and over the oceans owing to remaining uncertainties in data sets 

and measures used." (IPCC AR5 2014). Accordingly, future wind pattern changes is an area of interest 

in the field of climate science.  

The last decades of the 20th century have seen a terrestrial stilling of near surface winds in the 

northern mid-latitudes of about -0.3 m/s in 2005 compared to 1975 (Bichet et al. 2012, Zeng et al. 

2019). After the turning point in 2010 however, near surface wind speeds were intensifying again, 

with an increase of about 0.17 m/s between 2010 and 2017 (Zeng et al. 2019). Notably, both the 

increasing near surface windspeeds after 2010, and the terrestrial stilling in the decades before can 

likely be attributed to decadal variability in large-scale ocean-atmosphere oscillations (Zeng et al. 

2019). The ways in which global and regional wind patterns may change in the future depends on 

multiple factors such as global atmospheric circulation, turbulent friction, and surface friction (Zhang 

et al. 2019). Regionally, the abundance of land masses and oceans, topography, and the latitude on 

the globe can greatly impact the pattern (Huang et al. 2019). To understand and project how near 

surface winds will change in the future, not only the ocean-atmosphere oscillations are important 

(Smith et al. 2020). Some of the above-mentioned factors, such as global atmospheric circulation, 

turbulent friction, and latitudinal influence, are changing due to climate change and can hence also 

influence the near surface wind patterns of the future. The importance of latitude is especially 

interesting, as the current global wind patterns related to specific latitude bands might shift poleward 

in the future (Studholme and Gulev 2018, Grise and Davids 2020). 

A changing wind pattern will affect the climate and weather and therefore affects both human life 

and other species. This is especially relevant for avian species migrating through the atmosphere, 

ranging from small insects to raptors (Kemp et al. 2012, McLaren et al. 2012, Hensz 2015, Chapman et 

al. 2016, Shamoun-Baranes et al. 2017, Hromádková et al. 2020). The extent to which a species will 

be impacted by changes in wind patterns depends on where the species occurs and on their 

migration route. One of the species that might be impacted most is the Arctic tern, also known as the 

Sterna paradisaea (see Figure 1) (Hensz 2015, Hedenström and Akesson 2016, Hromádková et al., 

2020). The Arctic tern is a migratory bird species that lives at the high latitudes. Surviving at the high 

latitudes with tough weather conditions and low temperatures is difficult. The conditions to survive 

and procreate are optimal in the summer as temperatures are higher, days are longer, and food is 

more abundant. However, summer at these latitudes only last a few months. Therefore, the Arctic 

terns migrate twice a year between the two polar regions. Between March and May they migrate 
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from the Antarctic to regions north of the Arctic Circle such as Greenland or Svalbard (Hensz 2015, 

Hromádková et al. 2020). When autumn arrives in these regions they migrate back to the Antarctic, 

just in time for austral summer (Hensz 2015, Hromádková et al. 2020). While doing so, Arctic terns 

experience sunlight about 80% of the time, significantly more than any other species (Hromádková et 

al. 2020).  

 

Figure 1. An Arctic tern (Sterna paradisaea). Photo credit: Akhil Pradesh & Nomikos Skyllas 

While experiencing both summers at the different hemispheres with higher temperatures and more 

daylight compared to winter gives big advantages, the two migrations can span up to a total of 80.000 

kilometers and are a serious effort for the Arctic terns (Egevang et al. 2010). To complete one 

migration, they fly over the entire span of the Atlantic Ocean and experience the winds from the 

polar, Ferrel and the Hadley cells. To successfully migrate in time for the breeding season, wind 

conditions are of vital importance as they increase the migration speed and decrease the required 

amount of energy needed for the migration (Egevang et al. 2010, Hensz 2015, Hedenström and 

Akesson 2016, Hromádková et al. 2020). Besides the importance of favorable winds, food availability 

is also a key factor during the Arctic tern migration, as Arctic terns are drawn to upwelling areas with 

high food availability during their migration to refuel (McKnight et al. 2013, Hensz 2015, Hedenström 

and Akesson, 2016, Hromádková et al. 2020). Arctic terns mainly predate on squids, shellfish and 

various small fish species (Ashmole et al. 1968). Since Arctic terns forage mid-flight and mid-

migration, they often migrate at an altitude of less than 100 meters above the surface (Ashmole et al. 

1968, Alerstam et al. 2007). However, when not foraging, Arctic terns can fly at higher altitudes of up 

to five kilometers and make use of stronger tailwinds (Alerstam and Gudmundsson 1999, Alerstam et 

al. 2007). 

All in all, Arctic terns are dependent on favorable wind patterns for their annual migrations (Egevang 

et al. 2010). Especially the Svalbard population of Arctic terns is very much impacted in their 

migration by the wind patterns over the entire Atlantic Ocean and can therefore serve as a proxy for 

those wind patterns (Egevang et al. 2010, Morten et al. 2023, Skyllas et al. 2023). Thereupon, while 

looking at the changes in the Atlantic wind pattern, induced by climate change, one might expect to 

also see changes in the migration route of this population of Arctic terns. This paper sets out to 

answer how climate change induced wind pattern changes in the Atlantic Ocean influence the 

migration routes of the Arctic tern boreal spring migration (March-May) to Svalbard. This issue will be 

explored by exploiting a least cost path (LCP) model that is validated against Arctic tern tracking data 
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in the present day, based on the model introduced by Skyllas et al. (in preparation). However, 

whereas Skyllas et al. (in preparation) focused on the seasonal mean and the emerging mean flyway 

of the population, this study will shift to a daily resolution and explore the randomness of the 

population by looking at individual birds. First we compare the resulting interindividual variability to 

the interindividual variability from the tracking data. Secondly, future wind data from four different 

Earth System Models (ESMs) under four different climate scenarios (Shared Socioeconomic Pathways; 

SSP119, SSP126, SSP245, SSP585) will be used to explore the changes in wind patterns and migration 

routes. In the next sections, first a theoretical background for the research will be given. Then the 

data used for the LCP model in both present and future will be described, after which the LCP model 

will be explained in more detail. Afterwards the results from the experiments with the LCP model will 

be shown. Finally, the results and their implications for the research area will be discussed.  

2. Theoretical Framework 

2.1. Atmospheric Circulation 

To understand how the wind pattern might change in the future, one has to understand the global 

wind pattern and its mechanisms in the present day. The earth is rotating eastward around its axis. 

This rotating motion results in a force for everything that is in motion in the meridional direction, also 

known as the Coriolis force. As a result of the Coriolis force and the conservation of angular 

momentum, air parcels moving to higher latitudes will drift to the east (Herrera and Morett 2016). 

Alternatively, an air parcel moving to lower latitudes will drift westward. Whether an air parcel moves 

towards or away from the equator mainly depends on the latitude of the air parcel. The global 

atmospheric circulation is driven by temperature differences caused by differences in solar insolation 

(Hoskins et al. 2020, Hoskins and Yang 2021). At the equator there are relatively high temperatures, 

whereas the poles exhibit low temperatures resulting in a meridional temperature gradient. This 

temperature gradient is the main driver of the atmospheric circulation. The general atmospheric 

circulation can be divided into three interacting components: a zonally symmetric circumpolar vortex 

(see also: Waugh et al. 2017), a zonally symmetric meridional circulation (see also: Randall 2015), and 

zonal asymmetries caused by eddies and planetary waves (see also: Wills et al. 2019). The second 

component, the zonally symmetric meridional circulation, consists in both hemispheres of three 

different circulation cells, each with its own latitude band: the Hadley cell, the Ferrel cell, and the 

polar cell (see Figure 2). 

 

Figure 2. Overview of the basic zonally symmetric meridional atmospheric circulation pattern with the Hadley cell, the Ferrel 
cell, and the polar cell (from Encounter Edu).  
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The first is the thermally direct Hadley cell, which reaches approximately from the equator until 30° 

north or south. The Hadley cell is a convective circulation caused by uneven solar heating of earth’s 

surface. Near the equator the surface is heated the most and the warm air rises due to buoyancy, 

creating a low-pressure zone at the surface. While rising, the air cools off by releasing latent heat, 

getting denser and cooler. At the upper levels of the troposphere near the equator, the relatively cold 

and dry air results in a pressure gradient with upper troposphere levels at higher latitudes (Randall 

2015, Hoskins et al. 2020, Hoskins and Yang 2021). This pressure gradient leads to a poleward flow at 

the upper layer of the troposphere. At the edge of the Hadley cell, at around 30°, the subtropical 

Jetstream forms as a result of angular momentum conservation and the influence of eddies (Archer 

et al. 2008, Hoskins et al. 2020, Hoskins and Yang 2021). Around 30° the cool and dry and thus dense 

air descends towards the surface creating a high-pressure zone at the surface. This high-pressure 

area, together with the low-pressure area at the surface near the equator, form a pressure gradient 

leading to an equatorward flow at the surface and a westward shift due to the Coriolis effect. These 

winds are known as the trade winds.  

Secondly, there is the polar cell which spans from 60° until the poles. The polar cell, just like the 

Hadley cell, is thermally direct. Relatively warm and moist air masses undergo convection and ascend 

at around 60° to the Tropopause and move towards the pole (Randall 2015). The air masses cool off 

while moving poleward, thereby increasing their density. At the poles, the air descends to the surface 

creating a high-pressure area. The surface pressure gradient results in an equatorward flow, which 

shifts westward due the Coriolis effect. These surface winds complete the circulation of the polar cell 

and are known as the polar easterlies. 

In between the Hadley and polar cells, the Ferrel cell extends from 30° to 60°. The Ferrel cell is 

thermally indirect and is mainly driven by the energy of the Hadley cell and the Polar cell (Randall 

2015). The descending air from the Hadley cell at 30° creates a high-pressure area. The pressure 

gradient between 30° and higher latitudes results in a poleward surface flow, which then shifts 

eastward due to the Coriolis effect. These surface winds are known as the westerlies. At about 60°, 

the relatively warm and moist air meets the relatively cold and dry air from the polar easterlies at the 

polar front. The temperature differences at the polar front are the main reason for the polar 

Jetstream that is present here (Archer et al. 2008). The warm and moist air ascends creating a low-

pressure zone at the surface. At higher levels of the troposphere, the air mass cools off and flows 

equatorward due to a pressure gradient. The Ferrel cell is a lot weaker than the Hadley cell, which 

leads the prevailing westerlies to not be as consistently present as the trade winds. This system 

consisting of three circulation cells are the basics for the prevailing zonally symmetric surface wind 

directions.  

Regionally, however, other factors such as mountains and other topography, the abundance of land 

masses and oceans, turbulence, and ocean-atmosphere oscillations can change this pattern (e.g. 

Walker circulation, El Niño-Southern Oscillation). Especially in the mid-latitudes, zonally asymmetric 

turbulences in the atmosphere play a key factor in the circulation (Grotjahn 2002, O’Brien 2019). As 

mentioned in the section about meridional circulation, the zonally symmetric meridional circulation 

mainly comes from the rotation of the earth and the conservation of angular momentum. However, 

the rotation of the earth is not the only factor for angular momentum and vorticity, the swirling 

motion of geophysical fluids. The absolute vorticity consists, besides the planetary vorticity from the 

rotation of the earth, of the relative vorticity (wind shear and curvature) (Grotjahn 2002, O’Brien 

2019). Finally, the potential vorticity depends on the absolute vorticity and the stratification. Potential 

vorticity, just like angular momentum, is a conserved quantity (Grotjahn 2002, O’Brien 2019). The 

baroclinic instabilities in the mid-latitudes come from this conservation of the potential vorticity. 
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Baroclinic instabilities and Rossby waves arise when potential vorticity anomalies interact and mix, 

while potential vorticity is conserved (Grotjahn 2002, O’Brien 2019, Wills et al. 2019, Hoskins and 

Yang 2021). In the baroclinic instability zone in the mid-latitudes, Rossby waves and eddies form, 

giving rise to high variability in pressure, temperature, and wind patterns (Grotjahn 2002, O’Brien 

2019, Wills et al. 2019). The abundance of eddies is the reason why the westerlies are also called 

prevailing westerlies, as wind patterns are more variable in the mid-latitudes compared to the Hadley 

and polar cell (Grotjahn 2002, Randall 2015). The eddies are also important for the circulation of heat 

and air mass, as the mass flux from the eddies is larger than the mass flux of the Ferrel cell (Grotjahn 

2002). How this system of global atmospheric circulation will change in the future depends on the 

ocean-atmosphere oscillations and shifts due to climate change (Grise et al. 2019, Zeng et al. 2019, 

Staten et al. 2020).  

2.2. Changes in Atmospheric Circulation 

According to previous research from Staten et al. (2018), Studholme and Gulev (2018), and Grise and 

Davis (2020) the Hadley cell has expanded over the past 40 years and has shifted poleward 0.1° - 0.5° 

of latitude per decade. This expansion of the Hadley cell is driven by different rates of warming due to 

climate change across the earth (Hu et al. 2018). Satellite observations indicate a stronger warming in 

the subtropics than in the tropics (Hu et al. 2018). This leads to a poleward shift of the baroclinic 

instability zone (Lu et al. 2007, Hu et al. 2018). Lu et al. (2007) suggest that this poleward shift of the 

baroclinic instability zone is caused by in an increase subtropical static stability. However, Hu and 

Zhou (2010) argue that a decrease of vertical wind shear in the subtropical region is more important 

for the poleward shift of the baroclinic instability zone. This expansion of the Hadley cell is likely to be 

stronger during summer and autumn in the respective hemisphere (Grise et al. 2018, Hu et al. 2018, 

Staten et al. 2018). It is still uncertain whether and how the strength of the Hadley cell will change as 

there is no consensus between ESMs and Global Circulation Models (Hu et al. 2018). D’Agostino and 

Lionello (2016) and Huang et al. (2019) found that the trade winds in the Hadley cells may be 

intensifying, whereas Hu et al. (2018) point out that some reanalysis datasets show strengthening of 

the Hadley circulation, albeit maybe artificial. In their study, ERA-40 had the largest increase in Hadley 

circulation strength, but this trend was found to be artificial as it was caused by an unrealistic 

increase in tropical precipitation (Hu et al. 2018). Notably, Hu et al. (2018) also highlight that 

simulations with GCMs show a weakening of the Hadley circulation under climate change. In addition 

to changes in the Hadley circulation, the Ferrel cell might also shift poleward under global 

greenhouse warming (Abell et al. 2021). In their palaeoclimatological study, Abell et al. (2021), 

examined dust particles in deep sea sediments and used them as proxy for surface winds in the past. 

Their results show that in the Pliocene and Pleistocene, during which the global surface temperature 

was significantly higher than now, the westerlies from the Ferrel cell extended to higher latitudes and 

were weaker than they are in the present. Furthermore, Gray et al. (2021) found that the poleward 

shift and weakening of the westerlies during deglaciation closely matches the rises of atmospheric 

CO2 concentration. This suggests that the Ferrel cell might shift poleward and decrease in strength 

with the rise of the global surface temperature. 

2.3. Arctic Tern Migration Strategies 

According to ecological theory, Arctic terns use the wind and food availability to find an ‘optimal’ 

migration path, in other words, the most time- or energy-efficient migration path (Alerstam 2011). 

Through trial-and-error and natural selection each population of Arctic terns has developed their own 

migration path (Alerstam 2011). A tailwind both saves a lot of energy and increases the speed 

compared to the ground (groundspeed) and is thus important in minimizing energy and time. 

Alerstam and Gudmundsson (1999) found a mean increase in groundspeed of 4.6 m/s when flying 
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with tailwinds, whereas the airspeeds were often lower. However, since the wind direction changes 

throughout the migration, there are multiple flying strategies the birds could use to make the most of 

the atmospheric conditions, see Figure 3 (Liechti 2006, Chapman et al. 2011). The first option is 

passive downstream transport (Chapman et al. 2011), where the Arctic tern does not fly itself but 

completely depends on the wind. The groundspeed and direction are exactly the same as the wind. 

Secondly, there is active downstream orientation (Chapman et al. 2011). In this strategy the bird flies 

in the exact same direction as the wind (full tailwind). The groundspeed is then a simple sum of the 

windspeed and the airspeed of the Arctic tern. The third strategy is compass-biased downstream 

orientation (Chapman et al. 2011). This strategy is similar to the active downstream orientation, 

except for the fact that the bird deviates its own flying direction a bit towards the direction of the 

destination. The flying direction is between the wind direction and the destination direction. The 

fourth strategy is full drift (Chapman et al. 2011). In this strategy, the flying direction of the tern is 

simply always faced towards the destination, irrespective of the wind. While the tern is headed 

towards the destination, the wind direction means the tern drifts off the right track. The fifth strategy 

is complete compensation (Chapman et al. 2011). In this strategy, the tern adjusts its heading in such 

a way that the track direction, consisting of both the fly direction and wind direction, is exactly 

pointed towards the destination. In other words, the tern compensates for the direction and speed of 

the wind so that it flies directly in a straight line towards the destination. The sixth strategy is a mix of 

drifting and compensating: partial drift, or partial compensation (Chapman et al. 2011). The tern 

partially compensates for the wind direction, but not completely. This causes the tern to still drift a 

bit with the wind direction. The seventh flying strategy is overcompensation (Chapman et al. 2011). In 

this case the Arctic tern compensates more than the flow drifts the Arctic tern away from the goal. 

The eighth and final strategy is upstream orientation (Chapman et al. 2011). The tern flies at the 

opposite direction of the wind and has full headwinds. This is mainly used over short distances to 

reach the target when other strategies are not possible to reach the target.   

 

Figure 1. Different flying strategies, from Chapman et al. (2011). Each panel (A-H) has a schematic overview of one of the 
eight flying strategies described in Chapman et al. (2011). The solid black arrows depict the wind vectors. The solid colored 
arrows depict the heading and the air speed of the Arctic tern. This is all the work done by the Arctic tern itself. The dotted 
colored arrows depict the track and the ground speed of the Arctic tern. This is a sum of the wind vector and the heading 
vector: the total movement of the Arctic tern compared to the surface. The grey dotted arrows depict the direction of the 
final destination of the migration.  

While migrating, there is not one single best strategy for the entire migration (Shamoun-Baranes et 

al. 2006, Chapman et al. 2011, Kemp et al. 2012, McLaren et al. 2012, Chapman et al. 2016, 

Hedenström and Akesson 2016, Shamoun-Baranes et al. 2017). Some sections require different 

strategies than other sections. While the downstream orientation costs the least amount of energy, 

the amount of time it takes to get to the destination can become a lot longer, if at all possible to 

reach the destination with solely downstream orientation. The best strategy during the migration is a 

subtle balance between minimizing both time and energy (Liechti 2006, Chapman et al. 2011, Kemp 

et al. 2012, McLaren et al. 201, Chapman et al. 2016, Hromádková et al. 2020). What is most 
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important in this balance depends on the population and migration route. During the boreal spring 

migration (March-May) populations that fly to Greenland and Svalbard prefer to minimize the energy 

while keeping the migration time as low as possible (Egevang et al. 2010, Hensz 2015, Hromádková et 

al. 2020). The population that nests in the North Sea area however, seems to put more emphasis in 

minimizing time and is therefore more likely to use full compensation (Fijn et al. 2013). Arriving too 

late would risk a phenological mismatch, and thereby causes the departure window and migration 

time to be strictly confined (Mcknight et al. 2013). In the boreal autumn migration (between the end 

of August and the start of November), both populations put less emphasis on minimizing the energy 

and time (Egevang et al. 2010, Fijn et al. 2013, Hensz 2015). They take more time to forage and eat at 

staging sites on the way back and therefore have more energy to spend and care less about the wind 

direction. Taking these migration strategies and the atmospheric conditions into account, populations 

have developed mean migration flyways that they more or less follow for many years. These 

migration flyways differ per population. To understand these flyways and the influence of the 

atmospheric conditions on them, studies have been carried out to monitor these flyways using 

tracking devices, climate data, and models. 

3. Methodology 

3.1. Tracking Data 

Arctic tern tracking data was used to validate the model and its performance. A total of 61 

geolocators logging the paths of Arctic terns were used in this study (see Figure 4). Geolocators were 

used in favor of GPS trackers, despite the superior accuracy, spatial resolution, and availability of an 

altitude meter on the latter, since up until this year GPS trackers were too heavy for Arctic terns to 

carry (Morten et al. 2023). The geolocators were attached to the Arctic terns between 2012 and 2016 

at Svalbard (Skyllas et al. 2023). The geolocators estimated the locations twice per day by capturing 

the incoming light intensity. Using the length of the day and time of sunrise and sunset, a rough 

estimate of location with an uncertainty of ~185 km could be made (Phillips et al. 2004). Since the 

geolocators need a diurnal cycle to estimate the location, they can only estimate the position up until 

the point where there is 24 hours of sunlight per day. This was approximately around Iceland for the 

northern hemisphere. In addition, a 10-day period before and after the equinox was excluded, as the 

day length is similar around the globe for that period (Skyllas et al. 2023). Furthermore, resting and 

refueling at staging areas was excluded from the data according to Skyllas et al. (2023). For this study 

only the boreal spring migration (March-May) from the Arctic tern population that nests in the 

Svalbard area was taken into account, since this specific migration is most reliant on the wind pattern 

over the Atlantic Ocean. For a more detailed overview of the tracking data, see Skyllas et al. (2023). 
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Figure 2. The Arctic tern tracking data used in the present study. In blue: positions of individual birds. In black: the mean 
position of the 61 ringed Arctic terns, taken per five degrees of latitude. All Arctic terns were captured, ringed, and 
recaptured in Svalbard between 2012-2016. The data was filtered by excluding all datapoints outside the northbound 
migration period (March-May). Furthermore, datapoints during the equinox or in areas with 24 hours of light per day were 
excluded.  

3.2. Wind 

The present study has used ECMWF Reanalysis v5 (ERA5, Hersbach et al. 2018) for the wind 

conditions of the past years. A single altitude level for the wind conditions had to be chosen, since 

the LCP model used in the present study only has two dimensions: zonal and meridional. Since the 

Arctic terns often forage in midflight during their migration, the surface level wind (10m) was chosen 

and the zonal (u10) and meridional (v10) components of the surface wind were used. The climate is 

usually described as mean weather conditions over a period of 30 years (IPCC 2022). Accordingly, a 

period of 30 years was chosen to reflect the climate conditions (now and also for the future time 

periods). However, since chlorophyll A data was only available from 1998 onwards (see 3.3. 

Chlorophyll A), this study has taken a period of 25 years: 1998-2022. The original ERA5 data had a 

spatial resolution of 0.25° and an hourly temporal resolution. Since the LCP model is validated against 

the Arctic tern tracking data with low spatial accuracy, ~185km (Phillips et al. 2004), and daily 

temporal resolution, the ERA5 wind data was regridded bilinearly into a 1° × 1° spatial resolution and 

a daily temporal resolution using Climate Data Operator (Schulzweida 2021). After that the area of 

interest, the Atlantic Ocean (80°W – 20°E and 80°S -80°N), was selected. 

3.3. Chlorophyll A 

As discussed previously in the introduction, Arctic terns from the Svalbard population need both 

favorable wind conditions and food during their migration. They often forage and fish during flight, 

which requires the abundance of fish, shellfish, or other sources of food. Since neither nekton nor 

plankton data was available for both historical and future scenarios, chlorophyll A was used. 
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Chlorophyll A is a good proxy for plankton concentration and can therefore show areas with high 

productivity and food availability (Bellido et al. 2008, Witman et al. 2008, Canion et al. 2013, Druon et 

al. 2019). ESA Climate Change Initiative Ocean Colour v6 (ESACCI-OC, Sathyendranath et al. 2023) 

chlorophyll A was used to estimate the chlorophyll concentration. The original spatial resolution of 

~4km was downscaled to 1° × 1°  to match the wind data. Since the temporal resolution of 8 days had 

significant gaps in the data due to a lack of satellite coverage, the present study chose to use a 

monthly resolution. The monthly resolution of chlorophyll A concentration was mainly used to 

indicate high productivity areas and chlorophyll A concentrations do not fluctuate as much as 

changes in wind since chlorophyll builds up over weeks and shows seasonal cycles (Winn et al. 1995, 

Lavigne et al. 2015). 

3.4. ESMs  

Modelling the Arctic tern migration routes in the future requires both wind data and chlorophyll A 

data. To better compare the current results to the future migration routes it would make sense to use 

the five ESMs that have wind patterns which are most comparable to that of ERA5 as described in 

Skyllas et al. (2023). However, none of those ESMs had chlorophyll A data available for future runs. 

Instead, the ESMs were selected from CMIP6 on data availability. Specifically, suitable ESMs should 

have both chlorophyll A, in at least monthly resolution, and the surface wind components, in at least 

daily resolution, available. Moreover, they should have historical runs to validate the ESMs to the 

present and historical years from ERA5 and ESACCI-OC. Finally, the ESMs should have at least two of 

the following climate scenarios available; SSP119, SSP126, SSP245, SSP585. The Shared 

Socioeconomic Pathways (SSPs) are the standard for climate scenarios and portray different futures 

(Kriegler et al. 2014). These scenarios differ in the extent to which climate change is mitigated. To 

illustrate, SSP119 and SSP126 are high mitigation low greenhouse gas emission scenarios. SSP245 is a 

middle-of-the-road scenario with moderate mitigation and emissions. Lastly, SSP585 is a fossil-fueled 

future with high greenhouse gas emissions (Kriegler et al. 2014). By process of elimination the 

following ESMs were selected: CanESM5 (Swart et al. 2019), GFDL-ESM4 (John et al. 2018), MPI-

ESM1-2-LR (Schupfner et al. 2021), KIOST-ESM (Kim et al. 2019). Of those four only KIOST-ESM did not 

have SSP119 and SSP126 available. For the validation against the actual observed reanalysis data, 

historical runs were used from 1998-2014. To complete the 25-year range, data from SSP245 was 

used for the years 2015-2022, as those were lacking in the historical runs. For all ESMs, the zonal 

(uas) and meridional (vas) surface wind components and the surface chlorophyll A concentration 

(chlos) were used for the standard model variant r1i1p1f1. All data was downloaded at the original 

model resolution before being regridded bilinearly to a 1° × 1° resolution in the same way as the 

ERA5 and ESACCI-OC data. 

3.5. The Least Cost Path (LCP) Model 

The LCP model used in this study is an adapted version of the one used in Skyllas et al. (in 

preparation). Even though the study by Skyllas et al. has not been published yet, the present study is 

based on the LCP model developed in Skyllas et al. (in preparation). The present study adapted the 

LCP model by moving from a seasonal to a daily resolution for wind data and a monthly resolution for 

chlorophyll A data. The least cost path model consists of a grid with a resolution of 1° × 1° and works 

as follows: the grid contains a starting location grid cell and a destination grid cell. To move from one 

grid cell to another has a certain cost. This cost depends on certain variables of the model, and in this 

model specifically on wind support, cross winds, distance, and food availability. There are many 

different paths to reach the destination from the starting grid. The least cost path model calculates 

the cost of each possible path and gives as output the path with the lowest total cost. Four separate 

cost grids are combined, to derive the total cost grid: one for the wind support, one for the 
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crosswinds, one for the chlorophyll, and one for the distance. In addition, a cost correction based on 

grid cell area is applied. Since the 1° × 1° grid cells distort zonally when moving to higher latitudes, 

geoCorrection from the gdistance package in R was applied to correct for this distortion (van Etten 

2017).  

The cost grid for wind consists of two parts: the tailwinds and the crosswinds. The first step is 

combining the zonal (u) and meridional (v) components of the wind into one wind vector (𝑐) field 

with both speed and direction. In order to calculate the wind support and cross wind the angle 

between the wind direction and the ground speed (θ) is taken resulting in Equation 1-6 and Figure 5: 

(1) 𝑤𝑖𝑛𝑑 𝑠𝑝𝑒𝑒𝑑 =  |𝑐|       

 

(2) 𝑤𝑖𝑛𝑑 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 =  𝑐𝑠𝑢𝑝𝑝𝑜𝑟𝑡 = |𝑐| ∙ cos 𝜃  

Positive values for wind support indicate tailwinds, whereas negative values indicate headwinds. 

Since high wind support should have a low cost, the highest possible value of wind support, the 99th 

percentile, is subtracted from all wind support values and then the absolute value is taken (see Eq. 3). 

This way the highest wind support has a cost of 0, whereas low wind support has a high cost. 

(3) 𝑤𝑖𝑛𝑑 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 𝑐𝑜𝑠𝑡 =  |𝑤𝑖𝑛𝑑 𝑠𝑢𝑝𝑝𝑜𝑟𝑡 − 99𝑡ℎ 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑖𝑙𝑒 𝑜𝑓 𝑤𝑖𝑛𝑑 𝑠𝑢𝑝𝑝𝑜𝑟𝑡| 

 

(4)  𝑐𝑟𝑜𝑠𝑠𝑤𝑖𝑛𝑑 =  𝑐𝑐𝑟𝑜𝑠𝑠 = |𝑐| ∙ sin 𝜃 

For the crosswind the absolute value is taken, as it does not matter whether the cross wind is coming 

from left or right. On that account, crosswinds are always a hinderance for the tern and hence should 

have a positive cost.  

(5) 𝑔𝑟𝑜𝑢𝑛𝑑 𝑠𝑝𝑒𝑒𝑑 =  |𝑎⃗| 

(6) 𝑎𝑖𝑟 𝑠𝑝𝑒𝑒𝑑 =  |𝑏⃗⃗| =  √(|𝑎⃗| − 𝑐𝑠𝑢𝑝𝑝𝑜𝑟𝑡)
2

+ 𝑐𝑐𝑟𝑜𝑠𝑠
2

 

 

Figure 3. The groundspeed, windspeed, crosswind, and air speed vectors for a flying bird. Vector 𝑎⃗ is the groundspeed of the 
Arctic tern, the velocity compared to the surface (eq. 5). Vector 𝑐 is the wind vector (eq. 1). The wind vector can be split into a 
support vector 𝑐𝑠𝑢𝑝𝑝𝑜𝑟𝑡 (eq. 2) with the same direction as the ground speed vector, and a crosswind vector 𝑐𝑐𝑟𝑜𝑠𝑠 (eq. 4), 

perpendicular to the ground speed vector. The airspeed vector 𝑏⃗⃗ (eq. 6), the displacement compared to the air due to work 
done by the bird, is calculated from the ground speed and wind support vectors. 
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Chlorophyll A data is heavily skewed, with a lot of grid cells with concentration values close to zero 

and only a few high values. The logarithmic is taken to account for this skewing and to increase the 

contrast between the relatively low chlorophyll concentrations. High chlorophyll concentrations still 

have a high logarithmic value but should have a low cost. Therefore, the cost is opposite to the 

logarithmic values, resulting in high chlorophyll concentrations having a low cost and low chlorophyll 

concentrations having a high cost. The last cost field comes from the distance and is the simplest of 

all cost fields. Since a correction for the spatial distortion of the grid cells is applied later, the initial 

distance cost field is completely uniform. Given that Arctic terns usually migrate over the ocean and 

not over land, grid cells with land masses were made inaccessible in the model preventing the Arctic 

terns from flying over land. Afterwards, all cost fields are normalized so that each cost field has the 

same mean cost per grid cell.  

However, not all the factors of the cost fields are equally important. As explained in the section 

describing the migration strategies earlier, some terns put more weight on short migration distance, 

whereas others put more emphasis on high wind support. To put this difference in behavior of the 

terns into the model all the four cost fields were given a behavioral weight between 0 and 1, where 

the four weights combined should always add up to 1. The overall cost field is then a linear 

combination of these four factors with their respective behavioral weights. For the boreal spring 

migration of the Svalbard population, strong wind support is particularly important (Egevang et al. 

2010, Hensz 2015, Hromádková et al. 2020, Skyllas et al. 2023). Therefore, the best 20 performing 

sets of weights for the boreal spring Svalbard population from Skyllas et al. (in preparation) were used 

in this study. Figure 6 lists the 20 sets of behavioral weights used in this study and illustrates that the 

Svalbard population has a high emphasis on tailwind support as supported by literature (Egevang et 

al. 2010, Hensz 2015, Hromádková et al. 2020, Skyllas et al. 2023). Per departure day 20 migration 

paths are simulated, each path corresponding with one set of the behavioral weights. 

a) Wind support b) distance  c) food availability d) cross winds 

0.9 0.0 0.0 0.1 

0.9 0.0 0.1 0.0 

0.9 0.1 0.0 0.0 
0.8 0.0 0.0 0.2 

0.8 0.2 0.0 0.0 

0.8 0.1 0.1 0.0 

0.8 0.1 0.0 0.1 

0.8 0.0 0.1 0.1 
0.7 0.3 0.0 0.0 

0.7 0.1 0.2 0.0 

0.7 0.0 0.1 0.2 

0.6 0.0 0.0 0.4 

0.6 0.4 0.0 0.0 

0.6 0.0 0.2 0.2 
0.6 0.0 0.1 0.3 

0.5 0.4 0.1 0.0 

0.5 0.0 0.3 0.2 

0.5 0.3 0.1 0.1 

0.5 0.0 0.2 0.3 
0.5 0.1 0.2 0.2 

Figure 6. All 20 sets of weights for the four behavioral factors used in this study. The total cost fields used in the LCP model 
are a linear combination of the four different behavioral factors (wind support, crosswind, food, distance) with their 
respective weight. These 20 sets were selected on performance in Skyllas et al. (in preparation). Varying all behavioral 
factors between 0 and 1 with steps of 0.1, gives a total of 195 unique combinations that have a sum of 1. In Skyllas et al. (in 
preparation) all 195 combinations were tested with seasonal mean data. The 20 sets with the lowest RMSE compared to the 
mean tracking data were selected. 
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3.6. Experiments 

The LCP model was used for two sets of simulations. First, a sensitivity experiment exploring inter-

individual variability, while randomizing various aspects of the migration was done. Model 

simulations were done with historical reanalysis data (ERA5 & ESACCI-OC), while randomizing certain 

aspects such as: starting location, departure day, and flight scheme. For the starting locations, 

locations were randomly drawn from a box in the Southern Atlantic Ocean with the coordinates 

between 60°W and 20°E, and 60°S and 80°S (see Figure 7). To illustrate the importance of the 

departure day, the departure day was uniformly randomized in the month of March of the respective 

year. 

 

Figure 7. The red box (60°W - 20°E, 60°S - 80°S) highlights the area of possible starting locations during the starting location 
sensitivity experiment. The starting location was uniformly randomized: each point in the red box is equally likely to be the 
starting location. 

The LCP model does not use the speed of the birds and therefore cannot exactly predict the birds’ 

respective location on the migration path over time. To estimate the migration speed and hence the 

combination of location and time, the mean migration speed from tracking data (Fijn et al. 2013) was 

used in the main LCP model. However, this flight scheme of migrating about 400 kilometers per day is 

a very rough depiction of how the tern migrates. Some days the tern might fly 700 kilometers, 

whereas on other days the distance may be a mere 100 kilometers. To investigate the impact of a 

more realistic flight scheme, the migration speed per day was uniformly randomized per day between 

100 and 700 kilometers until the destination was reached. 

The second experiment explored how wind and chlorophyll patterns change in the future and the 

impact of this change on the migration route. In this experiment the LCP model was run with a fixed 

starting location based on the tracking data (23°W, 73°S) and a fixed flight scheme. Furthermore, the 

departure days were limited to five different departure days that were evenly spaced from the end of 

March until the end of April, which coincides with the departure date range in the tracking data. 

These aspects were fixed to limit the number of variables so that the influence of future changes 

could be explored more easily. However, as different periods in boreal spring have different wind and 

chlorophyll conditions, a limited selection of five starting days throughout spring was necessary to 

explore seasonal trends. The selected departure days were based on a previous study from Egevang 

et al. (2010), which found a departure window of April 12th – April 19th , and similar work from 

Hromádková et al. (2020), who found a departure window of March 31st – April 16th. The destination 

in this experiment was always the southern point of Svalbard: (15°E, 75°N).  
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The simulations were done for three time periods: historical from 1998 until 2022, a 30-year period 

ranging from 2036 until 2065, and a 30-year period at the end of the century from 2071 until 2100. 

For all periods the four selected ESMs were run with their available climate scenarios for the future: 

SSP119. SSP126, SSP245, SSP585. Each run had the aforementioned five starting days and 20 sets of 

behavioral weights, accounting for 100 migration paths per year per ESM (see Figure 8). In total there 

were 96500 migrations paths in this experiment. 

 

 

Figure 8. Overview of the model runs of the second set of simulations in this study. The second set of simulations consists of 
runs with historical data and runs with projected data in the future. In the historical part, top of the figure, the LCP model 
was run for reanalysis data and four ESMs. The runs were from 1998-2022. Every year had five different departure days 
evenly spaced between the end of March and the end of April. For every departure day the LCP model was run with the 
behavioral weights from Figure 6. The total amount of different migration routes per part of the simulations can be seen in 
the grey boxed on the right side. For the future simulations, the four ESMs were run for two time periods: 2036-2065 and 
2071-2100. All available climate scenarios (SSP119, SSP126, SSP245, SSP585) available per ESM were used. For KIOST only 
SSP245 and SSP585 were available. Every year consisted of the same five departure days and the 20 behavioral weights, 
resulting in the total number of migration routes in the grey boxes. 

Since wind pattern changes might be subtle, a good metric is needed to measure changes in future 

climate scenarios. The present study uses the northern bending point and the width of the S-shape 

(see Figure 4) as metrics. The northern bending point is defined as the latitude of the most westward 

point in the northern hemisphere. In cases where there is no singular point, but a most westward line 

of points, the most southerly latitude of the line was taken. The width of the S-shape is defined as the 

longitudinal difference between the most westward point in the northern hemisphere and the most 

eastward point in the southern hemisphere. These metrics were chosen because they can be linked 

to changes in strength of the wind pattern and the expansion of the Hadley cell. For example, if 

windspeeds of the southern westerlies and the trade winds decrease, the Arctic tern experiences less 

wind support. The longer path following these winds becomes less energy efficient and as a result 

historical

ERA5 + 
ESACCI

25 years 2500 paths

CanESM5 25 years 2500 paths

GFDL 25 years 2500 paths

MPI 25 years 2500 paths

KIOST 25 years 2500 paths

future

CanESM5

2036-2065 4 scenarios 30 years 12000 paths

2071-2100 4 scenarios 30 years 12000 paths

GFDL

2036-2065 4 scenarios 30 years 12000 paths

2071-2100 4 scenarios 30 years 12000 paths

MPI

2036-2065 4 scenarios 30 years 12000 paths

2071-2100 4 scenarios 30 years 12000 paths

KIOST

2036-2065 2 scenarios 30 years 6000 paths

2071-2100 2 scenarios 30 years 6000 paths
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some terns will opt for a shorter (and straighter) path. This would decrease the width of the S-shape. 

In the same way, the northern bending point can be linked to the expansion of the Hadley cell. If the 

Hadley cell expands poleward, the Arctic terns will experience trade winds until higher latitudes. The 

point at which they change direction and make use of the tailwind from the westerlies, the northern 

bending point, will thus also shift poleward. 

4. Results 

4.1. Sensitivity  

In order to explore the impact of the different components and future changes on the migration 

paths, the model and its sensitivity should first be examined. Compared to Skyllas et al. (in 

preparation) this study moved to a daily resolution for wind and monthly for chlorophyll. This allows 

for the present study to investigate the sensitivity and impact of multiple aspects of the migration 

that are not possible when seasonal means are used. Figure 9 shows the impact of different starting 

locations (upper left), different departure days (upper right), different flight schemes (lower left), and 

all of these combined (lower right). For the starting locations, locations were randomly drawn from a 

box in the Southern Atlantic Ocean with the coordinates between 60°W and 20°E, and 60°S and 80°S 

(see Figure 7). Randomizing the starting location gave three possible paths:  

A) a relatively straight line along the coast of Africa and Europe 

B) following a path along the coast of South America before crossing the Atlantic Ocean towards 

Svalbard 

C) the “normal” S-shape following the wind pattern.  

The results of this first experiment demonstrate that the first option mainly occurred with starting 

locations on the eastside of the defined box. The second option was mainly observed for starting 

locations on the far westside of the box. Finally, the majority of terns starting in the middle of the box 

followed the S-shape. 

To illustrate the importance of the departure day, the departure day was uniformly randomized in the 

month of March of the respective year, with each day in March equally likely to be the starting day. 

The departure day gives a broad band of S-shapes, indicating that the departure day is a key factor in 

the migration path and determining the shape of the path (see Figure 9b).  

To investigate the impact of a more realistic flight scheme, the migration speed per day was uniformly 

randomized per day between 100 and 700 kilometers (see Figure 9c). The different flight schemes do 

not seem to be very important in the model, as they give the same S-shape flight paths as with 

randomizing the departure day, but with less variance. 
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Figure 9. Migration paths for the year 2022. Per panel different sources for variability in the migration route were 
randomized. 9a: Randomized starting locations: starting locations were randomized according to figure 7. 9b: randomized 
departure days: starting days were uniformly randomized between March 1st and March 30th . 9c: randomized flight 
schemes: per simulation, the migration speed was randomized per day between 100km and 700km until the destination was 
reached. 9d: randomized starting locations, departure days, and flight schemes. 

Combining the starting location, departure day, and flight schemes gives rise to a lot of variability 

between the three types of paths and also per type of path. Together these types can accommodate 

for differences in behavior between individual birds and populations. The standard deviation per 

sensitivity experiment gives a good indication which of the three aforementioned aspects of the 

migration is the most important for the Arctic tern. The higher the standard deviation, the more the 

migration routes differ when altering the respective aspect (e.g. starting location). The departure day 

had a mean standard deviation of 7.19° of longitude, whereas the different flight schemes had a 

mean standard deviation of 3.83° of longitude. The resulting paths are more sensitive to the starting 

date than to the flight scheme. The starting location had a mean standard deviation of 9.57° of 

longitude. This high standard deviation is partly imposed by the high variability in starting locations. 

Nevertheless, this indicates that starting location is a major factor for the Arctic tern, which is not 

surprising given that the total migration distance can change significantly with the starting location. 

Finally, the starting location, departure day, and flight scheme together had a mean standard 

deviation of 11.47° of longitude. This is comparable to the mean standard deviation of the tracking 

data (see Figure 4), which has a mean standard deviation of 10.58°, indicating that the starting 

location, departure day, and flight scheme together have a variability similar to that of individual 

Arctic tern behavior. 
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4.2. The present 

The starting location, departure day, and flight scheme together cause a huge amount of variability in 

the tracks. In order to keep the number of changing variables to a minimum, this variability was 

limited to better explore present day trends and the impact of future changes. Therefore, the starting 

location and flight scheme were fixed, and the departure day was limited to five different days. 

Nevertheless, the daily, interannual, and decadal variability, and the behavior of the Arctic terns 

together, still allow paths across the entire Atlantic Ocean to occur (see Figure 10a). 

  

Figure 10. The left panel shows a heatmap of the modeled Arctic terns for the years 1998-2022 with ERA5 wind data. In total 
there were 2500 tern migration paths modeled. The black line shows the mean position of the Arctic tern tracking data. The 
variability here is higher than in figure 9 due to interannual and interdecadal variability. In the right panel the blue line 
shows the mean longitude per latitude band of 5° of those 2500 migrations. The orange band is a 1 standard deviation band 
from the mean. The black line is again the mean of the Arctic tern tracking data. 

The number of simulations makes plotting all the migration paths and, albeit to a lesser extent, 

heatmaps rather ineffective to analyze the data. The mean migration path and its RMSE compared to  

the tracking data or the migration path from reanalysis data (ERA5 & ESACCI-OC) provides a good 

indication of the performance of the model per ESM. The ERA5 reanalysis data with ESACCI gives the 

lowest RMSE of 8.56° of longitude compared to the tracking data (see Figure 11b). CanESM5 and 

GFDL perform the best of the ESMs with a respective RMSE of 9.56° and 9.79° of longitude compared 

to the tracking data. MPI differs the most from the tracking data with a RMSE of 11.72° of longitude. 

It is important to note that the ESMs are far closer to ERA5 than to the tracking data, with a RMSE of 

only a few degrees of latitude for CanESM5 and GFDL. It is also worth noting that KIOST and MPI 

differ more from ERA5 and the tracking data. This difference can be attributed to their straighter 

path, mainly in the Southern Atlantic Ocean (see Figure 9a). On the other hand, CanESM5 and GFDL 

have an S-shape that is more comparable to that of ERA5. However, all ESMs and ERA5 have a 

significantly straighter path than the tracking data, resulting in a high RMSE.  

 

Mean Longitude with 1 stdev for ERA5 
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The difference in shape between ESMs on the one hand, and the tracking data and, to a lesser extent, 

ERA5 on the other hand, could have multiple reasons. The differences between ERA5 and the ESMs is 

rooted in the difference between the wind and chlorophyll fields (see Figure 11&12). The zonal 

component of the wind in the North Atlantic next to the coast of Canada is stronger in the ESMs than 

in ERA5. However, for the majority of the rest of the North Atlantic Ocean the ERA5 zonal component 

is significantly stronger than the ESMs. This is especially prevalent in CanESM5, MPI and KIOST. This 

trend might play a role in the straighter path that MPI and KIOST have compared to ERA5.   

For the meridional component, the ESMs are weaker northward along the coast of Patagonia, 

whereas in the middle of the Southern Atlantic Ocean between Patagonia and South-Africa the ESMs 

are stronger northward. This aligns with the straighter paths of MPI and KIOST, but not with the 

similar paths that CanESM5 and GFDL have. MPI has the strongest meridional component in the 

central northern part of the Atlantic Ocean, which aligns with having the straightest migration path. 

The other ESMs predominantly have a stronger northern component of the meridional wind vector 

along the coast of Canada. The difference maps of chlorophyll A concentration demonstrate that 

most ESMs have a higher mean concentration in the polar region of the Northern Atlantic (see Figure 

12c). The difference maps also demonstrate that GFDL and CanESM5 in general have slightly higher 

concentrations than ESACCI-OC, whereas MPI has significantly enhanced chlorophyll concentration 

levels. Furthermore, MPI has a relatively high productive region next to the west coast of Africa. This 

could lead certain terns to adjust their path to cross this productive region and benefit from the 

abundance of food in this area. This leads to lower grid cell costs in the LCP model, which makes it 

more likely for the modeled Arctic terns to take a straight path along the coast of Africa. 

Consequently, the mean migration path for MPI would shift eastward and become straighter. The 

former eastward trend is not observed, while the latter is observed with MPI having the straightest, 

defined as the longitudinal difference between the eastern most point in the southern hemisphere 

and the western most point in the northern hemisphere, migration path.  

 

 RMSE compared 
to 
ERA5 
(°longitude) 

RMSE compared 
to 
The tracking data 
(° longitude) 

CanESM5 1.54 9.56 

GFDL 2.44 9.79 

MPI 5.51 11.72 

KIOST 3.02 10.64 

ERA5 0.00 8.56 

Figure 11. 11a: The mean migration path for four different ESMs in color, with the tracking data as black line, and ERA5 as 
black dashed line. 11b: The RMSE of the mean migration path for the four different ESMs and ERA5 compared to ERA5, and 
the tracking data mean migration path. The RMSE is calculated per 5° of latitude, and only up until the northern most point 
of the tracking data (Iceland). 
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Figure 12. Difference maps between the ESMs and ERA5 for the zonal (u10) and meridional (v10) component of the wind in 
12a and 12b. The difference maps between the ESMs and ESACCI-OC for the chlorophyll concentration in 12c. All difference 
maps are for the historical period 1998-2022. 

a) b) c) 
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The differences between the wind and chlorophyll fields of the ESMs and the reanalysis data shed 

some light on the discrepancy between the migration paths of two. Most differences in migration 

path can be explained by the difference in the zonal wind field. For example, MPI and KIOST have a 

straighter and more direct migration path compared to ERA5. The zonal wind difference maps 

highlight that MPI and KIOST have weaker trade winds in the southern hemisphere and weaker 

westerlies in the northern hemisphere compared to ERA5. Therefore, due to lower wind support 

while making an S-shape, the migration path with the least cost for MPI and KIOST is more reliant on 

a shorter migration distance, resulting in a straighter path.  

However, the wind and chlorophyll fields cannot motivate the difference between ESMs and the 

Arctic tern tracking data. Even though the wind conditions that the tracked Arctic terns experienced 

during their migration were most likely different from the wind fields from the ESMs or ERA5, there is 

no way to quantify this since the tracking data only consists of observations of the position of the 

Arctic terns. Furthermore, the difference in migration path between the tracked terns and the ESMs is 

significantly bigger than the difference between the modeled paths from ERA5 and the ESMs. 

Therefore, it is likely that the different atmospheric conditions, which we cannot quantify, are not the 

only cause for the different migration paths between the tracked terns and the modeled ESM paths. A 

possible explanation for this could be that the 20 behavioral weight sets used in the simulations do 

not accurately cover the behavior of the tracked terns. When comparing the selectivity of tailwinds, 

there was a clear difference between very high emphasis on tailwind support and moderate emphasis 

on tailwind support (see Figures 13 & 14). It is noteworthy to recall that behavioral weights with low 

emphasis on tailwind support, tailwind factors < 0.5, were already left out. A very high emphasis on 

tailwind support with tailwind factor ≥ 0.8 gives a more pronounced and more frequent S-shape. In 

contrast, a moderate emphasis on tailwind with tailwind factor ≤ 0.7 has a lower frequency of S-

shaped paths and a higher frequency of straight paths along the coast of Africa or South America. The 

turning point at which the Arctic terns started to take a straight path more frequently is 

approximately at a tailwind factor of 0.7. Only considering paths with high tailwind selectivity leads to 

a smaller RMSE compared to the tracking data in all ESMs. This is especially prevalent in the northern 

hemisphere, where the terns take more advantage of the trade winds and westerlies, resulting in a 

more pronounced curve (see Figure 14). A precise tailwind factor for the tracked Arctic terns cannot 

be estimated since this differs per individual tern. However, based on the findings with high emphasis 

on tailwind support, the tailwind factor for the Svalbard population of Arctic terns can be estimated 

to be between 0.7 and 1.  

 

Figure 13. The migration paths for ERA5 data for the year 1998. The left panel, 13a has all 100 migration paths color-coded 
for the value of the tailwind factor. The middle panel, 13b only has the migration paths with very high wind support factors 
of 0.8 or 0.9. The right panel, 13c only has the migration paths with wind support factors between 0.5 and 0.7. 11b,c show 
that high wind support factors result in S-shaped migration routes. 
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Figure 14. The green line is the mean migration path for only moderate wind support factors (0.5, 0.6, 0.7). The orange line is the mean migration path 
for only very high wind support factors (0.8, 0.9). The black line is the mean migration path from the tracking data. From left to right you have ERA5, 
CanESM5, GFDL, MPI, and KIOST. High wind support factors result in a mean migration route closer to the tracking data compared to moderate wind 
support factors. 

 

 

 

 

 

 

 

 

 

 

In addition to the tailwind selectivity, the departure day could also be an explanation for the 

discrepancy between tracking data and model output based on ESM input. The departure window for 

optimal wind conditions during the migration could be small. The migration paths of five different 

starting days (March 27th/week 1, April 3rd/week 2, April 10th/week 3, April 17th/week 4, April 24th/ 

week 5) were analyzed. No clear optimal departure week was found (see Figure 15). Where week 4 

was often closest to the tracking data in the northern hemisphere, it was often furthest away from 

the tracking data in the southern hemisphere. Week 3 had a similar pattern but vice versa. The 

departure day appears to be relatively important for the migration path, but it is mainly seen in an 

east-west shift of the migration path. It is noteworthy to recall that the used departure days fall 

within the departure window from Egevang et al. (2010) and Hromádková et al. (2020).  

 

 
Figure 15. Top: the mean migration paths per departure day. The departure days are evenly spaced from the end of March 
until the end of April. The first departure day, March 27th, is referred to as week 1, the second departure day, April 3rd  as 
week 2 etc. Bottom: the mean migration paths per departure day, but only paths with high wind selectivity are considered. 
From left to right: ERA5, CanESM5, GFDL, MPI, KIOST. 
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4.3. Future Changes 

4.3.1. Global Pattern Shifts 

The four different SSPs have very different projections of GHG concentrations during the 21st century. 

This difference cannot be recognized in the migration paths, however. In fact, compared to the start 

of the century, there was very little visual change in the migration paths at the end of century in the 

model ensemble (see Figure 16). A trend in the migration paths ranging from relatively low to high 

emission scenarios is not clearly present. The only minimal change occurs in the southern 

hemisphere. Due to increased zonal wind components of the westerlies, the migration path shifts a 

few degrees eastward until the first change of direction at approximately 30-40°S. In the northern 

hemisphere no significant differences were found between mean migration paths at the start and end 

of the century. 

  

Figure 16. The mean migration paths at the end of the century for four different SSPs in CanESM5 (left) and MPI (right). Only 
minimal changes between SSP scenarios are observed. 

4.3.2. Northern Bending Point 

The Arctic terns benefit from a strong tailwind provided by the dominant trade winds that carry them 

from the west coast of the lower part of Africa towards the coast of North America. How long they 

can benefit from these strong tailwinds depends on the extend of the Hadley cell. If the Hadley cell 

expands poleward, the Arctic terns could benefit longer from the trade winds before changing 

direction. Accordingly, the northern bending point in the migration path would shift poleward. This 

trend of the northern bending point shifting poleward was not observed (see Figure 17). The change 

in northern bending point differs per ESM and per scenario, and no clear trend between ESMs or 

scenarios was found. Furthermore, these results are insignificant since the minimal changes in 

northern bending point are well within the standard deviations. Therefore, the results show no 

poleward shift of the northern bending point and consequently do not give an indication for 

expansion of the Hadley cell.  
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Figure 17. The northern bending point, the latitude of the most westward longitude in the northern hemisphere, for 1998-
2022 (blue), 2036-2065 (red), and 2071-2100 (black). The four different SSPs are in different panels: top left: CanESM5, top 
right: GFDL, bottom left: MPI, bottom right: KIOST. 

4.3.3. S-Shape 

The width of the S-shape of the migration path differs significantly in the model ensemble (see Figure 

18). In GFDL and CanESM5 the terns make use of the relatively strong westerlies in the southern part 

of the Atlantic Ocean, before benefiting from the trade winds in the middle part of the S-shaped 

migration path. Even though the path is longer, the presence of tailwind support leads to a lower 

cumulative migration cost. This results in a “wide” S-shape where the difference between the eastern 

most point and the western most point of the migration is relatively large. In MPI on the other hand, 

the trade winds are significantly less strong. The Arctic tern can benefit less from the winds by 

following a wide S-shape. The lack of tailwind support means that the cumulative migration cost is 

often higher than taking a straight path. Accordingly, the longer S-shaped path is not beneficial in this 

case and the terns are more likely to opt for a straighter path. This process causes a relatively narrow 

S-shape.  

No future change in the width of the S-shaped migration path was found (see Figure 18). The change 

of the width of the S-shape differs per ESM and per scenario, and no clear trend between ESMs or 

scenarios was identified. Furthermore, these results are insignificant since the minimal changes in the 

width of the S-shape are well within the standard deviations. Therefore, the results show no change 

in the width of the S-shaped migration path and consequently do not give an indication for a change 

in strength of the wind pattern.  
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Figure 18. The width of the S-shape, the longitudinal difference between most eastern point in the southern hemisphere and 
the most western point in the northern hemisphere, for 1998-2022 (blue), 2036-2065 (red), and 2071-2100 (black). The four 
different SSPs are in different panels: top left: CanESM5, top right: GFDL, bottom left: MPI, bottom right: KIOST. 

However, the wind fields of the  ESM ensemble do project changes in windspeeds at the end of the 

century. Figure 19 shows the zonal mean of projected changes in windspeed at the end of the century 

compared to the start of the century for the ESM ensemble. What stands out in figure 19 is the 

increase in strength of the zonal component of westerly winds between 50°S-80°S. At the same time, 

the meridional component decreases in strength. Furthermore, in the northern hemisphere the zonal 

component in both the trade winds, between 0°N-20°N, and the westerlies, between 30°N-50°N,  

decrease in strength. This illustrates that, even though only minimal and insignificant changes were 

found in the migration path, the wind patterns are projected to change. 

 

 

 

 

 

 

 

 

Figure 19. The zonal mean of projected changes in windspeed per 5° latitude bins in the period March to May. The colored 
lines are the mean projected change of the ESM ensemble. The shaded area is the standard deviation of the ESM ensemble. 
On the left in blue is the projected change of the zonal wind component. Positive values indicate a more eastward zonal 
component. On the right in red is the projected change of the meridional wind component. Positive values indicate a more 
northward meridional component. 
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5. Discussion 

Based on a large number of location data and LCP model simulations, the present study has 

attempted to investigate the influence of wind patterns on the boreal spring migration route of Arctic 

terns to Svalbard. As mentioned in the introduction, there are a number of factors that influence the 

migration route of Arctic terns. Tailwinds are key in the migration of Arctic terns, but when and where 

the terns can benefit from tailwind depends on starting location, departure day, flight scheme, and 

behavior. When all these factors are accounted for, three main migration routes were found for the 

modeled Arctic terns (Hensz 2015, Hromádková et al. 2020). The first route is straight alongside the 

east coast of South America before crossing the Atlantic Ocean, minimizing the distance in the 

southern hemisphere and using the tail- and crosswinds to drift to the other side of the Atlantic in the 

northern hemisphere. The second route goes straight alongside the west coast of Africa and Europe, 

minimizing the migration distance while also benefitting from upwelling areas along the coast of 

Africa. This route is similar to the Arctic tern population that nests in the North Sea area. The final 

and dominant S-shaped route follows the wind pattern entirely. The latter route is characterized by 

first relying on the westerlies to drift to the west coast of Africa, then changing direction on the flow 

of the trade winds while drifting towards North America, and finally changing direction again and 

making use of the westerlies in the northern hemisphere. The Arctic terns experience tailwinds 

throughout the entirety of this route.  

While validating the LCP model with a daily wind resolution against the tracking data, it became 

apparent that not all of the 20 sets of behavioral factors could produce migration routes similar to the 

tracking data. This finding is in contrast with previous studies that modelled the migration route using 

a seasonal resolution, such as in Skyllas et al. (in preparation). When going from a seasonal mean 

wind field to daily wind fields, Arctic terns need to adapt more due to more variable and 

unpredictable conditions. In the seasonal mean the westerlies and trade winds are very clear and 

pronounced, as the used wind field is the average over the season. In reality however, mainly the 

westerlies are not present every day. To compensate for this, the modelled Arctic terns from the 

present study have demonstrated that a behavioral change with a higher emphasis on tailwind 

selectivity is necessary to produce the observed tracking paths. In conclusion, the intrinsic value of 

the tailwind selectivity factor is higher when shifting from a seasonal to daily resolution. 

The importance of the departure window has been emphasized in numerous studies (Chapman et al. 

2011, Hensz 2015, Hedenström and Akesson 2016, Hromádková et al. 2020, Skyllas et al. 2023). 

Though the departure day was relevant for the migration path in the LCP model of the present study, 

a clear optimal departure window was not observed. This could potentially be attributed to ESMs not 

having an accurate representation of seasonal changes in wind patterns in their models. Another 

explanation could be the way in which the daily resolution was incorporated in the LCP model. The 

migration speed of the terns was fixed in the model, thus not giving the modelled terns the chance to 

adapt to major changes in atmospheric conditions (Hedenström and Akesson 2016). In the case of 

extremely favorable atmospheric conditions the terns could not speed up and fly a longer distance 

per day. Reversely, the terns could not rest or refuel during poor atmospheric conditions waiting for 

better conditions before resuming their migration. A final explanation for the lack of a clear departure 

window could be that the total cost of the migration was not analyzed. A clear departure window 

could potentially arise when comparing the total energetic cost of the migration per departure day.  

While looking at the performance of individual ESMs from the ensemble, CanESM5 and GFDL were 

best suited to simulate the Arctic tern migration path for historical data. MPI and KIOST were less 

suited for this purpose as they had difficulty simulating a wide enough S-shape frequently, resulting in 



28 

a migration path significantly straighter than the tracking data. This can mainly be attributed to 

weaker trade winds in the tropical regions compared to other models.  

After validating and fine-tuning the model for ESM data, the future scenarios were analyzed. This 

proved to be a challenging task as changes were small between scenarios and time periods. This was 

especially prevalent for the difference between scenarios, which turned out to be unexpectedly 

small. The uncertainty in the migration path can mainly be attributed to differences in ESMs, 

departure days and Arctic tern behavior. This illustrates that the representation of the climate system 

still varies a lot between ESMs and that the changes in wind pattern and the uncertainty of the future 

climate are less important than the differences between ESMs. This is in line with previous findings 

from Bichet et al. (2012), who argue that future wind pattern changes are small, and Smith et al. 

(2020), who argue that ESMs do not properly represent the predictability of the North Atlantic 

climate. 

No clear poleward shift of the northern bending point and, consequently, no indication for expansion 

of the Hadley cell was found. Furthermore, no future change in the width of the S-shaped migration 

path was observed. The present study has identified that the future trends in the migration path 

changes are not significant due to a high standard deviation. Accordingly, the results of this study fall 

outside of the confidence interval. These results are in line with previous findings from Bichet et al. 

(2012), who demonstrated that the simulated impact on global wind patterns over oceans are small 

and not always significant.  

Finally, the LCP model of the present study has indicated that the changes in the wind patterns have 

no straightforward impact on the migration route of Arctic terns. The LCP model has demonstrated 

that the wind pattern changes were small, and the predominant migration path is close to the same. 

This finding is consistent with that of Skyllas et al. (in preparation) and Morten et al. (2023). However, 

the total cost of the migration was not addressed, as it is not (yet) incorporated in the LCP model. The 

LCP model only simulates the path with the lowest cost for the given circumstances. Over time the 

path with the lowest cost might not change, but the circumstances and therefore the total cost for 

migration could. Keeping the same migration path might cost more (or less) energy in the future, as 

more compensation or drifting is needed for the optimal path. Another possible scenario could be a 

change of destination. Not only the conditions for migration are changing, but also nesting 

conditions, such as snow cover, precipitation, and abundance of food at the destination are changing. 

The changing conditions at the destination together with a higher or lower cost for migration could 

lead to a change of destination, departure time and migration route. Finally, the Arctic terns might 

evolve and adapt to changing conditions, which also could influence their migration route. 

In conclusion, if assumed that the destination and behavior of the Arctic terns do not change, the 

migration route of Arctic terns will stay the same, outside of minimal changes. 

5.1. Limitations 

This study used an ensemble of only four ESMs due to limited data availability. If more ESMs would 

have both daily wind data and monthly chlorophyll data available for SSP scenarios, a more diverse 

ESM ensemble could have been used. Moreover, this would allow for ESM selection based on 

performance in accordance with Skyllas et al. (2023). The ESM models are an immensely complex 

representation of our climate system, and therefore come with a variety of uncertainties. Together 

with the limited understanding of certain processes, most notably the future development of wind 

patterns and chlorophyll A as a proxy for food availability, this can lead to significant differences and 

uncertainties between models, as highlighted by Smith et al. (2020). Furthermore, the geolocators 
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come with an uncertainty of ~185 km. Therefore, the model could not perform on a higher resolution 

and had to be run on the coarse resolution of  1°x 1°, needing the wind and chlorophyll data to be 

scaled to a coarser grid.  

The resolution of ESMs can significantly impact their performance. To resolve mesoscale eddies and 

Rossby waves, ESMs require a high resolution. Due to the coarse resolution of the Arctic tern tracking 

data, the ESMs could not be validated at high resolution. The ESMs used in this study therefore had a 

low resolution and were limited in resolving eddies and Rossby waves accurately and instead had to 

use parametrizations that do not represent all the dynamics of eddies. As eddies are projected to shift 

poleward with climate change, this could lead to major changes in wind patterns. Especially in the mid-

latitudes, the representation of eddies in ESMs could have a strong impact on the resulting wind 

patterns. 

Another limitation of the longitude latitude grid with resolution 1°x 1°, is the zonal distortion that 

occurs when moving poleward. The present study tried to limit the impact of this spatial grid cell 

distortion on the simulations by applying a correction factor from the gdistance package in R (van 

Etten 2017). However, this correction is not perfect and could lead to erroneous results at high 

latitudes. Moving from a rectangular latitude longitude grid to a hexagonal grid would solve this issue 

and is therefore a recommended improvement of the LCP model. 

The incorporation of food availability could also be a limitation to the LCP model. Firstly, a monthly 

resolution of chlorophyll A was used due to lack of satellite coverage for shorter time periods. 

However, coarse temporal resolution of chlorophyll A compared to wind could influence the results. 

Secondly, chlorophyll A is a proxy for phytoplankton concentration and mainly acts as an indication of 

productive marine areas. Using other, more direct, indicators of food availability for Arctic terns, such 

as Net Primary Production or nekton data, could improve accuracy of food availability for Arctic terns. 

In this study chlorophyll A was used, as it was readily available for current and future projections over 

the entire Atlantic area. 

Ringing Arctic terns with geolocators is a difficult and time-consuming task. Accordingly, there is only 

a small number of ringed Arctic terns that provide data about their migration tracks. The model was 

validated against this Arctic tern tracking data, but the low sample size of the tracking data could lead 

to biases. The geolocators could only log the location until Iceland due to the nature of the 

geolocators with the diurnal cycle. The validation of the migration routes to Svalbard of the model 

could thus only be validated until Iceland, potentially paving the way for further biases. 

Lastly, the LCP model itself combines multiple factors of variability: interannual variability, decadal 

variability, different departure days, and behavioral weights. Each have their own uncertainty and 

combining them in the LCP model leads to a cascade of uncertainty. This resulted in high variability 

demonstrated by the standard deviations.  

5.2. Outlook 

This study has focused mainly on the near surface level wind patterns with a 2D-model. However, 

migrating birds fly in a three-dimensional space. Upgrading the model to 3D could give more insight 

into migration altitudes and would allow for more complex wind patterns to influence the migration. 

Different wind speed and direction at different altitude levels might significantly change how accurate 

models can simulate their migration route. For Arctic terns, geolocators are used because they are 

small and light. Existing trackers with altimeters are often too big or heavy for an Arctic tern to carry. 

Tracking studies with other birds already exist and demonstrate different migration altitudes per 

species (Lindström et al. 2021, Sjöberg et al. 2021). If GPS trackers become available for Arctic terns, 
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this could give a compelling insight into their migration altitudes as observations indicate that they 

can migrate at altitudes between tens of meters above the surface until 5 kilometers above the 

surface (Alerstam et al. 2007). For the LCP model in the current form, adding the vertical dimension 

and improving the resolution of the tracking data would not be computationally efficient. The search 

of appropriate values for the behavioral parameters is now done with brute force. The increase in 

amount of grid cells would make this process time consuming and computationally inefficient. 

Instead, future studies could use a machine learning approach to train the model with existing data to 

find the optimal (range for) behavioral parameter values. 
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