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Abstract

This thesis aims to explore the potential of Socially Assistive Robots (SARs) for mental

health support of young adults with emotional complaints by initiating a value-oriented

design process. In line with the AI4SG-VSD framework, this research provides an anal-

ysis of the context. This includes, first, framing the societal challenge related to young

adults’ mental health, related tools and practices, and considerations on SARs; second,

by discussing perspectives and needs of selected groups of stakeholders, psychology and

Human-Robot Interaction professionals, obtained through qualitative interviews; it fur-

ther presents a conceptual investigation of selected values relevant to the field, such as

autonomy and legitimacy. The insights gathered through the context analysis and value

investigation are used to identify potential applications and design recommendations, with

the goal of providing direction for further research. The potential applications identified

include therapy support, positioning SARs as an entry point to mental health services, and

prevention. Recommendations for design and design practices include interdisciplinary

and intercultural collaboration, and a focus on the integration of technology in current

practices. Future research recommendations include the investigation of the design for

the applications identified and the exploration of SARs personalisation strategies.
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1 Introduction

Mental healthcare resources are currently insufficient in meeting the requirements of peo-

ple in need of such assistance [1, 2, 3, 4, 5]. Staff shortages, high costs, and uneven

territorial distribution are some of the factors contributing to the gap between demand

and adequate supply [1].

Technology-mediated interventions offer a possible solution to mitigate this issue by reach-

ing under-served populations, reducing costs, and improving accessibility to support [1].

Mobile interventions such as chatbots and smartphone applications have shown beneficial

effects on users [6], however, they are subjected to poor adoption rates in private and

clinical environments [7, 8]. This could be affected by inadequate integration with users’

routines [8] or the scarce engagement of these interventions [9, 10].

Embodied Artificial Intelligence has been gaining attention in research and clinical set-

tings [7] due to its ability to interact socially with patients, building affective relationships

[1]. Robots that are made to support people socially and emotionally are known as "so-

cially assistive robotics" or SARs. SARs are designed to interact with people in a way

that is considerate of their needs and emotions, in contrast to conventional industrial

robots. They are employed in contexts related to healthcare, education, and therapy.

SARs exist at the intersection between assistive robotics and socially interactive robots:

the former comprehends mechanical artifacts designed to assist in a wide range of tasks,

such as lifting, transporting, or crafting; the latter defines robots that are able to interact

with people through speech or body language [1, 2, 11].

SARs research in therapeutic and well-being contexts has mostly focused on two target

populations: the elderly and children with Autism Spectrum Disorder. The evidence for

social robot-assisted health, well-being, and psychosocial interventions is still in its early

stages, mostly limited to the two main target groups [12, 13].

The potential use of SARs in assisting the mental well-being of the young adult popula-

tion is still open for investigation [12, 13, 14], with only a few studies on the topic [15, 16].

Exploring innovative care delivery methods, such as SARs, to better support this demo-

graphic is a pressing matter: 62% of individuals suffering from mental disorders present

symptoms before age 25 [17], with only one-third of those affected accessing mental health

services [18, 19, 20, 21]. The onset of issues at a young age can have detrimental long-

term effects, influencing education, employment, health, and social outcomes [22, 23, 24].
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Developing SARs interventions for emotional disorders has the potential to help a large

number of people while also addressing a critical public health need. SARs can be utilized

as tools to maintain treatment protocol adherence and keep active between appointments

with a real therapist. Robots may be useful in encouraging participation in self-help pro-

grams and be a source of interaction and engagement [11]. The focus of this research is

directed at young adults with emotional complaints, including both individuals who have

not been formally diagnosed with any mental health disorders and those who have.

Introducing novel technology in a high-stakes field such as healthcare requires careful

ethical examination to ensure its application respects, supports, and promotes human

values. Researchers and organizations have stressed the importance of integrating ethical

frameworks at the design phase due to a lack of guidance and standards for the devel-

opment of these interventions [7, 25, 26, 27]. This research aims to explore the potential

of SARs for young adults’ mental health support through initiating a value-oriented de-

sign approach. Potential applications, recommended features, and research directions are

provided through an empirical and conceptual examination of the context and values to

respect and promote in mental healthcare technology, applying the AI4SG-VSD frame-

work developed by Umbrello and Van de Poel [28]. To the author’s best knowledge, this

study is the first to conduct value-oriented research in the field of mental healthcare SARs,

contributing to the field of Artificial Intelligence (AI) through a Responsible Research and

Innovation [26] approach to the design of an AI-embedded application, focused on posi-

tive, socially acceptable and desirable outcomes.

Mental healthcare practices, supporting technology and potential SARs applications are

investigated through related work research and the analysis of qualitative data collected

through semi-structured interviews with mental health workers and roboticists, following

the AI4SG-VSD framework [28]. These insights provide a contextual understanding of

the mental healthcare and robotics research landscape and identify stakeholders’ perspec-

tives on the application of SARs in mental health support, their anticipated benefits,

and potential challenges. Building upon these insights, the values identified as relevant

in the context of this research are conceptually examined. Subsequently, leveraging the

understanding derived from both the contextual landscape and value analysis, this re-

search identifies potential applications and provides recommendations for future design

and research of SARs in support of young adults with emotional complaints.
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Three of the four research questions are formulated based on the AI4SG-VSD methodol-

ogy’s phases, which are described in section 2.2, namely context analysis, value identifica-

tion, and design requirements. The identification of potential applications is included in

the research questions, despite not being part of the AI4SG-VSD framework [28]. This is

justified by the exploratory, context-driven approach of this research: while design stud-

ies usually begin with an application, the starting point for this research is the context

analysis. This allows for the identification of potential applications which are in line with

stakeholders and societal needs. The absence of a pre-defined application also justifies the

choice of presenting design recommendations instead of requirements, as the insights are

more general and exploratory, aiming to guide future potential research and applications

rather than dictate exact design parameters. It is important to note that the AI4SG-VSD

framework is iterative, and does not have a defined starting point: each phase provides

insights for the following ones, and, through repetition, the practice allows for continuous

improvement [28]. This research presents the first iteration of the aforementioned phases,

which inherently aligns with its exploratory nature.

The research questions are formulated as follows:

1. Context Analysis:

(a) What is the current state of young adults’ mental health? Which tools and

practices are currently used to support it?

(b) What are the challenges, understandings, and considerations of psychology and

Human-Robot Interaction (HRI) professionals with regard to their profession,

the mental health crisis, and the potential of SARs?

2. Value Identification and Conceptualisation: What are the values to promote and

respect in the design of SARs for young adults’ mental health support, and how are

these conceptualised?

3. Potential Applications: In which scenarios can SARs support young adults with

emotional complaints?

4. Design Recommendations: What are design recommendations and insights for fu-

ture research?
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This thesis is structured in the following sections: the Related Work section (2) is com-

prised of two subsections. The first, "Context Analysis - Part One" (2.1) provides back-

ground information about young adults’ mental health, digital tools, and SARs applica-

tions for mental health support, answering research question 1a. The second (2.2) outlines

the AI4SG-VSD framework and defines relevant concepts. The methods section (3) de-

scribes the procedure of the empirical investigation, including the interview process, the

interview structure, and data analysis. Section 4 presents the results of the empirical

research. Section 5 is divided into four parts: "Context Analysis - Part Two" (5.1) pro-

vides a discussion of the results, answering research question 1b. Section 5.2 addresses

the identification of values and their conceptual examination, answering research question

2. The potential applications are outlined in section 5.3, answering question 3. Lastly,

section 5.4 presents design recommendations, answering research question 4.

The motivation behind the division of the context analysis, which addresses research ques-

tion 1a and 1b, in two parts lies in its conceptualisation in the research methodology. The

context analysis, as described in the AI4SG-VSD framework [28], involves the identifi-

cation of societal challenges, the exploration of current technology, and the analysis of

perspectives, needs and values of stakeholders. The former two elements coincide with

performing a literature review and therefore are located in section 2.1. The latter requires

the analysis of the data acquired through the empirical investigation performed in this

research and is therefore found in the discussion section (5.1).
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2 Related Work

2.1 Context Analysis - Part One

2.1.1 Young Adults’ Mental Health

Mental health is a complex and multifaceted concept, understood and approached differ-

ently across various paradigms [29]. It can be defined, according to the World Health

Organization, as "a state of mental well-being that enables people to cope with the

stresses of life, realize their abilities, learn well and work well, and contribute to their

community" [30]. According to the biopsychosocial model, proposed by Engel in 1997

and widely accepted in modern psychiatry, mental health is influenced by complex inter-

actions of biological, psychological, and social factors which can have a cumulative effect

on an individual [31]. Amongst the factors influencing mental health, cognitive and social

skills are considered important, together with emotional regulation skills, flexibility, and

ability to cope with adverse events [32, 33, 34, 35, 36]. In literature, the relationship

between mental health and well-being is not clear [37]. In this paper, the term mental

health is used to refer to psychological well-being and vice-versa.

The most common mental health disorders are emotional disorders, which comprise de-

pressive and anxiety disorders. They are chronic and frequently recurring psychiatric

disorders that cause significant impairment in quality of life, productivity, and interper-

sonal functioning which affect about 25% of the population in Europe [38, 39]. Treatment

for emotional disorders typically includes pharmacotherapy and psychotherapy [40]. Psy-

chotherapy involves a structured, supportive, and collaborative approach that enables in-

dividuals to explore their thoughts, emotions, and behaviors in a safe and non-judgmental

environment [41]. Evidence-based treatments (EBTs) are the gold standard in current

mental health practices, built on a foundation of scientific research and clinical evidence

[42]. The success of these treatments is not merely a matter of application but is deeply

influenced by a variety of factors, such as the quality of the therapeutic relationship, and

patient and therapist’s personal characteristics [43], with the therapeutic relationship be-

ing considered the most influential factor [44].

Adolescence and young adulthood are the stages of life in which most mental disorders

emerge, with up to 74% of documented cases of depression occurring before the age of 24

[19, 16, 45]. Research has suggested that the early onset of anxiety and depression leaves
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more psychosocial scars and poses greater risks for comorbid mental disorders [46, 47].

Prevention and treatment at this stage of life are therefore crucial in determining long-

term outcomes [46, 48, 49]. Mental disorders account for 45% of the global burden of

disease amongst people younger than 25, calculated as the sum of the reduction of life

expectancy and the diminished quality of life [50, 51]. Suicide is the fourth leading cause

of death among 15-29 year-olds [52]. The notion of adolescence and young adulthood is

debated amongst cultures and expert groups [20, 53, 54]. Recent social and economic

forces, especially in Western countries, have extended the path towards independence in

adulthood, posing significant challenges for young adults in modern society [55]. In epi-

demiological studies, young adults are defined between 18 and 35 years old [46].

Despite the significant frequency of mental health problems among young people, the

majority of mental health services have shown to be ineffective in offering healthcare at

this important age, with only one-third of young adults with mental disorders seeking

professional help [18, 19, 20, 21]. The reluctance to seek help is attributed to negative

views on help-seeking behavior, a deficit in mental health literacy, and the stigma and

embarrassment linked to mental health concerns [56]. Those who do seek help face ac-

cessibility barriers such as high costs and long waiting lists [57]. This failure of current

practices to provide support to large segments of the young adults population motivates

the development and investigation of novel ways of delivering care.

2.1.2 Digital Tools

Technological advancements opened new avenues for research and innovation for mental

health support. Digital tools dedicated to mental health and well-being employ different

media and techniques to provide users with support, education, and resources.

Teletherapy refers to employing video conferencing tools to provide remote mental health

services. This has grown in popularity during the COVID-19 pandemic as it allows thera-

pists to reach patients regardless of location. Studies have demonstrated the effectiveness

of online delivered therapy, making it a valid substitute for traditional face-to-face therapy

[58].

Computer-delivered therapy, on the other hand, allows patients to access educational con-

tent, exercises, and other components of therapy through digital platforms. While the

guidance of clinicians has yielded better results, self-help programs have also been found
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to be successful in treating anxiety and depression [59, 60, 61].

Therapy can also be delivered by chatbots or virtual agents. These computer programs

utilize natural language processing and machine learning algorithms to simulate conver-

sation with a human therapist, with the aim of providing mental health support. They

are typically designed to offer evidence-based therapeutic interventions such as cognitive-

behavioral therapy [6] and can provide support for a range of mental health concerns,

including anxiety, depression, and stress [62].

A multitude of smartphone applications have been deployed to assess, treat, and alleviate

mental health conditions [3, 63]. These apps can be used to manage symptoms of mental

illness, improve mood and emotional regulation, reduce stress and anxiety, promote mind-

fulness and relaxation, and connect with mental health professionals or support groups

[64].

Wearable devices can provide insights into patterns or changes in mood, anxiety, or other

mental health-related symptoms by monitoring metrics such as sleep, heart rate, and

physical activity through embedded sensors.[65].

In mental health treatment, Virtual Reality has been employed in a range of applications

and it is showing promising results. It involves computer-generated 3D environments ac-

cessed by users through goggles, creating an immersive sensory experience suitable for

exposure therapy, cognitive behavioural therapy, and other evidence-based treatments.

It creates a safe and controlled environment for patients to interact with simulations of

different kinds, such as anxiety-inducing situations. [66, 67, 68, 69]

From supporting users’ well-being through meditation, monitoring mood, progress, and

therapy adherence [3] to cognitive behavioural therapy chatbots [6], technological inter-

ventions are improving accessibility to care. One of the main issues of many of these tools

is low long-term engagement, possibly influenced by limited social presence [1, 3, 63].

2.1.3 SARs

Socially assistive robots are designed to interact with people socially through verbal, non-

verbal, or affective modalities [3, 70]. Social robots vary greatly in terms of appearance,

social capabilities, levels of autonomy and intelligence, roles, proximity, and temporal

profile [71]. Socially assistive robots are fully programmable, making them suitable to

adopt different roles in various contexts [3]. Their social presence, which is the extent
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to which they are perceived as a social entity, is influenced by their embodiment and

social capabilities. Researchers have found that SARs’ social presence can have a positive

impact on the engagement and motivation of users, potentially making interventions more

effective. [72, 73]

SARs have been researched and deployed to support mental health as companions, play

partners, and coaches [11]. They have been used to provide comfort and reduce stress

in the elderly population [74, 75, 76, 77, 78, 79], young adults [80] and children [81, 82].

Some of these studies showed mixed or negative results [78, 82]. Robots have also been

used for medication reminding [83], exercising coaches [84] and motivators [85].

In the children with autism population, the applications are wide, ranging from building

and improving social and emotional skills [86, 87] such as taking turns [88, 89], commu-

nication [90] and emotion recognition [91]. The hope is that, through exercising different

skills with the aid of robots, these can be applied with human peers [7].

Lastly, robots have been employed to deliver or aid therapy: Jeong et al. deployed a

robotic coach in college dorms to improve students’ well-being [15]. The robot provided

positive psychology exercises and auxiliary activities to build rapport with its users. A

plant robot was designed by Bhat et al. for behavioural activation reminders for young

adults with depression [16].

Reviews [2, 12] discovered methodological weaknesses and limited or mixed evidence of

the positive impact of SAR in mental health interventions. The results are, however,

promising, and the difficulties in conducting strong studies in the field are attributed to

its infancy and a range of barriers; these include characteristics of the social robot, for

instance, the robot’s weight, and technical limitations and issues, such as connection in-

stability and deficiency of speech recognition [13, 2].

The integration of technology in mental healthcare, including the use of SARs, repre-

sents an innovative approach to augmenting traditional treatment and support methods.

SARs hold promise in enhancing accessibility, mitigating stigma, and supplementing ex-

isting therapies [7]. Having mentioned the potential advantages, it is imperative to pivot

our focus to the ethical considerations that emerge: ethical concerns identified in previ-

ous research include potential harms arising from malfunctions, reduced human contact,

emotional deception, privacy, and data security issues [2, 7]. Taking a step further in

ensuring technology’s adequacy entails considering the system in which they would be

9



integrated: the introduction of novel technology can be disruptive, shifting responsibili-

ties, roles, understandings, and expression of values integral to the system [92, 27, 93].

Previous research identified a lack of guidance in development, integration and training,

the potential misuse of the technology to reduce the provision of mental health services,

and the potential impact on care-related values [7]. Previous research deems it crucial

to acknowledge that the development and integration of SARs in mental health care are

influenced by the mutual shaping of society and technology [94]. This means that while

these robots are shaped by societal values, norms, and needs, they, in turn, have the

power to reshape aspects of society, including human values and social interactions. It

is therefore of utmost importance to pay thorough consideration to social, cultural, and

ethical aspects in the design and implementation of robots.

2.2 AI4SG-VSD

Building on the Value Sensitive Design (VSD) methodology, which aims at integrating

values into the design process, the AI4SG-VSD framework expands VSD to address the

unique challenges posed by AI [28]. VSD is a design approach that accounts for human

values with the goal of integrating them into the design process. It is an iterative process

composed of three types of investigations:

• conceptual, philosophical analysis of values and concepts under investigation;

• empirical, research on understandings, contexts, and experiences of stakeholders;

• technical, analysis or identification of mechanisms and designs to support particular

values. [95]

VSD has been applied to the design of information systems, such as a web browser with

a novel mechanism for cookies and informed consent [96], a screen displaying real-time

outdoor scenes, and a simulation package for the prediction of urban development patterns

[97]. It has more recently been applied to the design of an app targeting people with

dementia [98]. In previous research, the identification of values has been carried out in

a top-down approach, from lists of values redacted by researchers, bottom-up, eliciting

them directly from stakeholders, or using a mixture of both [28]. VSD has received
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criticism due to the lack of a clear normative methodology [27, 99, 100]. In light of this

limitation and as an answer to the ethical issues regarding robotics in care, Wynsberghe

proposed the Care Centered Value Sensitive Design [25], which integrates VSD with ethics

of care. The framework includes analysis of context, practice, actors involved, type of

robot, and manifestation of moral elements: responsibility, competence, reciprocity, and

attentiveness, identified as fundamental values of care.

The AI4SG-VSD framework was applied to elderly care robots by Umbrello and Van de

Poel [27] as an extension of the CCVSD, expanding the value sources to be considered in

the design process to take into account challenges posed by AI:

• AI specific values from the EU HLEG on AI, namely human autonomy, prevention of

harm, fairness, and explicability. These high-order values are translated into design

norms using the AI4SG principles as described by Floridi et al. [101], as shown in

Figure 1. A definition of the values and norms can be found in the following section.

• UN SDG are included to serve as orientation for socially desirable outcomes (Figure

2)

• Context-specific values

The AI4SG-VSD approach is composed of four phases, context analysis, value identi-

fication, design, and prototyping (Figure 3), and is meant to continue throughout the

complete design process.

The AI4SG-VSD framework emphasizes the significance of understanding environments

in which technology is designed and used. The context analysis consists of framing the

societal challenges, addressing existing technology and systems and eliciting perspectives,

values and needs of stakeholders. The second phase is value identification. This phase

concerns the identification and conceptual exploration of a set of values relevant to the

design and the context. Next, design requirements are formulated based on the context

analysis and value identification. The authors suggest translating values into design re-

quirements through a value hierarchy [28]: values are translated to norms, as illustrated in

Figure 1. These norms can then be operationalised through design requirements. Lastly,

the prototyping phase consists of building prototypes for testing based on the design re-

quirements.
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The following section outlines definitions of the norms and values that are integral to this

framework.

Definition of values and norms

Values from the EU HLEG on AI:

• Human Autonomy: the right of a person to make rational decisions and moral

choices, and be allowed to exercise their capacity for self-determination [102].

• Prevention of harm: the obligation not to harm individuals or groups [103].

• Fairness: Fairness is generally interpreted as fair, equitable, and appropriate treat-

ment of persons [102]. In Floridi’s account of the AI4People [103], fairness is under-

stood as using AI to correct past wrongs such as eliminating unfair discrimination;

Ensuring that the use of AI creates benefits that are shared (or at least shareable);

Preventing the creation of new harms, such as the undermining of existing social

structures.

• Explainability: it comprises intelligibility, meaning being able to understand and

explain how a system works, and accountability [103].

AI4SG principles:

• AI4SG#1 Falsifiability and Incremental Deployment: the need for AI sys-

tems to be testable and falsifiable. It advocates for the gradual deployment of AI

technologies, allowing for careful assessment and adjustment based on empirical

evidence at each stage [101].

• AI4SG#2 Safeguards Against Manipulation of Predictors: This principle

focuses on preventing AI systems from being controlled, particularly when it comes

to the data or predictors they employ. It entails putting in place safeguards to verify

the data’s integrity and authenticity, ensuring that AI choices are based on correct

and reliable information [101].

• AI4SG#3 Receiver-Contextualized Intervention: AI interventions should be

adapted to the recipients’ individual situations and needs. This principle advocates

for the development of AI systems that take into account the specific circumstances

and challenges of the target users, resulting in more effective and relevant solutions

[101].
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• AI4SG#4 Receiver-Contextualized Explanation and Transparent Pur-

poses: AI systems should provide clear explanations of their processes and decisions

to their users. Furthermore, the purpose of AI should be transparent, ensuring that

users are fully informed and can trust the system [101].

• AI4SG#5 Privacy Protection and Data Subject Consent: This principle

emphasizes the significance of safeguarding individual privacy in AI systems. It

entails ensuring that personal data is handled responsibly, with the consent of the

individuals to whom the data pertains, and in accordance with privacy legislation

[101].

• AI4SG#6 Situational Fairness: AI systems should be developed and operated

to be fair in a variety of contexts. This entails avoiding biases and ensuring that all

users, regardless of their background or circumstances, are treated fairly [101].

• AI4SG#7 Human-Friendly Semanticisation: AI must allow people to foster

their "semantic capital", which can be defined as content that can empower someone

to give meaning and understand something [101].

Care Values:

• Responsibility: a willingness to respond and take care of need [27].

• Attentiveness: a proclivity to become aware of need. [27]

• Reciprocity: the care-receiver’s capacity to guide the caregiver and the instaura-

tion of a reciprocal interaction [27].

• Competence: the skill of providing good and successful care [27].

Research Justification

The previous sections highlighted the urgency of developing better care for young adults’

mental health, the scope and limitations of current technological tools and the poten-

tial of SARs. The current state of AI and robotics technology presents significant chal-

lenges [13, 2], particularly when engaging with vulnerable populations. Young adults’

acceptance of technology-mediated mental health support [104] and rapid technological

advancements, however, indicate research on the possible application of SARs for this

population to be relevant and timely. SARs, thanks to the possibility of varied, natural

interaction modalities, are versatile tools that open new avenues for technology-supported
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mental health research. Given the importance of an empathetic alliance in therapeutic

contexts [40], SARs’ social capabilities may prove to be an effective medium for provid-

ing support to users. Due to the increased severity of consequences of malfunctions or

misjudgments in mental health support, the adequacy of the technology must be ensured

to promote safety and effective integration of robots in mental health care. The AI4SG-

VSD framework offers a suitable methodology for exploring SARs potential in the field,

focusing on integrating stakeholders’ perspectives and values from the design phase. This

research aims to contribute to Responsible research and innovation [26] in the field of

mental health SARs by providing insights into the context, values and practices of stake-

holders, indicating potential applications and features, with the goal of supporting design

practices that respect and promote human values.

Figure 1: Relationship between higher-order values of the EU HLEG on AI and AI4SG norms. Source:
Umbrello and van de Poel [28]
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Figure 2: United Nations Sustainable Development Goals. Source United Nations [105]

Figure 3: AI4SG-VSD design process. 2021 Source: Umbrello and van de Poel [28]
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3 Methods

This research consists of an empirical and conceptual investigation in the field of mental

healthcare robotics for young adults with emotional complaints, following the AI4SG-VSD

design process as described by Umbrello et. al [27]. The framework is applied performing

a context analysis, value identification and investigation, and providing design recom-

mendations. As mentioned in the introduction of this research (1), the identification of

potential applications is not part of the AI4SG-VSD framework. It is, however, one of the

subjects addressed in this thesis. This is supported by the context-driven methodology

of this research, which allows for the discovery of prospective applications based on con-

text and value analysis, instead of being a pre-requisite for design. Furthermore, design

recommendations are a modification of the design requirements phase of the AI4SG-VSD

framework. This choice is in line with the exploratory nature of this research, which does

not allow for defining strict requirements but is instead aimed at suggesting potential

features and avenues for future research.

Following is an outline of the research process:

1. The context analysis was carried out first through related research, presented in 2.1,

then through the analysis of interviews conducted to understand the context, elicit

values and perspectives of two groups of stakeholders: psychology professionals and

robotics researchers.

2. The analysed data is used in three ways: to expand the context analysis of section

2.1; to inform the identification of values in addition to the ones suggested in the

framework [28], as outlined in section 2.2; to inform their conceptualisation. The

values suggested by the AI4SG-VSD framework and included in this research include

autonomy, prevention of harm, fairness, explainability, attentiveness, competence,

responsibility and reciprocity. Definitions for those values can be found in section

2.2.

3. Potential applications and design recommendations are derived from insights from

the context analysis and the conceptualisation of the selected values. Promising

potential applications are selected through combining previous research, insights

from the qualitative data and their potential impact on the values relevant to this

research. Design recommendations are obtained through a translation of values into

norms, as shown in Figure 1, and norms into design recommendations.
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The following sections describe the methodology adopted for the acquisition and

analysis of the qualitative data.

3.1 Data Acquisition and Analysis

3.1.1 The Interview Process

Participants were identified from the researcher’s personal network and through online

outreach. 13 participants were recruited: 5 psychologists, 1 researcher in organizational

psychology, and 7 researchers in Human-Robot interaction. Every HRI researcher holds

a PhD degree or higher and their background ranges from engineering, psychology, and

public health. With reference to the interview transcripts (Appendix ??) and coded

segments (Appendix ??), P1, P2, P3, P8, P9, P10 and P12 are HRI researchers. P4, P5,

P6, P7 and P13 are psychologists, and P11 is a researcher in organizational psychology.

The interviews were conducted in person or via teleconference depending on logistics

and availability. Participants were informed on the nature of the research, the type and

purpose of the data collected, and consent was obtained prior to data collection following

Utrecht University guidelines. The consent form can be found in Appendix A.

3.1.2 The Interview Structure

The interviews aimed to identify practice-specific challenges and to unveil context-specific

understandings of care practices, the mental health crisis, the role of technology, and the

potential of SARs, with the goal of answering research question 1b and gathering in-

sights for the remaining research questions. The interviews were value-oriented and semi-

structured [106]. They were informed by the VSD methodology and included stakeholder-

generated value scenarios [107] elicited by interview questions. Value scenarios are tools

used in VSD research that are used to explore imaginaries and anticipate the impact of

technology on human values, enabling designers to create more ethically informed and

socially responsible technological solutions [107].

Following the interview structure and motivation. The interview questions can be found

in Appendix A.

• Personal background

This topic addresses participants’ motivations and difficulties related to their job.
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Difficulties and limitations participants encounter in their profession are important

aspects to enrich the understanding of the context and unveil either situations where

technology might help or situations that might hinder the design and development

of technology, contributing to answering.

• Mental health support practices

This topic starts with an introduction on the current state of young adults’ mental

health and challenges related to the low accessibility of services. The introduction

sets common ground with regard to the social issues relevant to this research. The

value scenario involves identifying an ideal way to tackle the mental health gap

previously introduced. Its aim is to understand the limitations of current systems

and practices and the shape of a possible solution without boundaries. Identifying

an ideal solution allows for reasoning outside the constraints of the current structure

and points toward potential directions for new avenues. Probing important features

of a carer aims at discovering important factors of care practices and those involved

in them.

• Technology in mental health

Personal attitudes and experiences with technology for mental health are relevant

to this research in two ways: firstly, they unveil personal values with regards to the

object in question, namely technology; secondly, they might yield insights on the

integration process of these technologies, both from an individual perspective and

a professional, systemic one.

• SARs in mental health

This topic tackles directly some of the research questions’ topics, investigating po-

tential applications, design requirements and recommendations; questions regarding

risks, benefits and considerations aim to unveil the values and opinions of partici-

pants.

This topic includes a value scenario that uses the element of pervasiveness to lead

the imagination of participants possibly beyond what is already discussed, invit-

ing reflections on long-term implications of the potential application of SARs, on

consequences, and on values in a fictive but concrete way.
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3.1.3 Data Analysis

A coding manual was generated from reviewing part of the data, consisting of 5 interview

transcripts, and the domain conceptualisation which informed the interview structure,

as described by Friedman et al. [106]. 10 main themes were defined, each containing

subcategories emerged during the coding process or pre-defined during the earlier stages

of this research, namely the EU HLEG values: autonomy, fairness, explainability, and

prevention of harm; and the CCSVD values: reciprocity, responsibility, competence, and

attentiveness. The coding manual can be found in Appendix B. Table 1 presents, for each

code and subcode, the number of participants who addressed that topic, "P", with the

maximum amount corresponding to the number of participants, 13, and the percentage

of occurrence of the topic relative to the total amount of coded segments "R", with the

total amount being 454. The percentages were calculated with precision to one decimal

place, employing a rounding methodology where figures were rounded down for values up

to .05 and rounded up for values of .05 and above.

Name P R

1. Challenges in Research and Practice for HRI professionals 7 4.4%

1.1 Collaboration 4 1.5%

1.2 Systemic Issues 4 1.5%

1.3 Inconsistencies 1 1.3%

2. Challenges in Research and Practice for psychology professionals 6 3.1%

2.1 Difficulties of Therapy 5 1.8%

2.2 Institutionalisation and Funding 3 1.3%

3. Challenges of Applying SARs in Mental Health Support 13 14.9%

3.1 Feasible Integration 9 3.7%

3.2 Social Consequences 7 2.2%

3.3 Dependence 8 2%

3.4 Limited Human Connection 4 1.8%

3.5 Regulation and Safety 7 1.8%

3.6 Misinterpretations 7 1.5%

3.7 Technical Limitations 4 1.1%
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Name P R

3.8 Assessment 4 0.9%

4. Scenarios and Roles for SARs in Mental Health Support 13 14.7%

4.1 Therapy Support 9 3.5%

4.2 In-between 7 2.4%

4.3 Therapist, friend, coach 6 2.6%

4.4 Skill-building 6 2%

4.5 Complementary 5 1.8%

4.6 Prevention 3 1.1%

4.7 Data Collection 3 0.7%

4.8 Crisis Intervention 2 0.7%

5. Benefits of SARs in Mental Health Support 13 7.9%

5.1 Accessibility 9 3.1%

5.2 Impact on People 7 3.1%

5.3 Availability 5 1.1%

5.4 Reduction of Provider’s Burden 3 0.7%

6. Features and Design Requirements for SARs in Mental Health 11 12.1%

6.1 Communication 6 2.6%

6.2 Collaboration 5 2%

6.3 Personalisation 5 1.8%

6.4 User Education 6 1.5%

6.5 Appearance 3 1.3%

6.6 Privacy 3 1.1%

6.7 Accessibility 3 0.9%

6.8 Support and Monitoring 4 0.9%

7. Considerations about Technology in Mental Health 10 6.6%

7.1 Role 8 3.3%

7.2 Accessibility 6 2%

7.3 Different Tools work for Different People 5 1.3%

8. Considerations about Mental Health Support Practices 10 8.4%

8.1 Prevention 5 1.5%

8.2 Features of a Helper 6 1.5%

8.3 Therapeutic Relationship 6 1.3%
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Name P R

8.4 Goal 6 1.3%

8.5 A Societal Issue 3 1.1%

8.6 Personalisation 3 0.9%

8.7 Accessibility 3 0.7%

9. EU HLEG Values 13 15.4%

9.1 Autonomy 13 5.5%

9.2 Prevention of Harm 11 4.8%

9.3 Explainability 8 2.6%

9.4 Fairness 6 2.4%

10. Care Values 13 12.3%

10.1 Competence 9 3.5%

10.2 Reciprocity 10 3.3%

10.3 Responsibility 8 2.9%

10.4 Attentiveness 8 2.6%

Table 1: Codes, subcodes and counts. P stands for the number of participants who addressed the topic
(N=13) and R for the percentage relative to the total number of codes (N=454)

A subsection of 30% of the data was coded by a second researcher for determining

intercoder-reliability. The second coder analysed the data autonomously, assigning codes

to arbitrary sections of text based on the coding manual.

As it is often the case in the data of multiple coded sections or overlapping sections with

different codes, no predefined segments were provided. Given the variability of the iden-

tified block of text, agreement was determined where the first and second coder sections

overlapped by any measure The reliability score was computed with two metrics: first

with Holsti’s method [108], which can be applied to situations in which two coders code

different units of the sample [109]. The score, calculated on the subcategory level, was

computed as 68%, using the following formula:

X =
2A

(N1 +N2)

where X is the score, A the number of agreements, N1 the number of decisions made by

the first coder and N2 by the second. At the parent level, the score is 77%. Cohen’s kappa
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was also computed on each of the parent codes to provide a more nuanced evaluation of the

inter-coder reliability which accounts for chance agreement, using the following formula:

k =
P (a)− P (e)

1− P (e)

Where P(a) represents the observed agreement and P(e) the chance agreement, meaning

the probability of the two coders agreeing by chance [110]. The weighted average of those

values was computed to provide a score that reflects the general inter-coder reliability,

with the weights being the count of each code in the data. The weighted average of

Cohen’s kappa across all parent codes is 0.75. This value provides empirical support for

sufficient agreement between the two coders [111].
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4 Results

4.1 Challenges in Research and Practice for HRI professionals

4.1.1 Systemic Issues

Some researchers highlighted the difficulties related to carrying out interdisciplinary re-

search in an academic setting. Because of the interdisciplinary nature of the field, carrying

out good research requires knowledge from fields outside of one’s expertise. Acquiring such

knowledge, keeping up to date with current research, and applying it is time-consuming,

and creates tension with the higher amount of publications necessary to succeed as a

researcher in the field. In applications in the healthcare domain, this poses a bigger

challenge, because of higher standards in designing, testing and deploying technology for

vulnerable populations, which translate into longer timeframes. In contrast, in psychol-

ogy or medicine departments, the amount of publications has a lower significance. There

are different expectations from researchers of different fields, and this is also reflected

in the way projects are funded: shorter projects in HRI/Computer Science (CS), and

longer-term projects in psychology or medicine.

"I’m not sure if that’s really supported by the research community in the way that we need to

publish how fast it is going and you know quickly publishing is one of the prerequisites to get a

Ph.D. it seems whereas if you want to be really good research it takes a lot of time then you

might have a few publications which is important for your career thereafter and I think in other

fields that might be less of a problem for instance in psychology it’s more accepted if you just

have one or two papers I think and I’d say medicine if you have one paper that’s already a very

good job I think" - P2, HRI researcher

"Their [Medicine researchers] projects are really typically done in a very long term, like four to

five years, and that’s very typical for them. Whereas in CS world, people are usually funded,

they’re shorter or more short timeline kind of projects. So it’s just different expectations,

right?" - P1, HRI researcher

One participant explained that there is fear regarding SARs in mental health which trans-

lates in difficulties in carrying out research.

"I think I will just say that one of the things we’re up against, and I’ve seen this in reviewers

for grants I’ve written and stuff is there is a there is a unfounded fear of robots in mental health
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[...] I find it really ironic that I can submit like a proposal about a virtual reality environment

that does this that and the other and the teen uses it by themselves and it helps them you know

work on emotional regulation or whatever and I won’t get a single comment that’s like could

that be dangerous, is it unhealthy [...] every single robot grant I’ve submitted there’s been a like

but what if the team becomes too attached to the robot, couldn’t robots be unhealthy for teens,

wouldn’t this increase their addiction to technology. It’s so strange to me, something about

robots like triggers an alert system.." - P10, HRI researcher

4.1.2 Collaboration

Some participants indicated interdisciplinary collaboration as one of the difficulties to face

in the profession. Human-Robot interaction is a highly interdisciplinary field. Projects in-

volve the collaborations between engineers, philosophers, social scientists and other actors

involved, for example healthcare providers. The difficulty arises from different ways of

thinking, articulating and understanding of professionals from different fields, which gen-

erates friction in establishing common knowledge and understanding of priorities, tasks,

and methodologies. Ownership was mentioned as a factor hindering collaboration between

researchers of different groups.

"Everybody speaks a different language. - P8"

"It’s challenging to find participants willing to help, to find venues to collect data, for example,

in schools or hospitals, because it’s not their primary goal, right? They have a set of goals and

stuff they do on a daily basis. And then it seems like you’re intruding, and they have to make

room for you. So that’s very difficult." - P9, HRI researcher

"...how can I say that this work is really mine how can I defend it in my thesis and how can I

claim I am the expert when I actually collaborate with someone else." - P3, HRI researcher

4.1.3 Inconsistencies

One participant identified inconsistencies in the HRI field. First, they explained how the

social aspect of HRI and the technical, experimental approach are bundled together when

their objectives and approaches are very different. Secondly, they challenged the idea

that humanoid robots are the right tool and the trend that robots need to be human-like:
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they believe that pushing towards human-like robots will feed the fear of SARs, hindering

current research which is not following that line.

"I think there’s a huge unfounded bias that robots are to replace or to be human like." - P10,

HRI researcher

4.2 Challenges in Research and Practice for Mental Health Pro-

fessionals

4.2.1 Difficulties of Therapy

A few participants described difficulties inherent to therapy itself. Some participants

pointed out the difficulty in balancing the family’s wishes and the patient’s wishes in

therapy settings. Self-diagnosis was also indicated as an obstacle, narrowing the views of

the patient, of the family and posing a barrier to the therapist’s intervention. Another

issue raised by a few participants is the difficulty of assessing whether an intervention

works.

"Minors, so people under 18, children, adolescents. Difficulties, limitations is that you’re not

just providing support to the client but there’s a big factor which is their family, their parents.

They live with their family, they live with their parents. So if there’s difficulty from them, then

my support is limited for the client. " - P7, psychologist

"I think now it’s like with all the evidence based treatments, it’s like, okay, in this setting, it

works, but it’s different in the room. And can you really measure if something works? And I

think that’s why the money problem is there as well, but because with the healthcare, you have

cancer, you can say, okay, this treatment, you have to get eight chemo, for example, and then

work because we know that, but that’s not how it really works with mental health." - P6,

psychologist

4.2.2 Institutionalisation and Funding

A few participants explained that becoming a therapist is very challenging in many coun-

tries. There are limited spots for both education and internships. The challenging path

proves to be a barrier for many wishing to embark on the profession. This is perceived as

25



poor policy making, given the long waiting lists of people waiting for treatment experi-

enced in many regions. Furthermore, a few participants discussed the institutionalisation

of mental healthcare as problematic: the way the system is built makes it so that it is

difficult to receive appropriate funding.

"For example, in Germany, all I hear about from students is that you need to have 100% grades

to study psychology. And they also have a problem with waiting lists, so why is that standing so

high? It should be high, but there’s also the problem that there’s a lot of need, and there are a lot

of passionate students. So for me, there needs to be more training, I guess." - P7, psychologist

4.3 Challenges of Applying Socially Assistive Robots in Mental

Health Support

4.3.1 Feasible Integration

Some participants discussed the feasibility of applying SARs to support young adults’

mental health, from the issues of integrating new technology into a system to whether the

technology would bring value, and whether it is appropriate for the purpose and target

population.

"In terms of healthcare workers, the technology and systems that they would need would need to

be inter-operable. They would need to work with the systems that they already use because we

see this often is that when we introduce new technologies, they disrupt existing workflows and

they create a big burden on the healthcare workers in the system before they become efficient.

And so if we introduce new technologies, they need to be, I mean, not only easy to use, but also

they need to be compatible with the systems and the workflows that people are already using to

try and reduce that workload." - P8, HRI researcher

"the question would be what kind of value would I be providing." - P2, HRI researcher

"sometimes I wonder like maybe like a phone-based interventions is more suitable for young

adult population because they’re they always have phones near them right it’s more accessible." -

P1, HRI researcher
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4.3.2 Social Consequences

Introducing an interactive agent in someone’s life raises concerns regarding the possible

consequences on one’s social sphere. From furthering isolation by decreasing one’s per-

ceived need for social interactions to decreasing one’s social skills, applying the use of

SARs to vulnerable populations needs careful consideration.

"Teaching you social skills that doesn’t necessarily mean that your well-being is being improved

so for instance it could be that whatever you learn doesn’t generalize to the interaction with

people it could be that the interaction is so filling that you start losing out on the interaction

with people which again might have negative impacts on your well-being in general in life." -

P2, HRI researcher

4.3.3 Dependence

Most participants expressed concern regarding the possibility of users developing depen-

dence on the technology, feeling like they cannot function without it. In particular about

the consequences of SARs not being available to their users anymore, due to for instance

technical issues, and the possibility that young adults might become over-reliant on this

technology and avoid furthering their mental health path with humans.

"I would worry that if a teenager now would learn to do some mental health exercises with the

robot that they would be very afraid to do it with a human. And I know this is true because they

are generally more reluctant to interactions with people, than maybe when I was a teenager,

where you know that was the only the only option I had if I needed assistance, so I would worry

that it would rely too much on this safety and kind of non-judgmental robots that also don’t

understand them completely." - P3, HRI researcher

"it has a risk that reducing autonomy in the sense that they could get addicted to this

interaction with robots and then that would have negative consequence for the well-being." - P2

4.3.4 Limited Human Connection

SARs limited human connection was discussed by a few participants, wondering if it is

possible to build a genuine connection with a robot, given the complexity of people and

that the therapeutic relationship is the most important factor of successful therapy.
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"The most important factor of successful therapy is the relationship between you and your

therapist. And I’m just asking, you know, wondering, when you are fully aware that you have a

robot in front of you, like, how well can you connect? It’s that’s just a question that I have.

Maybe it’s possible. I don’t know, of course, but I think that would be a very important factor.

Like, will the robot be able to build, like, genuine relationships?" - P4

4.3.5 Regulation and Safety

Some participants mentioned regulation, liability and accountability as challenges. Ac-

countability was used as a justification for explainability: it is really important to know

how the technology works for someone to be held accountable. The challenge of regulation

spans many critical situations: data storage, privacy and storage, malfunctions liability,

and intervention in critical situations, meaning who is responsible for intervening in the

event the robot has detected warning signals. Additionally, whether the data should be

shared with the health provider or the family of the patient under 18. Some participants

also discussed the possibility of the technology being hacked.

"I think that’s one of the same problems with sort of AI and chat bots in particular is that

people think that they’re real and that maybe on the other side there’s a human, but a lot of

people don’t understand that it’s not a human and so there’s sort of that ethical concern as well

about liability, so what happens if something goes wrong and the robot can’t detect when

something is going wrong and sort of flag that to maybe a mental health professional?" - P8

4.3.6 Misinterpretations

Misinterpreting the robot’s intentions can cause significant issues: by not fully grasping

the nature and inner workings of SARs, its behaviour can be misinterpreted causing

distress. Vice-versa, the robot misinterpreting one’s behaviour can have dire consequences

in vulnerable populations.

"I could imagine that the situation comes worse, the mental situation with a person, if they do

not feel understood" - P11

4.3.7 Technical Limitations

Technical limitations were given as a reason for the inadequacy of these tools at this mo-

ment in time. With regards to language models, value alignment was mentioned as one of

28



the challenges, and so was topic sensitivity and how the complex nature of communication

and of people communicating makes language models’ standards too low for interacting

with vulnerable populations.

"I think language generation models generate quite a bit of hype recently and we start looking

into developing those models specifically for certain kind of health care applications which is

already something that’s being done but before they’re actually usable I think it’s still a quite

long way because right now they can really generate a text quite well but I think the value

alignment problem is still quite large.." - P2

4.3.8 Assessment

A few participants raised the issue of assessment: given the multifaceted and contextual

nature of mental health and well-being, they argued that assessing whether SARs will

be more beneficial than harmful, and in which situations, will prove to be complicated.

One participant generalised this as an issue in mental health: evidence-based treatments’

success can be influenced by many factors and the assessment is not as clear as it is in

other areas of healthcare.

"And I think it’s very hard, like to really measure it works. That’s very hard because even

without robots, I think now it’s like with all the evidence based treatments, it’s like, okay, in this

setting, it works, but it’s different in the room. And can you really measure if something

works?" - P6

4.4 Scenarios and Roles for Socially Assistive Robots in Mental

Health Support

4.4.1 Therapy Support

Some participants proposed the idea of using SARs to aid already existing therapies,

making them more variate and enjoyable, extending their scope to a different environment,

for example at home, and fullfilling different or multiple roles. SARs could be useful tools

for young adults to stay activated in between therapy sessions, for example assisting in

completing homework given by the therapist or encouraging them to carry out certain

activities. They could also be used to aid in delivering certain therapies, support treatment

adherence, or enhance the telepresence of therapists for patients in rural areas or ones
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that feel more at ease with a robot. SARs could be a useful tool for patients who need

24/7 availability from their therapist: they could ease the burden and and additionally

allow patients to stay at home in situations where they are to be admitted inpatient.

"Yeah, maybe, I would like to try out and then also give it to the person to take it home. That

would be like, I think I wouldn’t like, uh, enjoy it as much if I only had it in my session. It also,

it needs to broaden its therapeutic interventions. So it’s a, it’s a tool that you use in your

therapy as an extension to your own settings, but they can have at home as well." - P13,

psychologist

"What’s just come to my mind spontaneously is people who have borderline personality disorder.

It’s well known that like the people who exclusively treat borderline personality disorder or this

might just be a generalization but need to be available for their clients 24 seven, which is always

very extreme and probably appropriate for the treatment. That would be effective, I think, for

someone that really does for someone who, for example, is on suicide risk, someone that needs

that 24 seven attention and they could have that in their home as opposed to being admitted to

as an inpatient. " - P7, psychologist

"So maybe they, I don’t know, maybe they go and see a therapist first. And then the therapist

says, this is your homework for the week as a robot to help you, you know, do the homework

that you need to be doing. Maybe it’s cognitive restructuring. And then we’re going to have a

follow-up appointment in two weeks’ time. I’d like you to share your experience. Okay. And

then maybe the robot helps them with the sort of in between, the in between work, but doesn’t

sort of replace the human. " - P8, HRI researcher

4.4.2 In-between

Some participants suggested that SARs could be perceived as non-judgemental and less

stigmatising to approach, therefore improving accessibility to mental health services. They

could be used as a ’pathway to humans’, to practice talking about one’s problems and

emotions to then, once comfortable, switch to opening up with humans. SARs could be

adopted as an early step of a stepped-care approach: they could be used for the first

intervention and, when no improvement is seen, switch to a therapist. SARs could be

used in the screening process, in diagnostics, carrying out clinical interviews.
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"..the robot could bridge the gap between starting a mental health practice therapy and having

moments of mental health. So the robot could be at home of the person for a couple of weeks

and could deliver interventions that are very short, like you know breathing exercises or any

other type of intervention that would reduce stress, anxiety, depression." - P3, HRI researcher

"There are these huge barriers so could the robot become have a role in that pathway to help

accelerate that person getting to another person or being more comfortable with another person

and being able to access those resources. " - P10, HRI researcher

4.4.3 Therapist, Friend, Coach

A few participants proposed the use of SARs to deliver talking therapies. Some partici-

pants envisioned them as a stand-alone solutions in certain situations. Others saw SARs

fulfilling the role of a friend or a coach, rather than a therapist.

"I think it could be a stand-alone solution, I think of it as sort of stepped-care, so you start with

this robot, and if, for example, in one or one and a half month, it doesn’t improve, you can also

get a real therapist, and where you can first check, are your settings okay for your robot, like

what was the problem, and otherwise, maybe something else is needed." - P13, psychologist

"With a therapist, you have to give advice that should be really, really valid. And again, let’s

say there’s a technical strain, because again, that’s a really very challenging situation to actually

give proper advice. Rather than give a friendly advice, then you know, you can like take a bit of

grain of salt, right?" - P12, HRI researcher

4.4.4 Skill Building

Skill building was mentioned by some participants as a potential application of SARs.

The value of delivering education and practicing skills with a robot lies in the fact that

they can be perceived as low stakes, non-judgemental, which could potentially lead to

lowering the social stigma so that people, after practicing talking about one’s emotions

with a robot, might feel it is easier to talk about them with people. There is uncertainty

about whether these skills can transfer to humans.

"..can we embed mental health practices long before the person’s in crisis. They have some tools

on board, they’re used to talking about stuff you know so that’s where I think something like our
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educational robot could come in, of like practicing things, practicing some social things with

somebody that’s not gonna get mad at you or you could repeat the same silly exercise 25 times

if you wanted to because it isn’t a person and the stakes are very low. " - P10, HRI researcher

"So I think there would be a way of using the robot to essentially provide basic education and

skills building around the way a person views their thoughts. And that can apply multiple

situations, whether it’s about the thoughts that they have following a breakup, or the thoughts

that they have about themselves, or being able to manage disappointment and setbacks

career-wise or study-wise. So there’s various ways of, I think, that that could be useful. So I

think probably along that psycho-education viewpoint of, yeah, developing awareness, developing

mental health literacy, and probably starting with the way a person thinks about themselves in

the world." - P5, psychologist

4.4.5 Humans and Robots: complementary roles

Some participants explained the complementary role robots should have to humans. Hu-

mans and robots have different skills, and robots are tools to support humans. They

should not be thought of as replacing the human, nor designed for it. Robots, as tools

with a certain human aspect, can prove to be useful in the field, with the potential to

expand therapeutic options and efforts.

"...a human could just be a calming presence to be there or you know to hug you or to do

something else which I don’t think the robot can really do or shouldn’t really do." - P3, HRI

researcher

" [Humans are better at] ... all kinds of things I think, like assessing true risks right, utilizing

resources right, like they can actually connect with other humans. I can talk to someone’s

family, I can reach out to someone’s teachers and I think what humans actually want, this is

why I’m like it’s never robots or humans, what humans actually want is that human engaged,

what a teen really wants is a counselor to hear them talk about how they want to harm

themselves and to help them with that right. The robot can’t really help you with that

necessarily, not in the way that’s really good for you so I think, again I think of the robot is like

part of a pathway to humans." - P10, HRI researcher
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4.4.6 Prevention

A few participants indicated prevention as an area where SARs could contribute. From

providing knowledge and education, delivering evidence-based therapies, and checking in

with young adults to detect worsening symptoms to observing and reflecting on group

interactions, SARs could have become part of prevention practices.

"..it could be because it’s more available maybe it could be a way to kind of check in like casually

check in hey like how are you feeling today or um just to keep tabs on them [...] they can sort of

like detect um earlier on like early signs [...] they have like these diagnosis right and you don’t

hit certain score you’re not diagnosed with depression [...] they might not be eligible for certain

services [...] so I think those like for those mild situations like it that could be a really good

opportunities for social robots to kind of like catch people and then support them so they don’t

like dip down" - P1, HRI researcher

"Yeah, for the prevention, I think it’s also very good to just provide knowledge, to see it as sort

of a teacher. Yeah, and a robot could do that, too. " - P13, psychologist

4.4.7 Data Collection

Some participants explained how collecting data through the robots could be useful: for

example to provide information to therapists and doctors, to deliver personalised inter-

ventions through data-driven insights.

"To be honest, there’s a big chance I see that robots and technology in general, they can be very

data driven, and they can record lots and lots of data that humans could not. So that data can

always be recorded, it can be analyzed. And with that, the care of the person can also like the

human care can be improved. Yeah. So for example, knowing like, this person always wants to

take so much time to talk about this, or, I don’t know, this person has these needs, or there’s a

pattern in their behavior here, you know, it can be really data driven, which is great." - P11,

psychology researcher

4.4.8 Crisis Intervention

A few participants indicated the potential use of robots in detecting distress and promptly

act upon it.
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"...I think the robot would be it would be important for the robot to detect if the person it is

living with it’s coexisting in the home with um is feeling distressed if there is high levels of

heartbeat or something that would tell the person is not well right now..." - P3, HRI researcher

4.5 Benefits of Socially Assistive Robots in Mental Health Sup-

port

4.5.1 Accessibility

Participants identified accessibility as one of the potential benefits of SARs in mental

health. SARs could be perceived as non-judgemental and approachable by young adults,

lowering the barrier to access support and expanding the range of interventions available.

"...I can imagine that for young adults the barrier to talking to a robot might be less and that’s

higher than talking to or actually taking a step to go to apply for mental health care and that

this could be an in-between step to make that process easier" - P2, HRI researcher

4.5.2 Impact on People

Some participants discussed the nature of SARs, a tool with some human-like features, as

a benefit in terms of engagement and range of potential applications in assisted therapy.

"no one is indifferent to robots and I think that’s a very good leverage that we have when we

work in HRI because we can really make a difference in terms of health, in terms of education if

we use a robot because it’s such a physical entity, it’s an agent that interacts with you." - P3,

HRI researcher

4.5.3 Availability

SARs potential availability could be a benefit for skill-practicing, in-between therapy

session support and ongoing support for patients who need it.

"somebody that’s not gonna get mad at you or you could repeat the same silly exercise 25 times

if you wanted to because it isn’t a person and the stakes are very low."

4.5.4 Reduction of Provider Burden

A few participants saw the potential of SARs to help with staff shortages and professionals’

high workloads.
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"[About the use of the robot for clinical interviews] And that would save the clinician a lot of

time in terms of being able to have those more information gathering parts done and leaving the

more technical things like skills intervention to the clinician." - P5, psychologist

4.6 Features and Design Requirements for Socially Assistive Robots

in Mental Health Support

4.6.1 Communication

Participants discussed the desirable communication abilities of SARs from different points

of view: robots should be able to communicate naturally and adapt the interaction to the

setting and needs of their users, displaying situational awareness, the ability to recover

from mistakes, and empathy. A few participants mentioned the importance of relatability

to build connection, which could be achieved by feeding SARs pop culture.

"If I could build a robot for young adults, I think, I think also to be, because connection is very

important in, in psychology. So to somehow be relatable, you want to also ask about your day

and talk about Instagram and, you know, that, that builds connection and connection is very

important, um, in therapy." - P7, psychologist

One participant explained how robots do not need to express emotion to be engaging:

"I like the idea that the robot doesn’t ever express emotion. It can be empathetic without

expressing emotion." - P10, HRI researcher

4.6.2 Collaboration

Collaboration was deemed a very important practice for successfully designing SARs, to

ensure that the context, the problem, and the relevant expertise are integrated and the

solution can provide value.

"I think therapists need to approve them. I think they should be developed with therapists and

um basically the therapist and the computer scientists, whoever is implementing it in the robot,

need to be very tight, very tight communication, um so that the mental health strategy for

recovery is there, is present when the robot interacts with a human. So I think this is very

important." (P3)

35



4.6.3 Personalisation

Participants suggested personalising the robot to one’s preferences and needs as an im-

portant feature for engagement and efficacy, through data collection, therapist or user

input.

"I think this is how you need to program your robot, and I think it should be programmed

according to the person, so I think an intake should be done first, and then you adjust the

settings." P12, psychologist.

P12 introduced the concept of continuous learning, which endows SARs with long-term

memory, and explained its importance for personalisation:

"And again, personalization is very important. It also will make the person feel like they’re

heard and listened to instead of just an app that just tells the same thing every day to every

person and has to be more personal, has to be referring to them and their experiences." - P12,

HRI researcher

4.6.4 User Education

Some participants explained the importance of reminding users about the non-infallibility

of the robot, how it works, its role, and its limitations. They also indicated that manuals

are often non read by users, therefore the robot should provide information directly to

them.

"I think it’s also important the robot to explicitly tell the user what so to not make false

expectations and to be very blunt about what it cannot and can do." - P3, HRI researcher

4.6.5 Privacy

A few participants indicated the importance of designing for privacy. They suggested the

insertion of privacy protection mechanisms to shield users from potential access of their

data from third parties and proposed the adoption of an easy way for users to delete

personal data.

"And again, we talked before about sort of privacy and things like that, maybe having an option

that the robot would be able to almost, I don’t want to say shut down or hide when someone else

comes into contact with it, but sort of be able to store that data that isn’t easily accessible. So if
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someone was, you know, sharing or doing sort of a CBT session with this robot, that someone

that it wasn’t being recorded and someone was able to easily sort of listen in and be exposed to

that data." - P8, HRI researcher

4.6.6 Appearance

Some participants discussed the importance of the robot’s appearance, mentioning a soft

body and approachable features. A few participants suggested carrying out research to

understand what young adults prefer and how their appearance affects the interaction.

"I’m afraid that developers of robots are thinking about functionalities and not, uh, as much as,

um, uh, the look on the outside or the, the sympathy you create by attractiveness." - P13,

psychologist

4.6.7 Support and Monitoring

A few participants stressed the importance of providing ongoing support throughout the

testing and deployment of SARs through, for example, assigning someone the role of

checking in and monitoring how the intervention is going. Another suggestion was the

creation of a profession to support users with robots, much like other technical support

available.

"also when implementing it, just providing that level of technical support and training and

ongoing training as well that they might need." - P8, HRI researcher

"There should be some job created around supporting users that have robots and not just like

problems with robots, but understanding robots." - P3, HRI researcher

4.6.8 Accessibility

Some participants mentioned the importance of accessibility and ease of use. This could

include mechanisms to support different kinds of interaction based on the person’s require-

ments or to recognise the user and operate without the need for technical knowledge.

"In terms of accessibility, there should also be options for that. So whether it has, you know,

maybe a touch screen for people who can, I don’t know, want to read it instead, maybe people

who can’t hear or, you know, has different accessibility options in terms of the speed of the
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speech, the languages, I guess how loud it speaks as well, that would be hugely important." - P8,

HRI researcher

4.7 Considerations about Technology in Mental Health

4.7.1 Role

Participants discussed the role of technology in mental health. Technology was envisioned

as a tool to achieve autonomy and self-management, as a means to transition towards

independence, as a temporary solution while waiting for in-person care, or as a medium

for psycho education. It can be used to collect data, to support and strengthen existing

therapies.

"I’m not sure if it can be a like long-term solution. How I envision it is that maybe during that

waiting time, you know, it could be a temporary solution so that the bridge, I mean, that’s

already enough, but with the more severe problems, they will eventually need to see someone in

person. " - P4, psychologist

"I think there needs to be, there needs to be sort of a hybrid approach to care where there’s

people providing the care, you know, these therapists and qualified people, but then also

supported by technology. And I think using, I always say using existing technologies is sort of

easier because people already know them. So things like smartphone apps or computers or things

we have lying around and that young people would know anyway, and just having those to sort

of follow up and collect data for monitoring. " - P8, HRI researcher

4.7.2 Accessibility & Transparency

Accessibility, meaning ease of use, affordability and availability, and transparency were

regarded as important features. Some participants mentioned the importance of indicating

evidence-based therapies from other kinds of interventions and the importance of expertise

in building technology for mental health.

"It should be very easy, uh, adjusted to education level, because I often think we are making

therapies, um, for people who are educated a bit more, a bit better. So I think, uh, that would be

good. Easy to use. User friendly. User friendly and very, uh, you don’t have to think about how

it works. Intuitive. Um, and so easier than we do it now, because I think, uh, therapy is more
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open to high educated people. I think, uh, definitely all the online materials should be for free.

And I think they need to have, uh, a label to, to make the distinction between.. How do you say,

uh, research based therapies? " - P13, psychologist

4.7.3 Different Tools Work for Different People

Some participants discussed how certain tools work for some people but not for others.

Cultural differences were mentioned, and so were individual preferences and attitudes,

hence the importance of personalising tools and interventions to their individual and

their context.

And I think it’s difficult to say whether or not the technologies are working now because maybe

they’re working for some people, but they’re not working for other people. And across different

healthcare systems as well globally, it’s really difficult to sort of understand whether technology

would work because of different cultures essentially, but also different treatment pathways. " -

P8, HRI researcher

"I mean, it’s not a one-size-fits-all, I think. One of the things that with digital mental health, in

particular, people often, I think early on, thought, well, this is going to be what happens. People

are just going to do all their mental health by digital means. And that’s not the case." - P5,

psychologist

4.8 Considerations about Mental Health Support Practices

4.8.1 Prevention

Some participants viewed prevention as an area to invest in and allocate resources. Spread-

ing knowledge and awareness from an early age and in general to society was described

as an effective way to ameliorate the mental health situation.

"I think maybe on the preventative side, that’s where more resources need to be put, because it’s

usually a lot more accessible, shorter waiting times, shorter therapy also. But I feel like all of

the money goes into when it already has become a problem rather than just preventing it." - P4,

psychologist
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4.8.2 Features of a helper

Discussing features someone who is able to help young adults should possess, partici-

pants mentioned genuinity, attunement, and being relatable. Furthermore empathetic,

honest, confronting, fun and non-judgemental. They should come across as accepting and

normalize the young adult’s issues.

"So make it active while talking and then using also fun. And I think it will help to use it like

this, because you will face many, many problems in your life. And that it doesn’t become

stereotype as a problem is always very heavy. So to have also to try have fun around it." - P13,

psychologist

"So, and a lot of people think they’re not normal when they have anxiety or etc. And I think the

first step is like normalizing that because it’s okay to ask for help." - P6, psychologist

4.8.3 Therapeutic Relationship

Some participants pointed to the therapeutic relationship as the foundation for successful

therapy.

"I think the most important part of therapy, because you can just do like a protocol, but yeah.

And of course that is evidence based. Yeah. But it’s not the real world. So do you know what I

mean? You know, I think like that’s, that’s the most important thing. Like first make a

connection and is there like a click? " - P6, psychologist

4.8.4 Goal of Therapy

A few participants explained that the goal of therapy is for patients to detach from the

therapist and reach a higher level of autonomy and empowerment.

"I don’t want them to rely on me. I want to give them tools and help them practice tools that

then they can use themselves. So they become independent in dealing with their own issues." -

P7, psychologist

"To help people understand themselves. And to feel that they have their own power to improve,

to change, to choose. Instead of the feeling that they are sort of entrapped in a system, a family.

So empowering them to just become." - P13, psychologist
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4.8.5 A Societal Issue

A few participants talked about mental health as a societal issue: it should be part of

daily lives and it should be everyone’s responsibility.

"it’s a community societal issue. We can change how we practice mental health we can increase

access, we can do all these things over here but I promise you it’s not gonna have a real impact

unless we also do all the things over here, which means like literally changing how schools

function, changing parent education, creating I think of it as like it’s everyone’s responsibility to

improve teen mental health. " - P10, HRI researcher

4.8.6 Personalisation

Some participants explained how mental health treatments should be personalised to one’s

needs and preferences, and responsive, there is no one-size-fits-all.

"...we know even with therapies that have very good results, like CBT, it’s not going to be right

for everyone, so it needs to be tailorable to the individual and responsive to whether it’s working

for them or not. " - P5, psychologist

4.8.7 Accessibility

The difficulty in promptly finding the right kind of care was described as an issue impacting

accessibility; so was the type of care offered.

"...therapy is more open to high educated people" - P13, psychologist

4.9 AI4SG Values

4.9.1 Autonomy, dependence

Some participants discussed the potential impact of SARs on autonomy in terms of over-

reliance and dependence: a few raised the question of the consequences of the technology

not being available anymore; others that young adults might fail to make the switch to

humans, becoming over-reliant on technology and potentially furthering isolation; some

drew the parallel of avoiding becoming dependent on your therapists to robot.

"it has a risk that reducing autonomy in the sense that they could get addicted to this

interaction with robots and then that would have negative consequence for the well-being.
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another aspect so in that sense I have less autonomy in choosing who they want to interact with

because this interaction is so fulfilling that they neglect all kinds of interactions so that could be

a big risk. you also have the risk for autonomy in the sense that a machine is telling you to do

something. " - P2, HRI researcher

"Well, I think that’s the same with any type of therapy, right? It’s a process, and in fact,

there’s a part of the process where people feel like they cannot do stuff on their own without

asking the therapist. So I think that needs to be also integrated. " - P9, HRI researcher

"You should not rely on me, right? And I think the same should then happen to the robot

because otherwise you might be really reliant on the machine and not be autonomous anymore

in your life and just do things by yourself." - P11, psychology researcher

The impact on autonomy was described by some participants as personal and contextual:

what for some might be autonomy enhancing and promote their well-being, it could have

the opposite effect on someone else.

"...we don’t want a person reliant on something, we want them to be self-reliant, but at the

same time, it could be a good stepping stone in terms of, you know, if that person wasn’t leaving

the house anyway, then if they leave the house with their item, that’s a good step in the right

direction. So I think in terms of autonomy, it would depend on the individual in terms of

whether that’s actually, you know, reducing it, or whether this is a step up from the previous

functioning that they were at. " - P5, psychologist

"...there could be certainly people who for whom that exercise with the robot is so satisfying and

they can never make the jump to the human. I’m still not sure that’s a negative because maybe

they were never going to jump to that conversation with a human anyway" - P10, HRI

researcher

Autonomy was also discussed in terms of giving people options to choose from regarding

mental health interventions.

"...people should always still have the choice in what they’re doing." - P5, psychologist

A few participants indicated autonomy as one of the goals of therapy and adulthood;

SARs could help young adults with regards to autonomy, when programmed accordingly.
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"I hope the robot also realizes that autonomy is like one of the goals of adultship, so it needs to

like also encourage this, by this and this are your options, but whatever you choose, you choose,

and all the choices you make are good, something like this." - P13, psychologist

4.9.2 Prevention of harm

Responsibility and liability issues were discussed by a few participants. The importance

of expertise and collaboration in building these technologies was discussed as a way to

prevent harm, and so was the importance of keeping someone in the loop to monitor and

check in with the users.

"Even if you make money from the app, I’m not against that. But even if you are doing it for

profit, it still needs to be very carefully considered." ... "At the end, the people developing it

should be the ones really concerned about it. Who’s going to regulate it? Yeah, difficult

question." - P9, HRI researcher

Some participants talked about the risk of the technology being hacked or data used in a

non-transparent way, and the fear surrounding the possibility of it happening.

[About confidentiality] "I think that’s a big part because we had like a code, you know, how do

you say that? A conduct code. Um, and of course you can do something like that with a robot

as well, but it’s like it is technology and it can be hacked. And yeah, where is the safety of that."

- P6, psychologist

Some participants worried of the possible consequences of assigning human-like machines

to interact with vulnerable populations: while it could prove to be an effective way of

tackling the mental health treatment gap, it could also be considered a form of deception,

it could further isolation, create dependency and cause harm when malfunctioning or

unavailable.

" But all the efficiency in the world won’t bring you anything if you’re not effective. So you

need to do it sustainably. That’s a challenge to overcome for sure. We could risk that people feel

even more isolated if the robot is not human-like enough. So it’s really like a weird device that

you don’t really feel attached to. It could be a risk to feel even more alone." - P11, psychology

researcher
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"we are kind of playing with like an ancient instinct of the human to be in a collective group, to

be social. But not really because you are interacting with the machine and not with other

humans. So can you actually get all the benefits from interacting with another human?" - P11,

psychology researcher

"when we’re trying to do what humans are doing in like counseling sessions and digging deeper

into emotions and whatever I think we’re way out of scope for for a healthy interaction, only

because think about like triggering stuff and whatever like there’s then there’s nobody there if

you’re suddenly triggered and having a panic attack and there’s nobody really with you" - P13,

psychologist

The current limitations of large language models were also touched upon as potentially

harmful:

"they can actually suggest very negative things to do to the person. And it’s always you need to

be really careful and have these filters to overcome any such situation. But of course, these

filters might be very limiting as well that if you want to talk about your mental health." - P12,

HRI researcher

4.9.3 Explainability

Some participants explained that one does not need to know the inner workings of a

technology to accept it; users should however be informed about what robots can or can

not do and there should be transparency with regards to personal data.

"I think it’s also important the robot to explicitly tell the user what so to not make false

expectations and to be very blunt about what it cannot and can do." .. "it should be important

for the user to know where the data goes, what is happening with what they’re saying to the

robot and what they’re doing together because this is a very vulnerable situation to be under a

mental health therapy."

"I think every technology that is created needs to clearly convey its limitations and I think that

even just things like smartphone apps, wearables, you know, everything that we create including

robots needs to be very clear that this is not a healthcare worker, this is not a person, this is a

technology that can help support the treatment or delivery of care but it can never replace a

person and so if in doubt, you need to talk to a healthcare provider." - P8, HRI researcher
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One participant, on the other hand, explained how it is not necessary to stress the fact

that robots are not human:

"I think they [people] choose to interpret such things as human behavior, like we do with pets,

for example. And I don’t think that’s necessarily bad. Unless it would be to an extreme where

people really do not understand that the robot is not a person, but I think that’s very unlikely." -

P9, HRI researcher

A few participants thought is important to know how the technology works, to create

awareness and for accountability reasons.

" I think it’s important to know how it works. I think also always with big, you know,

improvements technology wise, there’s like a big group of skeptical people. So I can imagine

parents being skeptical. So I think just to put people at ease with good information, it’s

important to know how it exactly works, but also your it’s human lives that we’re talking about,

you know, so it’s also really regarding that’s really important to know how it works because

there’s like, yeah, accountability, I think. " - P4, psychologist

For those users who wish to know more about the technology, there should be an easy

way for users to access information, either through the robot, the health professional or

a support team dedicated to answering users’ inquiries:

"There should be some job created around supporting users that have robots and not just like

problems with robots, but understanding robots." - P3, HRI researcher

4.9.4 Fairness

Participants discussed fairness from different points of view: from algorithmic bias to

degrees of accessibility, affordability, and suitability of SARs, to a teleological view on

fairness: if it works it is better than nothing.

"If we train all that bias in the data, if we train machines to kind of interact with all kinds of

human beings, we need to make a diverse picture and not just real white, cis male kind of

situation, I think. Yeah. So it’s a matter of fairness. We have to work on fairness." - P11,

psychology researcher

"if it is built in a informed way with clinicians then I think it would be a fair thing to have. It

would be better than nothing." - P3, HRI researcher
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" .. "the ultimate goal is people’s well-being. So whatever is faster and whatever works" - P7,

psychologist

4.10 CCVSD Values

4.10.1 Competence

Some participants stressed the importance of relying on expertise in building these sys-

tems, to ensure their use and interventions are appropriate and provide value. A few par-

ticipants discussed using SARs to supplement therapy, expanding the ability of healthcare

providers to deliver care. A few participants mentioned that data-driven insights could

help deliver better care. On the other hand, some participants explained that current

technical limitations make the technology inadequate to provide care.

"..it needs to, I guess, really be informed by evidence and theory and developed with, you know,

expertise.." - P5, psychologist

4.10.2 Reciprocity

Some participants explained how the therapeutic relationship between therapist and pa-

tient is the foundation of successful therapy, with genuinity, empathy, relatability and

honesty being some of the features contributing to a successful connection. In these

terms, SARs limited human connection was seen by some participants as a reason to

doubt their potential: they expressed uncertainty regarding the possibility of building a

genuine connection with a robot. On the other hand, a few participants saw the potential

of SARs interactive capabilities in aiding assisted therapy by building a connection with

their users.

"And I think the, uh, how the robot is adding its value, it’s that you, that it’s, it’s giving you

something. Also, if you don’t ask for it. Um, and I think that is a very, uh, beneficial option for

people and for young adults who are not easy to activate. So I think it, if it works a bit like a

dog. I hope. So people with a dog, they have to go out every day to like walk their dog. Blah,

blah, blah. And I think you feel sort of also a bit of responsibility maybe for your robot, which

gives you value of, you can take care of something else. Um, and maybe that’s also the bond you

create, like you care for the robot and the robot cares for you." - P13, psychologist
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4.10.3 Responsibility

Responsibility was touched upon by some participants discussing personal data regulation,

malfunctions liability, and accountability issues. Making sure that users are aware of the

scope and limitations of SARs also contributes to the responsibility of care practices.

"Risks again, ethical things about who is able to access that data. Again, if the data or an

algorithm or whatever is showing that there’s an increased severity, who’s liable to respond to

that? Is there enough health or are there enough healthcare professionals who can react when

things or maybe when the data is suggesting that someone is maybe likely to relapse, so if

there’s no health services available to catch that person, then that becomes a huge ethical issue."

- P8, HRI researcher

4.10.4 Attentiveness

In mental healthcare practices, some participants explained the importance of personal-

ising treatments to one’s needs and making sure they are responsive. Attentiveness was

also discussed by some participants in terms of endowing SARs with situational awareness

and the ability to detect distress. Moreover, care practices could see an improvement in

attentiveness thanks to personalisation to users’ needs and to SARs availability; if used to

supplement therapy, SARs could attend to users’ needs in-between therapy sessions. On

the other hand, SARs misinterpreting users or failing to detect certain situations could

be detrimental to the attentiveness of the care practice.

..it would be important for the robot to detect if the person it is living with it’s coexisting in the

home with um is feeling distressed if there is high levels of heartbeat or something that would tell

the person is not well right now" - P3, HRI researcher

4.11 Results Summary

Interdisciplinary collaboration, systemic issues and inconsistencies within the field were

indicated by HRI researchers as challenges. Psychology professionals explained certain dif-

ficulties inherent to therapy and the problematic institutionalisation and funding in men-

tal healthcare. Participants identified several challenges with regards to applying SARs

in mental healthcare: feasible integration to current practices, possible consequences on

users’ social sphere, risk of developing dependence, issues arising from the limited human
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capabilities of robots, regulation and safety, negative consequences of misinterpretations,

technical limitations, and assessment. Participants identified therapy support as a po-

tential area of application, followed by positioning SARs as an access point for mental

health services. Some participants envisioned SARs as therapists, friends, or coaches.

Skill-building was identified as a further potential application, as were prevention, data

collection, and crisis interventions. Some participants highlighted the importance of en-

visioning SARs as tools, to complement human efforts. The benefits identified by partici-

pants range from accessibility, impact on people, and availability to reduction of provider

burden. When discussing SARs features and capabilities, communication-related features

were the most prevalent, followed by an emphasis on the importance of interdisciplinary

collaboration in design, personalisation, user education, appearance and privacy mecha-

nisms. Furthermore, features addressing ease of use and accessibility, and the importance

of maintaining human supervision and facilitating feedback and support were regarded

as important. Personalisation and accessibility were mentioned as important factors in

technology and mental health practices in general. Prevention was discussed as an area

to invest in. The therapeutic relationship was mentioned by some participants as the

most influential factor in therapy success. Mental health was discussed as a societal is-

sue, requiring efforts from multiple sources. The potential impact of SARs on users’

autonomy was discussed as personal and contextual, pointing to the risk of developing

dependence. Supervision and collaboration were indicated as important with regard to

harm prevention. The risk of data being hacked, of malfunctions and deception which

may further isolation were mentioned as potential sources of harm. Explainability was

addressed in terms of transparency, accountability, and the importance and degree of user

education. The potential impact of SARs on care values was discussed as both supporting

or enhancing, and detrimental and harmful.

5 Discussion

Despite the high prevalence of mental health issues among young adults, the effective-

ness of existing mental health services for this age group remains limited. Technological

innovations, such as SARs, emerge as a promising avenue to address these shortcom-

ings, potentially enhancing accessibility and reducing stigma. However, these innovations
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also bring forth ethical concerns that must be carefully considered. This research aims

at initiating a value-sensitive design process with the goal of exploring the potential of

SARs for mental health support of young adults with emotional complaints, following the

AI4SG-VSD framework [28] and supporting a Responsible Research and Innovation ap-

proach [26]. This paper presents the results of an empirical investigation, consisting of the

collection and analysis of qualitative data from interviews with representatives of selected

groups of stakeholders, namely Human-Robot interaction researchers and psychology pro-

fessionals. The data collected was used to elicit difficulties, understandings, perspectives,

and values of stakeholders, to enrich the understanding of the context, inform a concep-

tual investigation of values, the identification of potential areas of applications and design

recommendations. The discussion section of this thesis is structured as follows:

• Context Analysis - Part Two [5.1]: this section presents and offers an interpretation

of the main results of this research, expanding the context analysis of section 2.1

with insights from the empirical investigation, answering research question 1b.

• Identification and Conceptual Investigation of Values [5.2]: this section answers

research question 2: "What are the values to promote and respect when designing

SARs for young adults’ mental health support, and how are these conceptualised?"

• Potential Applications [5.3]: this section answers research question 3: "In which

scenarios can SARs support young adults with emotional complaints?"

• Design Recommendations [5.4]: this section answers research question 4: "What are

design recommendations and insights for future research?"

5.1 Context Analysis - Part Two

The qualitative data collected in this research reveals insights into the challenges expe-

rienced by HRI researchers and mental health professionals in their job, on the mental

health crisis, current practices, and on the potential of SARs in the field. The following

sub-section offers an outline and interpretations of the main findings.
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5.1.1 Challenges in Research and Practice for HRI and Mental Health pro-

fessionals

Researchers indicated systemic issues as posing difficulties in carrying out their jobs, rang-

ing from the pressure of publication to a lack of resources for conducting quality inter-

disciplinary research. This obstacle was deemed greater in applications in the healthcare

domain: because of the end-users being vulnerable populations, the demanded standards

for technology and interventions are higher, as the possible consequences of mishappen-

ings are more severe. These findings are in line with previous research, which voiced the

need for adequate funding to foster quality inter-disciplinary projects, proposing a change

in the incentives driving the field and the publication process [112]. Another issue raised

was collaboration between stakeholders and professionals with different expertise. Col-

laboration was also mentioned by participants as one of the main design requirements for

SARs, necessary to build trustworthy systems. These findings indicate the necessity of

efforts towards facilitating and encouraging collaboration and the factors that contribute

to it. Issues and suggestions related to inter-disciplinary collaborations in HRI can be

found in previous research, although limited and mostly consisting of conference papers

[113, 114, 115, 116]. These insights underscore the need for further research on the topic

and policy changes that foster collaborative environments in academic and research insti-

tutions. One participant described inconsistencies within the HRI field, questioning the

feasibility of bundling together the technical approach and the social, human-centered

approach, with widely different objectives and approaches. This division in approaches

was observed by Gooding et. al [117] with regard to algorithmic technology in mental

healthcare, which supports the claim and invites further consideration. Another inconsis-

tency identified in this research is the unjustified utilisation of humanoid robots, taking

for granted their suitability and legitimacy. A scoping review from Guemghar et al. [2]

states that humanoid SARs show the highest levels of acceptability and usability among

participants, referring to studies with older adults. This indicates that while humanoid

SARs may be a suitable tool for older adults, their use is not always justified. Before

assuming the applicability of humanoid robots, it is vital to critically analyze the context

and specific needs of the intended user group. Future research should include an assess-

ment of the effectiveness and user acceptance of selected SARs for the target population

and setting to ensure their appropriate and justified use. These reflections suggest that
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questions of suitability and legitimacy should be incorporated into research from the de-

sign phase.

Psychology professionals voiced difficulties arising from institutionalisation and funding

of mental healthcare, often inadequate in addressing needs and providing prompt assis-

tance, blaming bureaucracy for its lack of expertise and complex decision-making struc-

ture. These challenges are particularly pronounced in youth mental healthcare, where the

decentralization of services has resulted in inconsistent access across different geographical

areas. As noted by Ronis et al. [118], this decentralization, coupled with complex referral

systems, creates additional barriers for young people seeking mental health support. This

highlights the importance of improving mental health service accessibility, particularly for

vulnerable populations such as young adults, in order to provide fair and timely access to

mental health treatments. Other difficulties expressed by therapists were inherent to pro-

viding therapy: aligning the family and patient’s will and assessing interventions are a few

examples. The limitations of the current system and the difficulties of therapy expressed

by participants highlight the importance of focusing on the feasibility of the integration

of technology in current practices and systems: technology does not only need to be ef-

fective, it also needs to ease the burden of mental health institutions and professionals, or

at least avoid adding to it. Previous research found a lack of focus on integration in HRI

studies [7, 93], which corroborates the claim and calls for more efforts toward the issue.

5.1.2 Considerations about Mental Health and Mental Healthcare

Prevention was identified as an area to invest in and allocate resources to increasing lit-

eracy from a young age and endowing individuals with the skills to open up and express

themselves, together with lowering the stigma through normalising behaviours and con-

ditions related to mental health and mental healthcare. Prevention is also deemed an

important area to allocate resources to in literature [119]. The emphasis placed on pre-

vention by the participants and by research underscores its critical role in this field, which

justifies investigating the potential role of SARs in support of preventative efforts. These

strategies encompass early identification, mental health education, and the development

of resilience and coping mechanisms, particularly among young adults, with the goal of

curbing the onset of mental health issues. [50, 120]

The mental healthcare crisis was described by some participants as a societal issue, requir-
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ing societal restructuring and revision of current systems, such as the education system,

and the development or adaptation of current practices towards more accessible and per-

sonalised to young people. The current crisis was seen as reflecting the inadequacy of

current practices and societal structures to promote and support mental health in the

younger population, as also highlighted in research [119]. These findings suggest a need

to investigate and understand mental well-being from different points of view, integrating

the current cultural and societal context with insights from a multi-disciplinary stance,

with the goal of empowering individuals, communities, and institutions with mechanisms

and skill-sets to promote well-being. Evidence suggests that the responsibility for promot-

ing and preventing mental health issues cannot be realistically confined to mental health

professionals alone [50].

As previous research highlights [19], participants saw accessibility of services as problem-

atic, in a system where finding the right type of care can be a complex process, and the

type of care offered is oriented more towards educated individuals. Evidence of inequity in

mental health services use by education level was found by Steele et al. [121]. This points

to the pressing need for reforms in the mental health care system to enhance accessibility

and inclusivity.

A few participants described the pivotal role of the therapeutic relationship for therapy

success, widely discussed in research [44, 122, 123], and described what characteristics

are important when dealing with young adults, for example relatability, attunement and

empathy. Participants were divided on whether these human qualities should or could

be effectively incorporated into robots for therapeutic purposes. The discussion points

toward a need for ongoing dialogue and research to carefully assess the feasibility and

impact of such design choices, with the goal of safeguarding and supporting therapeutic

relationships in youth mental health practices.

Furthermore, fitting the treatment and outcome measures to patients’ needs and prefer-

ences was deemed crucial by some participants of this research, as it can enhance treatment

initiation and outcomes [124].

Personalisation was described by some participants as an integral component of delivering

youth mental healthcare, as also supported in research [125], and it extends to technol-

ogy for mental healthcare: there is no one-size-fits-all. Personalisation in digital mental

health is a well-discussed approach, aimed at enhancing patient adherence to treatment
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protocols and improving clinical outcomes. However, there are still questions about what

constitutes effective personalisation, how it is currently implemented in practice, and the

specific benefits it offers [126]. These findings highlight the need for a deeper understand-

ing and development of personalization strategies for SARs for youth mental health.

5.1.3 Considerations about SARs

The data analysis revealed a multitude of challenges, benefits and considerations about

the potential use of SARs in mental healthcare. Benefits include improved accessibility,

potentially reducing the barrier to accessing mental health services, the impact SARs have

on people, in particular with regards to engagement, increased availability and reduction

of the burden of healthcare providers. These findings are in line with benefits identified

in previous research [7, 2].

Participants identified several use cases: supporting existing therapy practices through

activities that benefit from SARs availability, such as in-between sessions support where

the robot could potentially fulfill different roles; SARs could also be positioned as an

entry point for mental health services: their presence might be perceived by young adults

as less stigmatising to approach; their availability could also be exploited for learning

and practicing skills of various nature, or to carry out preventative interventions. The

potential of SARs for skill-learning and to support therapy was also identified in previous

research [11, 2]. A preliminary study on delivering micro-interventions through robots

to adolescents was carried out by Alves-Oliveira et al. [127]. Previous research has also

suggested finding applications for populations with difficulty accessing care [2, 1]. Fiske

et al. proposed using AI applications as an entry point to mental health services for those

populations, in line with the findings of this research. Some participants highlighted the

importance of conceptualising and using SARs as tools, to complement the human coun-

terparts, and not as a stand-alone solution. A similar position can be found in literature

[7, 2]. On the other hand, a few participants described a potential use-case of SARs as a

stand-alone solution, for example in the first levels of a stepped-care approach: if the robot

is not able to respond appropriately to one’s needs, further help should be provided. This

idea is similar to the one proposed by Fiske et al. [7], where the authors suggest applying

technology to support mild cases of depression. Lastly, some participants viewed SARs

features as useful to collect and analyse data, with the goal of providing better care, as
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also discussed in [11]. The alignment between this research’s findings and previous litera-

ture warrants further exploration of these applications of SARs for youth mental health.

Some participants elaborated on the kind of features and design requirements which should

be integrated in the technology: communication-related features, collaboration amongst

experts and stakeholders, user education, personalisation, continuous support and moni-

toring of users, privacy-promoting mechanisms, accessibility-oriented features and atten-

tion to the appearance of the robot. All these features point towards the safeguarding of

patients’ safety, well-being, preferences, and awareness. Previous research highlights the

importance of collaboration between roboticists and psychologists in research on SARs in

mental health [11, 1]. Additionally, some of the features mentioned were identified as fa-

cilitators to the implementation of SARs in mental health facilities, namely appearance,

personalisation, user education, and supervision [2], which supports the validity of the

features identified in this research.

Participants identified several categories of challenges, ranging from discussing SARs fea-

sible integration in current, existing systems, to questions of the legitimacy of its potential

applications in young adults’ mental health support, and the inadequacy of current tech-

nology to carry out tasks appropriately. Challenges also included potential harms to their

users, exacerbated by the vulnerability of the target population of this study: risk of devel-

oping dependence, negative impact on social skills and social engagement, SARs limited

human connection, which calls into question the possibility of building rapport with a

robot, and distress caused by misinterpretations. These findings are in line with previous

research [7, 92]. Looming over the potential harms to users, next to the vulnerability

of the population under scrutiny, is the issue of assessment: given the complexity of the

sphere we refer to as mental health, given the numerous factors impacting the success or

failure of interventions and, furthermore, the complications triggered by the introduction

of a social machine interacting with vulnerable populations, assessing whether SARs could

be beneficial or not is problematic. With regards to mental health, different paradigms,

ranging from biomedical models to psychosocial approaches, offer diverse perspectives,

leading to varying definitions, methodologies, and treatments [128, 129, 29]. This plu-

rality adds complexity to the assessment of treatment success, as metrics for success can

differ significantly across paradigms. For instance, while some approaches may prioritize

symptom reduction, others might focus on personal recovery outcomes [130]. Assessment
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is problematic also in HRI: it has been brought forward in several papers with regards to

the methodological weaknesses of HRI studies [131, 112]. These considerations strengthen

the need for more adequate funding, allowing for longer-term, interdisciplinary collabora-

tive projects.

The ambiguity of the potential effects of SARs is also reflected in the implications for

the values relevant to this research; besides the values selected through the AI4SG-VSD

methods, these findings suggest collaboration and legitimacy as additional values. Collab-

oration frequently recurs in the results of this research both as a difficulty encountered by

HRI professionals in their jobs and as an important requirement for the design of SARs.

Given the complexity of mental health described by some participants and the breadth of

the challenges identified, combining different expertise seems crucial to promoting well-

being; furthermore, the framing of mental health as a societal issue strengthens this claim,

calling for a collaborative and inter-disciplinary effort to tackle the mental health crisis.

The issue of legitimacy was raised in different instances: one participant questioned the

legitimacy of the widespread use of humanoid robots in research and practice; a few par-

ticipants expressed doubts on the legitimacy of applying SARs in the field of young adults’

mental health, questioning the appropriateness of the tool and warning about the drivers

behind technological innovation. Taking these considerations into account, exploring le-

gitimacy includes unveiling the forces behind innovation in order to understand current

directions and foster a more informed discourse.

According to the AI4SG-VSD methods, the following section presents the identification

and conceptual investigation of the values relevant to this research.

5.2 Identification and Conceptual Investigation of Values

The values identified as relevant for the design and application of SARs for young adults’

mental health support comprise those defined in the methodology sections and those

identified through the context analysis: the promotion of well-being will be discussed

alongside collaboration; following, fairness and legitimacy, presented together as closely
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related, prevention of harm, autonomy, explainability and care values, namely compe-

tence, attentiveness, responsibility and reciprocity.

5.2.1 Promoting Well-being

The potential introduction of SARs in support of young adults’ mental health supports

#SDG 3, ’Ensuring healthy lives and promoting well-being at all ages’ [132]. The in-

tegration of social robots holds the promise of enhancing accessibility and broadening

the scope and type of mental healthcare interventions. SARs can potentially deliver per-

sonalised and continuous support, providing companionship, monitoring, and therapeutic

interventions. Their non-judgmental presence and consistent availability could establish

a safe and comfortable environment for young adults contending with mental health chal-

lenges, acting as a low-stakes entry-point to mental health services or enhancing existing

therapies. Furthermore, social robots have the potential to augment the capabilities of

healthcare professionals, affording them the capacity to allocate resources towards more

complex cases.

Amongst the large number of paradigms in mental health, there are two main perspec-

tives on well-being that are often discussed in psychological literature: eudaimonic and

hedonic well-being. Hedonic well-being is centered on happiness, pleasure attainment,

and pain avoidance. This approach to well-being focuses on the balance of positive over

negative affect and general life satisfaction. Hedonic well-being is often measured by

the extent to which people experience subjective happiness and contentment. [133, 134]

Eudaimonic well-being, as reflected in Ryff’s Psychological Well-Being Scale, emphasizes

self-realization and the degree to which a person is fully functioning. It is based on the

concept of living in accordance with one’s true self and virtues. Its components are self-

acceptance, positive relations with others, autonomy, environmental mastery, personal

growth, and purpose in life. [135, 133] To enhance well-being, it’s important to evaluate

how SARs-supported interventions effectively improve relevant outcomes. It is critical

to investigate if these connections promote young adults’ well-being and enhance human

relationships, or whether they exacerbate social isolation and reliance on technology. Be-

cause of the contextual, personalised and multi-faceted nature of well-being, ensuring that

SARs truly serve the best interests of young adults calls for a collaborative effort between

technologists and mental health professionals and a commitment to continuous evalua-
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tion and adaptation in practice, with a strong focus on personalisation, patient’s safety

and awareness. To ensure a responsible approach to the development and deployment of

these technologies, collaboration across multiple disciplines should involve not only tech-

nologists and mental health professionals but also ethicists, sociologists, policymakers,

and representatives from the communities these technologies are intended to serve. Pro-

moting collaboration in design and research effectively supports the promotion of other

values. Given the breadth of challenges and potential consequences on the individual,

on the healthcare system, and on society, such an inter-disciplinary approach can help

ensure that the drivers behind technological innovation are ethical, culturally sensitive,

supportive of the population’s needs and of society’s values, and so are the innovation

themselves.

5.2.2 Fairness and Legitimacy

Floridi’s account of Justice in the context of AI [103] determined various understandings

of the principle:

• "Using AI to correct past wrongs such as eliminating unfair discrimination" [103];

SARs could serve as a force for social equality by providing mental health support

to those who might otherwise lack access due to geographic isolation, socioeconomic

barriers, or stigma. However, concerns arise regarding algorithmic bias, where SARs

might inadvertently perpetuate existing prejudices if not carefully designed and

monitored. Additionally, the accessibility and affordability of these technologies are

crucial: without equitable distribution, SARs might exacerbate existing inequalities

rather than ameliorate them.

• "Ensuring that the use of AI creates benefits that are shared (or at least shareable)"

[103];

Promoting distributive justice requires a deeper understanding of current inequali-

ties and careful planning for resource allocation. In the context of SARs for young

adults’ mental health, it is important to ensure that the potential advantages these

technologies offer are not exclusively accessible to a selected few, but are, instead,

widely shareable across various demographics. Considerations about affordability,

accessibility and design choices such as ease of use and cultural sensitivity are part

of the effort.
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• "Preventing the creation of new harms, such as the undermining of existing social

structures" [103].

An over-reliance on technology, negative consequences on users’ social sphere, pri-

vacy concerns and consequences of malfunctionings are amongst the potential harms

identified in this research. The design and integration of SARs should not under-

mine or pose risks to the role of human caregivers or the importance of human

connections. Additionally, there is a need to consider the sustainability of SARs,

both in terms of their environmental impact and the long-term feasibility of their

deployment. Careful consideration must be given to how SARs fit into the broader

politics of mental healthcare to ensure they complement rather than compromise

existing structures and relationships, safeguarding their integrity.

Influenced by fairness, some participants highlighted the importance of investigating the

legitimacy of SARs introduction. This means, on the one hand, ensuring that the tools

reflect users’ preferences and needs, which calls for user-centered design approaches and

personalisation strategies; on the other hand, ensuring that the tool is appropriate for

the task: it needs to fulfill its purpose and sustain practice related values [92]. Closely

related to legitimacy and fairness is the discussion regarding the drivers behind techno-

logical innovation, ranging from economic to political and ideological. Research shows

concern regarding the development of SARs being driven by technological solutionism,

which entails an over-reliance on technology to solve complex social problems [92, 136].

This is problematic from different points of view: a technological solutionist approach

might assume that SARs are inherently neutral and beneficial, without thoroughly con-

sidering potential biases, ethical dilemmas, or unintended consequences. It is important

to recognize that SARs, like any technology, have limitations and raise challenges that

must be carefully evaluated. With regards to social equality and distributive justice,

while holding the promise of improving accessibility to care through lowering the barrier

to seeking help and reaching under-served areas, their implementation might only benefit

segments of the population, due, for example, to the cost of the technology. Furthermore,

the design might reflect current inequalities. An example of how this might present itself

is algorithmic bias: SARs trained on existing data will not be trained on details of those

who currently do not access or have access to support, which might result in the technol-
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ogy not being suitable for them. Lastly, the complexity of the challenges identified in this

research unveiled a critical range of potential harms arising from the deployment of this

technology, which are presented in the next section.

Technological solutionism may lead to an uncritical belief that SARs can fully address the

multifaceted nature of mental health issues. This perspective could potentially oversim-

plify the complexities of mental healthcare, overlooking the importance of human factors,

therapeutic relationships, and the broader socio-cultural context in the treatment process.

This was criticised by participants disagreeing with the idea of SARs replacing human

carers and expressing doubts on the suitability of SARs in a complex system of patients,

families, and care institutions, to tackle an issue that was framed by some participants

as societal, towards which we should all take responsibility. This could potentially under-

mine existing social structures and potential new ones.

Moreover, technological solutionism may lead to the prioritisation of commercial interests

over the needs of people seeking mental health care, as well as those of mental health

practitioners and institutions. Market drivers and the potential involvement of private

technology firms in public services were criticised by Sharon et. al [137] in virtue of the

blind repurposing of data storage and processing capacities as an entrepreneurial endeavor,

without taking into account the implicit values, norms, and skills of existing services and

actors.

SARs could positively impact social equality and distributive justice, potentially improv-

ing accessibility and ubiquity of services, offering personalised and youth-oriented support.

Without a proper understanding of the socio-cultural context and nature of the technol-

ogy, they could also negatively impact fairness in mental healthcare, through, for example,

reproducing current inequalities and providing inadequate support. Determining and un-

derstanding factors contributing to fairness and legitimacy of SARs introduction in mental

healthcare practices requires the consideration of a wide variety of perspectives, ranging

from socio-political to ethical and psychological; user-centered design approaches, inter-

disciplinary and inter-cultural collaboration are recommended to ensure the suitability of

these tools in specific contexts.
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5.2.3 Prevention of Harm

The bioethical principle of non-maleficence refers to a duty and responsibility of pre-

venting harm, intended or non-intended [103]. SARs hold the potential to prevent harm

by providing support to underserved populations, ensuring users’ safety and well-being

through activities ranging from companionship, monitoring, and on-going support.

With consideration to the potential deployment of SARs in support of young adults’ men-

tal health, many potential sources of harm can be identified. Due to SARs monitoring,

collection, and re-elaboration of user data, of concern is the potential infringement of

personal privacy, which refers to the right of the individual to access and control how

personal data is used. [92] In the context of mental healthcare, the importance of privacy

is paramount, exacerbated by the vulnerability of patient information, and it is in cur-

rent practices protected through confidentiality. A few participants expressed worry with

regards to the risk of the technology being hacked, or data being used in non-transparent

ways and the fear surrounding the possibility of it. An inappropriate use of data could

prove to be discriminatory towards certain groups. With personalisation being an impor-

tant factor in mental healthcare, it is crucial to ensure fair and effective handling of user

information and preferences. It is therefore important for designers to focus on trans-

parency, practice informed consent, and adopt secure privacy mechanisms and practices.

Deception and malfunctionings are two further potential sources of harm: whether SARs

are deceptive or non-deceptive is a highly debated topic in HRI [92]. Deception can be

considered a risk of harm in principle, or because of the negative consequences it can have

on users, for example by encouraging them to build an emotional rapport with a machine,

incapable of reciprocity [92]. This can create dependency and harm users’ autonomy, emo-

tion regulation and social skills. SARs could further isolation in certain circumstances: if a

vulnerable user has access to a non-judgemental artificial entity to engage with, they could

choose to retract from their social life, or not engage in human-delivered care. Robots’

malfunctionings could cause distress or reinforce negative beliefs in vulnerable users. Fur-

thermore, negative experiences are not only harmful in the context in which they happen

and their immediate consequences but can affect future help-seeking behaviour and neg-

atively impact trust toward institutions. To prevent the risks arising from deception and

malfunctionings, it is important to first ensure the safety and legitimacy of these systems

and their design choices. It is then also crucial to ensure accountability, provide compre-
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hensive training for all stakeholders, and implement continual evaluation and feedback

mechanisms, effectively maintaining human oversight.

Research in the field of autonomous systems is often characterised by a deep divide be-

tween technical research and human-centered, ethically involved ones [117], as was in-

dicated by one participant. This divide can contribute to techno-solutionist tendencies,

elaborated in the previous section. Intensive and continuous collaborations between ex-

perts and researchers of different fields, end users, care providers, and policymakers are

key to ensuring an informed evaluation of the legitimacy of the technology, evaluating the

potential benefits for users and care providers against potential sources of harm. Main-

taining human oversight throughout the testing and deployment of SARs and facilitating

feedback mechanisms from users contribute to harm minimization and foster responsibil-

ity.

5.2.4 Autonomy

In the context of healthcare, autonomy refers to a patient’s right to make decisions about

their own medical treatment, including the right to refuse treatment, based on informed

consent [138].

In psychology, autonomy is frequently described as a dimension of psychological well-

being, characterized by the ability to self-regulate and make decisions independently of

external influences [139]. It is also seen as a crucial aspect of healthy psychological devel-

opment, allowing individuals to form a sense of identity, transitioning from dependence on

caregivers to the ability to make independent decisions and take responsibility for one’s

own actions[140].

In philosophy, there are different theories of personal autonomy [141, 57], and further

theories aim at reconceptualising autonomy, for example, from a relational perspective

[142, 143]. These various conceptualisations of autonomy reveal a difficulty in providing

an operational definition of autonomy [144, 145].

According to Floridi’s account of the AI4SG, encouraging the concept of autonomy within

the realm of AI involves finding a middle ground between the authority humans hold in

making decisions for themselves and what they entrust to artificial agents [103]. Yet, the

distribution of autonomy between technology and humans is not a zero-sum game[141].

Following Formosa’s account of the impact of SARs on human autonomy, there are 3
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ways robots can enhance human autonomy: by achieving more valuable ends, improved

autonomy competencies, and encouraging more authentic choices[141].

In the context of mental health, more valuable ends can be achieved by expanding the

range of support available for young adults, reducing barriers and improving accessibility

of resources. For instance, they could help young adults reach the right type of care

promptly; they could free professionals from certain tasks, allowing them to provide bet-

ter care; Additionally, among young adults, a perceived barrier to seeking professional

help is the desire for autonomy and control [146]. Robots, being non-human, could evoke

a lessened threat to perceived autonomy, reducing stigma and making reaching out for

help more accessible. In some circumstances, robots could provide the support needed

to achieve certain means regarded as valuable by the user, for example, by supporting

them in achieving certain goals. The relationship between dependence and autonomy is

one that needs to be determined in context: becoming dependent to increase one’s auton-

omy can be beneficial in some cases, for instance when the user is able to fullfill certain

tasks they would not otherwise do, while detrimental in others. Creating dependence to

increase autonomy makes autonomy vulnerable: a few participants raised the question of

what would happen when the technology is taken away, or malfunctioning, once the user

has grown accustomed to it. Becoming over-reliant on the technology can also negatively

impact autonomy overall, reducing in fact valuable means.

Improved autonomy competencies can be achieved through skill learning and positive so-

cial interactions. Humans have the capacity to nurture and enhance their autonomy skills

through positive social interactions that reinforce qualities like self-respect, self-love, and

self-trust [141, 147, 148]. There is limited evidence that this could translate to the interac-

tion with social robots [15]. Learning and practicing skills to support one’s mental health

can lead to increased confidence and self-efficacy. Some participants suggested that SARs

could be programmed to push for autonomy and social interaction. Deploying SARs in

mental health support for young adults could potentially result in negatively impacting

autonomy competencies: accessible, non-judgemental, personalised support could trans-

late to an over-reliance on interactions with the technology and further social isolation,

hindering one’s social, decision making and emotion regulation skills.

People can also be aided in making more authentic choices by being guided to reflect on

one’s values, available information, choice options and emotional state[141], in a similar
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way shared decision making processes adopted by health providers aid patients in making

choices about their treatment: through understanding of risks, benefits and their align-

ment to personal values, people are empowered to take decisions that promote their goals,

respecting their autonomy. [149]

In the context of young adults’ mental health support, the ability to aid one’s choices can

be considered very valuable: mental complaints can cause problems in one’s decision mak-

ing process. Supporting decision making can therefore be a crucial aspect of support: by

practicing the principle of informed consent, SARs can help users navigate choice options.

On the other hand, privacy concerns and surveillance threats can diminish people’s ability

to make authentic choices. SARs can also perpetuate oppressive norms through the bias

showcased by language models. Addiction and over-reliance also would negatively impact

users ability to make authentic choices.

Whether SARs would positively or negatively impact autonomy depends on the conceptu-

alisation of autonomy, on the specific context, and on the types of features and mechanisms

endowed in the technology. Promoting autonomy in the context of SARs for mental health

support requires a contextual understanding of autonomy and continuous evaluation of

users’ experience, attainable through human oversight and feedback mechanisms.

5.2.5 Explainability

Explainability is described by Floridi et al. as comprising of intelligibility, understanding

how a system works, and accountability, who should be responsible for it. It complements

the other principles: through understanding how the technology works, it is possible to

determine where and how the technology creates good or causes harm, evaluate the impact

on users’ autonomy and care practices, and foster trust in clinicians and patients alike.

By holding individuals or organisations accountable, it promotes fairness. [103]

Promoting explainability can mitigate the shortcomings of the technology by aiding a

clear definition of its scope, use, and limitations. Even though, as some participants

explained, some users might not be interested in the inner workings of technology, having

easy access to such information has a positive impact on trust and accountability.
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5.2.6 Care values

The care values of responsibility, attentiveness, competence, and reciprocity are values

that arise within the relationship between the care-receiver and the care-giver. The eval-

uation of how these values might change due to the introduction of certain technology

aims at ensuring that these practices are enhanced and not hindered. [25] The comparison

of care practices with and without the technology is not straightforward: systems with a

certain degree of autonomy and interactive capabilities open the avenue to new care prac-

tices, making the comparison unattainable [27, 150]. Furthermore, SARs might be consid-

ered reciprocal partners, as engaging in degrees of attentiveness and competence[27, 150].

Whether artificial systems should be considered or built as reciprocal partners or not,

the nature of care practices themselves undergoes a profound transformation: from care

practices consisting of a response of the caregiver to the needs of the care receiver, an

inter-subjective relationship between two humans, the introduction of a new entity with

certain degrees of autonomy presupposes a redistribution of roles and responsibilities, and

the emergence of new factors to evaluate [27, 93].

Ensuring the systems’ competence, intended as the ability to execute a task, is paramount

to prevent harm and foster trust and acceptability. Competence is supported by trans-

parency, as it is necessary to understand how the system operates to determine its suit-

ability in carrying out certain care practices: this includes evaluation of efficacy and the

respect of practice-related values, such as taking into account users’ preferences. SARs

could enhance care practices’ competence by offering support to therapists, enhancing the

scope of their interventions. Competence could be compromised when the technology is

not fit for the task.

Attentiveness is also crucial to harm prevention: the ability of the system to respond to

a patient’s need promote their well-being, the inability to do so is potentially harmful.

SARs could increase attentiveness in care practices due to their monitoring capabilities

and availability. Attentiveness could be negatively impacted when the system fails to

recognise events or intentions or respond accordingly.

Responsibility would be greatly impacted by the introduction of SARs: from care prac-

tices in which responsibility is in the hands of the caregiver, the introduction of technology

shifts it in ways that are not yet defined: issues of accountability are still open to debate.

Responsibility is closely aligned with the value of trust [27? ], which indicates that it
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would be positively impacted by explainability [27].

Reciprocity is of great importance in mental healthcare, given that therapeutic relation-

ships are the most influential factor in the success of interventions [44]. While the capacity

to build rapport is one of the benefits of SARs, potentially allowing them to aid in assisted

care, there is widespread doubt as to whether this rapport could contribute to promoting

well-being and recovery due to SARs limited human connection capabilities.

The potential impact of SARs on care values is to be understood in the specific context

of application and the uncertainty as to whether SARs could be considered reciprocal

partners calls for further research on the topic.

5.3 Potential Applications

Therapy support is a promising potential area to exploit SARs availability: robots could

be an optional, personalised tool to support in-between session engagement of young

adults, functioning, for example, as a medium to administer therapy-related homework,

mindfulness exercises, or exercising skills. This application has the potential of promoting

well-being through an expansion of the scope of therapeutic efforts, potentially impact-

ing the attentiveness of the practice in a positive way and enhancing patients’ autonomy

through improved competencies.

Another area of potential application is prevention. Prevention was indicated by partic-

ipants as a promising area to invest in: through intervening with, for example, psycho-

education interventions, SARs could contribute to preventative efforts, complementing

human efforts through their extended availability and low-stakes accessibility. Prevention-

oriented robots could aid young adults with emotional complaints by lowering the stigma

around mental health, encouraging help-seeking attitudes and awareness through, for

example, practice talking about one’s emotions. Preventative efforts contribute to pro-

moting well-being and enhance autonomy competencies.

In this context, as an addition to prevention, SARs could also act as a low-stakes entry

point to mental health services, with the goal of aiding young adults in navigating the

mental healthcare landscape, understanding their options and needs. This could con-

tribute to users’ autonomy by aiding them in making authentic choices. The potential of

this application is justified by the difficulty in accessing the right kind of care expressed

by participants and the low rates of young adults with emotional complaints seeking pro-
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fessional help.

5.4 Design Recommendations

The findings of this study suggest special attention to be paid to safeguarding users,

respecting their preferences, promoting fairness, awareness, and autonomy, mitigating

harm, and contributing to better care. Following is a discussion of norms and related

design recommendations related to the values identified in this research.

• Collaboration between technologists and mental health professionals is paramount

in the design and development of robots and interventions. Collaboration was in-

dicated by an HRI researcher as one of the main difficulties in their job. Efforts in

understanding barriers to collaboration, ranging from systemic to cultural, should

be understood and addressed in order to facilitate research and design of SARs to

promote well-being. Collaboration with experts from different fields and cultures

and user-centered design practices should be encouraged, to foster a deeper under-

standing of ethical issues and the socio-cultural context.

• In order to promote the legitimacy of these tools it is recommended to ensure that

the innovation respects users’ needs and preferences and is appropriate to be inte-

grated in the context, meaning respect and promotion of context-related values and

fulfillment of the task.

– In order to understand and respect stakeholders’ needs and preferences, it is

recommended to adopt user-centered design approaches that actively involve

mental health professionals alongside representatives of young adults experi-

encing emotional complaints. This approach is especially important in the con-

text of this research, as personalisation has a meaningful role in mental health.

Given the multi-faceted and subjective nature of mental health, it is important

to further investigate personalisation strategies for SARs. For instance, these

might involve empowering users and therapists to select appropriate features,

appearance, behaviours, and outcomes. Personalisation could also be pursued

through SARs monitoring capabilities, which have the potential of providing

insights toward a more personalised care delivery. With regard to mechanisms
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involving data collection, special attention towards data privacy and fair use is

warranted: algorithmic bias may exacerbate current social inequalities and dis-

crimination. Personalisation can be supported through features such as user

recognition and continuous learning. Personalisation contributes to respect-

ing and promoting users’ autonomy, as per AI4SG#3, receiver contextualised

intervention.

– Determining the tool’s appropriateness and feasibility of integration involves

more than ensuring the tool’s efficacy: when exploring potential applications

in therapy support it is crucial to design for supporting context-specific val-

ues, such as the therapeutic relationship, paying special attention to factors

that could contribute to the strengthening or deteriorating the rapport. Other

values to take into consideration are confidentiality, which invokes privacy pro-

tection, as per AI4SG#5, accessibility, and affordability, to promote equity.

Furthermore, the systems in which these technologies are introduced must be

ready to accommodate them. This means taking into considerations the shift-

ing of roles and responsibilities. Design decisions should be aligned with the

goal of integrating new technologies in ways that enhance existing services,

and reinforce rather than replace human connections and therapeutic relation-

ships. The introduction of SARs and other technological interventions should

be presented as an option, should not come at the expense of human-centered

services, and should be sensitive to the broader socio-political context. Under-

standing mental health as a societal issue means that solutions, perspectives,

and responsibilities should be spread out and collaborative, avoiding an over-

reliance on technology.

• Fairness can be respected and promoted through practices and designs aimed at

evaluating and ensuring equitable treatment, as dictated by AI4SG#6 (situational

fairness). In the context of SARs for mental health support, accessibility features

such as appropriate communication modalities or interfaces, inter-cultural collabo-

ration in design, and attention to safeguard against potential bias in algorithms are

recommended. With regards to AI4SG#2, safeguards against the manipulation of

predictors, the findings of this research did not yield any particular insight.
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• Maintaining human oversight throughout the testing and deployment of SARs and

facilitating feedback mechanisms from users contribute to harm minimization and

foster responsibility. These recommended design and deployment practices support

the goals of AI4SG#1, falsifiability and incremental deployment, namely ensuring ef-

fectiveness, through empirically validating the technology’s functioning, and safety.

Given the role of confidentiality in mental healthcare, privacy mechanisms should

be implemented, in line with AI4SG#5 (privacy protection and data subject con-

sent). Users should, for example, be given the ability to delete personal data in an

easy manner, and robots should be designed with robust security measures. These

measures should prevent unauthorized access and ensure that the conversations are

not recorded or exposed to third parties without explicit consent.

• In the context of young adults’ mental health, SARs potential impact on human

autonomy is highly contextual, which underscores the importance of personalisa-

tion strategies, as dictated by AI4SG#3 (receiver-contextualised intervention). By

supporting skill development and psycho-education, through adaptive, personalised

communication features, SARs can contribute to users’ competencies, decision-

making, and understandings, effectively operationalising AI4SG#7 (human-friendly

semanticisation). SARs non-judgemental presence could also negatively impact

users’ autonomy, creating over-reliance. This points to the importance of human

oversight and continuous evaluation. Lastly, designing for privacy, in accordance

to AI4SG#5 (privacy protection and data subject consent), is essential to promote

human autonomy.

• Explainability can contribute to empowering users through enabling transparent

and effective user education, in line with AI4SG#4, receiver-contextualised expla-

nation and transparent purposes. The principle emphasizes the need for technology

to be explained in a manner tailored to the user’s context, enhancing its relevance

and usability. This approach ensures that explanations are meaningful and acces-

sible to different groups of users, considering, for example, their backgrounds and

education levels. Similarly, AI4SG#7 (human-friendly semanticisation) underscores

the importance of fostering users’ ’semantic capital’, supporting their capacity to

make sense of things. This principle advocates for SARs communication features

that enhance users’ power to give meaning and understand. Unraveling strategies
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to operationalize this principle should be supported by collaboration with experts

and stakeholders.

• Attentiveness can be supported by endowing SARs with situational awareness, en-

abling them to respond to users’ needs through detection and communication fea-

tures. Collaboration during the design process is crucial to support competence,

ensuring that SARs interventions align with the field’s best practices. Responsi-

bility can be supported through addressing accountability issues. Communication

features aimed at building rapport could support reciprocity.

• Promoting well-being in the design and application of SARs requires an operational-

isation and evaluation of all values discussed in this paper. The reccomendations are

not exhaustive, as is the list of values. Promoting well-being requires a continuous

effort to explore and evaluate potential avenues for research and design.
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6 Limitations and future research

This research initiated a first iteration of the AI4SG-VSD methodology applied to SARs

for supporting the well-being of young adults with emotional complaints, yielding a con-

text analysis, conceptual investigation of values, and proposed design requirements. To

the author’s best knowledge, it is the first research applying Value-Sensitive design to

SARs for mental healthcare. This methodology is an iterative process, to be continued

throughout the design phase: by providing a first account of context, values, and design

requirements, the study at hand aims at laying a foundation of the concepts and un-

derstandings relevant to this design process. First iteration in this case means starting

from abstract notions: instead of commencing the design process for a particular applica-

tion, identifying potential applications was one of the study’s goals. This translates into

yielding broader directions and recommendations, instead of specific steps toward robotic

design and prototyping. Future research should re-iterate the research methods within a

specific application amongst the ones proposed. Narrowing the scope allows for a deeper

and contextualised exploration of context, values, and design requirements. Addition-

ally, as previously mentioned, efforts towards facilitating inter-disciplinary collaborations

should be brought forward, as should efforts towards understanding and addressing the

systemic barriers posed by Academia, such as funding strategies and publication incen-

tives. Future research should focus on the integration of technology into existing practices.

Lastly, methods for tailoring technological interventions to individual needs and prefer-

ences should be researched.

The study’s limitations include the wide range of concepts encountered, highlighting the

need for expert collaboration across various fields for effective exploration. Originally,

the study aimed to contrast the views of the two different stakeholder groups. However,

the similarity in backgrounds between the groups and recruitment challenges led to the

decision of analysing the data as a whole.

Additionally, the study excluded young adults with emotional complaints from the em-

pirical investigation. While this was determined by the ethical feasibility of a Master’s

thesis, it also means the research may lack some viewpoints that could be critical for a

more complete understanding.
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7 Conclusion

This thesis explored the potential of SARs as a tool for supporting the mental health

of young adults with emotional complaints. The mental health state of young adults is

critical, with a high incidence of disorders and low access to services, which justifies the in-

vestigation of potential new ways of delivering care. Through a value-oriented design pro-

cess, following the AI4SG-VSD framework, the study provided an analysis of the context,

including young adults’ mental health state, tools and practices adopted to support it,

and the role of SARs in the field. The context analysis was expanded through an analysis

of qualitative interviews with psychologists and HRI researchers, selected as stakeholders,

revealing their needs, perspectives, and values. Participants identified professional chal-

lenges of a systemic nature, indicating difficulties and limitations posed by Academia and

mental health institutionalisation. They also highlighted the importance of integrating

the technology in current practices, of the therapeutic relationship and personalisation in

therapy, and issues of inclusivity and accessibility of mental health services. The mental

health crisis was described as a societal issue, highlighting the need for shared responsibil-

ity towards the issue. The identified challenges were in line with previous research, with

the risk of dependence and of negative effects on users’ social spheres being a few of them;

so were the benefits, which included accessibility and availability. In accordance with the

AI4SG-VSD framework, values relevant to the design of SARs in the field were identified

and conceptualised. These included values from the EU HLEG on AI: autonomy, fairness,

prevention of harm and explicability; UN SDG#3, ’Ensuring healthy lives and promoting

well-being at all ages’; care values: attentiveness, responsibility, competence, and reci-

procity; values identified through the context analysis:collaboration and legitimacy. The

context analysis and values conceptualisation wereused to identify potential applications

and design recommendations. Therapy support, prevention, and positioning SARs as an

entry point to mental health services were the potential applications presented in this

research. Design recommendations were provided for each identified value. Design rec-

ommendations included features contributing to equity, such as affordability, accessibility

and ease of use such as personalised, adaptive communication, transparent user education

strategies, situational awareness, maintaining human oversight and facilitating feedback

mechanisms. This research carried out a first iteration of the AI4SG-VSD framework,

effectively gathering insights, conceptual understanding and recommendations for future
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research. These serve as a stepping stone for future investigations on the application of

SARs for young adults’ mental health support.
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Research project title: Value-centered approach to Socially Assistive Robots design for
young adults’ mental health
Research investigator:
Research Participant Name:

Thank you for participating in this research. This document will outline the research goals
and ask for explicit consent on data collection and analysis to ensure that you understand
the purpose of your involvement and agree to the conditions of participation.

This research aims at critically investigating the potential use of socially assistive robots to
support young adults’ with mental health complaints related to anxiety and depression. This
research aims to contribute to the field of Responsible Innovation through an investigation of
values and practices of stakeholders, with the goal of supporting design practices that
respect and promote human values.
Interviews with professionals in mental health and Human-Robot Interaction will be
conducted and analysed. The data will be used to understand the context and values in
current practices, attitudes and opinions on technology and robotics for mental health
support.

The interview will take between 20 and 45 minutes. There are no anticipated risks
associated with your participation. You do not have to answer any questions you do not wish
to answer. Your participation is voluntary and you have the right to withdraw from the
research at any moment without consequences by contacting the researcher. After the
interview, you have 1 week to consider withdrawing your data from the project. You can
review the interview topics and questions in the appendix of this document.

This research project involves making audio recordings of an interview with you. The audio
recordings will be deleted after transcription. The transcriptions will be carried out by the
primary investigator and will be de-identified before analysis. After de-identification it will no
longer be possible to withdraw your data.
The transcription will be used for the purpose of analysis and will be kept confidential, stored
in a secure server owned by Utrecht University. In the case of publication, your words may
be quoted directly and pseudonyms will be used. Forms, and other documents created or
collected as part of this study will be stored in a secure location on a server owned by
Utrecht University.

If you decide to stop taking part in the study, want to access or withdraw your data, if you
have questions, concerns, or complaints, please contact the primary investigator
(b.ghedi@students.uu.nl), the UU’s privacy department (privacy@uu.nl) or the Data
Protection Officer of the UU (fg@uu.nl).

By signing this form I agree that:

● I am voluntarily taking part in this project. I understand that I don’t have to take part,
and I can stop the interview at any time;

● After 1 week from the interview it will no longer be possible to withdraw my data;
● The transcribed interview or extracts from it may be used as described above;
● I have read the Information sheet;



● I don’t expect to receive any benefit or payment for my participation;
● I have been able to ask any questions I might have, and I understand that I am free

to contact the researcher with any questions I may have in the future.

Participant Signature Date (DD-MM-YY)

Researcher Signature Date (DD-MM-YY)



Appendix - Interview Guide

TOPIC 1: Background
How did you become involved with Human-Robot Interaction?
What motivates you in your work?
What are some of the difficulties or limitations you encounter in your profession?
Do you have experience with robots?

TOPIC 2: Values in mental health support practices
Many reports indicate that mental health-care resources are insufficient in meeting the
requirements of people in need of assistance [1,2]. With regards to the focus population of this
research, despite the significant frequency of mental health problems among young people,
in particular emotional disorders, such as depression and anxiety, only one third of them
seeks professional help [3,4]. Reasons are negative perceptions of help-seeking, a lack of
mental health knowledge, and mental health stigma and embarrassment [5]. For those
seeking help, some of the barriers are poor accessibility, high costs and long waiting lists [1].

Let’s imagine a situation in which there is no money and time constraint. What do you think
would be a desirable way to bridge this gap?

What are important characteristics of someone able to provide mental health support for
young adults?

TOPIC 3: Technology
Technology-mediated interventions offer a possible solution to mitigate this issue by reaching
under-served populations, reducing costs and improving accessibility to support [1].
Examples are teletherapy, self-help computer delivered programs, chatbots, smartphone
applications, wearable devices.
Do you have experience with any of them?
What is your attitude towards technology for mental health?
Could technology be a solution?
What do you think is important to consider when deploying technology in the mental
healthcare domain?

TOPIC 4: Robots
Robots that are made to support people socially and emotionally are known as "socially
assistive robotics'' or SARs. SARs are designed to interact with people in a way that is
considerate of their needs and emotions. They have been gaining attention in research and
clinical settings due to their ability to interact socially with patients, building affective
relationships [1]. Their social presence, which is the extent to which they are perceived as a
social entity, is influenced by their embodiment and social capabilities and it has a positive
effect on motivation and engagement of users [6].

What do you think about the potential use of robots for addressing gaps in mental healthcare
provision for young adults?
What features and capabilities would you implement?
What do you think are risks and benefits related to deploying mental health support robots
which foster affective relationships?



What are important factors to keep in mind when designing and developing these robots?

Let’s imagine a world in which, to tackle the mental health crisis, the government of a
country hands out personal mental support robots to young adults with emotional
complaints. The robot is able to understand the environment through sensory inputs,
communicate, build rapport with their users, provide comfort, companionship and deliver
some forms of therapy.
Do you think this is a desirable scenario?
What do you think would happen?
Would you feel comfortable with someone close to you using it?
Could the situation cause harm? Impact autonomy?
Do you think it is necessary to understand how the robot works for it to be acceptable?
Do you think it is fair to address the issue in this way?

References

[1] Arielle Aj Scoglio, Erin D Reilly, Jay A Gorman, and Charles E Drebing. Use of social robots in
mental health and well-being research: Systematic review.
[2] Elias Aboujaoude, Lina Gega, Michelle B. Parish, and Donald M. Hilty. Editorial: Digital
interventions in mental health: Current status and future directions. Frontiers in Psychiatry, 11:111, 2
2020.
[3] Terhi Aalto-Setälä, Mauri Marttunen, Annamari Tuulio-Henriksson, Kari Poikolainen, and Jouko
Lönnqvist. Psychiatric treatment seeking and psychosocial impairment among young adults with
depression. Journal of Affective Disorders, 70:35–47, 6 2002.
[4] Vikram Patel, Alan J. Flisher, Sarah Hetrick, and Patrick McGorry. Mental health of young people:
a global public-health challenge. The Lancet, 369:1302–1313, 4 2007.
[5] Koutra K, Pantelaiou V, Mavroeides G. Why Don’t Young People Seek Help for Mental Illness? A
Cross-Sectional Study in Greece. Youth. 2023; 3(1):157-169.
[6] Eric Deng, Bilge Mutlu, and Maja J Mataric. Embodiment in socially interactive robots. Foundations
and Trends in Robotics, 7(4):251–356, 2019.



B Coding Manual

95



Project Name: Value-centered approach to Socially Assistive Robots design for
young adults’ mental health

Coding Manual for Qualitative Interview Coding

This coding manual serves as a guide for systematically analyzing qualitative interview data
collected as part of the research critically investigating the potential use of socially assistive
robots to support young adults’ with mental health complaints related to anxiety and
depression. The purpose of this coding manual is to establish a standardized set of codes
and definitions that correspond to the key topics discussed during the interviews.

Instructions:

● Carefully review each interview transcript and apply the relevant codes to segments
of text that align with the identified themes or topics.

● If a segment of text pertains to multiple codes, assign all appropriate codes to ensure
comprehensive analysis.

Code List:

1. Challenges in Research and Practice for HRI Professionals
Definition: This code encompasses the obstacles, difficulties, and issues that HRI
researchers encounter in their work, requiring attention and resolution to enhance the
conditions and outcomes of their research and practice in the field of mental health.

1.1. Collaboration: Collaboration between researchers, psychologists, and other
professionals from diverse fields can be challenging due to differing
perspectives and expectations.

1.2. Systemic Issues: Issues arising from the way Academia functions.
1.3. Incongruences: research trends going in a certain direction without proper

motivation.

2. Challenges in Research and Practice for Psychology Professionals
Definition: This code encompasses the obstacles, difficulties, and issues that
psychology professionals encounter in their work, requiring attention and resolution
to enhance the conditions and outcomes of their research and practice in the field of
mental health.

2.1. Therapy related issues: difficulties arising in therapy such as mitigating the
conflicting wished of patients and their families.

2.2. Institutionalisation and Funding: The funding system for mental health can be
clunky and unable to provide professionals and institutions with the support
and resources they need. No enough funds for training



3. Challenges of Applying Socially Assistive Robots in Mental Health Support

Definition: This code refers to the potential issues, risks, and obstacles associated
with the implementation of socially assistive robots for mental health support among
young adults.

3.1. Feasible integration : discussions about identifying useful cases for the
technology and the target population or lack thereof. Considerations about
what would make it acceptable and functional within one’s life, society and
mental healthcare.

3.2. Social consequences: interacting with robots can lead to isolation from people
and can lead to a reduced social skill set.

3.3. Dependence: Relying heavily on robots for mental health support could lead
to decreased human interaction skills and overreliance on technology.

3.4. Limited Human Connection: Robots might lack the emotional depth and
empathy that human interactions provide.

3.5. Regulation and safety: Discussion about regulation and safety issues, such
as hacking. The regulation of this technology is non-trivial. There is
uncertainty on who should be liable for it and how its use woud translate in
law and justice.

3.6. Misinterpretations: Technical glitches or malfunctions could disrupt the
support sessions.Robots might misinterpret verbal or nonverbal cues, leading
to inappropriate responses or interventions. Users can misinterpret robots’
intentions, projecting their own and misinterpreting behaviours.

3.7. Technical limitations: current technical limitations translate to a limited scope
of interaction, making them unable to provide appropriate mental health
support.

3.8. Assessment: the dynamic and complex nature of mental health and
well-being makes the assessment of interventions ‘in the wild’ challenging.
There may be unintended consequences.

4. Scenarios and Roles for Socially Assistive Robots in Mental Health Support
Definition: This code pertains to the various scenarios and roles in which socially
assistive robots could play a helpful and supportive role in enhancing the mental
health and well-being of young adults.

4.1. Therapy Support: Robots could assist in delivering therapy.
4.2. In-between: Robots ca be used to direct of facilitate a connection with health

proessionals or institutions.
4.3. Therapist, Friend, Coach: discussions about SARs potential role as a

therapist, friend or coach.
4.4. Skills Building: Robots could aid users in practicing social or coping skills and

build confidence in various social scenarios.
4.5. Complementary: Robots and humans have complementary roles.
4.6. Prevention: Robots could assist in prevention-related activities.



4.7. Data Collection: SARs data collection capabilities could be used to improve or
support care.

4.8. Crisis Intervention: Robots could identify signs of distress and initiate
appropriate crisis interventions.

5. Benefits of Socially Assistive Robots in Mental Health Support

Definition: This code pertains to the positive impacts and advantages that the
application of socially assistive robots can have in the context of mental health
support.

5.1. Accessibility: SARs can improve accessibility for mental health practices and
resources.

5.2. Availability: SARs’ availability can prove to useful in aiding mental health
practices.

5.3. Reduction of Provider Burden: Robots can handle routine tasks, reducing the
burden on mental health professionals and allowing them to focus on more
complex cases.

5.4. Influence of Robots on Individuals: discussions about the impact, influence,
and effects that robots have on individuals' thoughts, emotions, behaviors.

6. Features and Design Requirements for Socially Assistive Robots in Mental Health
Support

Definition: This code refers to the essential features, functionalities, and design
considerations that socially assistive robots should possess to effectively support
mental health among young adults.

6.1. Communication: SARs features and capabilities which contribute to being
able to communicate naturally with users.

6.2. Collaboration: collaboration between experts of different expertise is an
important design requirement.

6.3. Personalization: Robots should be able to personalize their interactions and
interventions to cater to each user's unique mental health goals and
challenges.

6.4. User Education: Robots should educate users about their capabilities and
limitations, fostering a clear understanding of how the technology can assist
them.

6.5. Appearance: discussions about the looks of SARs
6.6. Privacy: discussion about privacy mechanisms.
6.7. Accessibility: features which ensure SARs are easy to use and accessible to

various people.
6.8. Support and Monitoring: support and monitoring throughout the design,

deployment and use fases is an important design requirement.



7. Considerations about Technology in Mental Health

Definition: This code pertains to discussions surrounding various opinions, roles, and
personal experiences related to the use of technology in the context of mental health
support.

7.1. Role: Opinions on the role that technology can play in promoting overall
well-being.

7.2. Accessibility: technology needs to be easy to use.
7.3. Different tools work for different people: there is no one-size fit all.

8. Considerations about Mental Health Support Practices

Definition: This code encompasses discussions about specific mental health
practices, important factors to consider, personal experiences, and insights related to
mental health interventions and support.

8.1. Prevention: Conversations about the benefits of preventative initiatives.
8.2. Features of a Helper: characteristics of someone able to help young adults

with emotional complaints.
8.3. Therapeutic Relationship: discussion about the role of the therapeutic

relationship in mental health practices.
8.4. Goal of therapy
8.5. Societal issue: the mental health crisis exists at a societal level. It needs to be

addressed through societal restructuring.
8.6. Personalisation: discussion about the role of personalisation in mental health

practices.
8.7. Accessibility: discussions about the accessibility of mental health practices.

9. EU HLEG Values

Definition: This code takes into considerations explicability, fairness, prevention of
harm, and autonomy as they are understood in this context.

9.1. Autonomy: SARs should respect and support users' autonomy in their mental
health journey. The robot's interventions should not undermine users' agency.

9.2. Prevention of Harm: SARs should contribute to preventing harm. SARs
design and use should be focused on preventing harm arising from various
sources.

9.3. Explainability: tools and processes should be understandable and
accountability should be ensured.

9.4. Fairness: SARs’ potential contribution to the distribution of resources, impact
on discrimination and prevention of the creation of new harms.



10. Care Values

Definition: This code takes into considerations care values as they are understood in
this context.

10.1. Competence: the skill of providing good and successful care
10.2. Reciprocity:the care-receiver’s capacity to guide the caregiver and the

instauration of a reciprocal interaction.
10.3. Responsibility: a willingness to respond and take care of need.
10.4. Attentiveness: proclivity to become aware of need.
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