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Chapter 1

Introduction

Depth Of Field is a term that indicates the range of the world that is rendered
in sharp focus on an image, and it occurs naturally when light passes through
an optical system, composed of one or more lenses, before reaching a sensor.
An example of this can be seen in Figure 1.1.
A natural side effect of Depth Of Field is that the out-of-focus areas will have a
much larger circle of confusion, the image of a point in the real world on the
sensor, than those in the focused areas. The shape of the circle of confusion is
also called bokeh, from the Japanese word boke, meaning blur.
The shape and aesthetic of the bokeh are affected both by the elements that
compose a lens system and by the aberrations that impact how the light rays
move through those elements.

Figure 1.1: Photo with a shallow Depth Of Field: only a small portion of the
world is in focus.1
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A correct, faithful, and controlled rendering of the Depth Of Field is ex-
tremely relevant in any kind of visual media, including cinematography, pho-
tography, games, and animation. Authors and directors seek specific depth of
field effects to be able to reproduce an atmosphere, tell a story, or simply shift
the viewer’s attention from one area of the shot to another.

(a) Kubrick had a special lens made to have everything in
sharp focus. Every soldier is important in this situation.

(b) Bong Joon-Ho often uses out-of-focus areas to tell a sec-
ond story.

Figure 1.2: Example of the Depth Of Field in movies2.

Sometimes special lenses are made to have everything in sharp focus like
in Kubrick’s Full Metal Jacket, Figure 1.2a, while other times the out-of-focus
areas can be used to tell a story that is parallel to the one happening in the
foreground, something that Bong Joon-Ho does masterfully in Memories of a
murderer, Figure 1.2b.

1From: https://digital-photography-school.com/understanding-depth-field-beginners/
2From https://www.filmmakersacademy.com/depth-field-character-story/
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Other than being able to choose what is in focus, authors often choose the
shapes of the out-focus highlights to convey a message or to better be able to
set a scene like it has been done in Figure 1.3 by manipulating the aperture stop
of the lens.

Figure 1.3: A custom bokeh shape can be obtained by placing a cardboard with
a cutout of the desired shape in front of the lens.3

Control over the appearance of the Depth Of Field is crucial when incorpo-
rating VFX into a shot. Ideally, the goal is to replicate the same effect seen
in real-life footage in the renders intended for integration. For this purpose,
commercial compositing software goes a long way to try and replicate differ-
ent real-life cameras for production movies. An example of such software is
Foundry’s Nuke4.

1.1 Ray Tracing

While the concept of ray tracing has been around for a long time with its many
uses in different fields including astronomy, radio signal, and optical design, its
application in Computer Graphics, first suggested by Appel [1968], has a much
shorter history. Whitted [1980] is one of the fundamental papers on the subject,
and it is globally recognized as the base of all modern-day techniques.
Whitted’s ray tracing, also known as recursive ray tracing, is an algorithm that
recursively traces rays of light from the camera into the scene and computes the
color of each pixel based on the interactions of the rays with the surfaces in the
scene. By following the path of each ray, the algorithm can simulate different
light phenomena like reflection and transmission.

3From https://nicolesy.com/2021/12/29/shaped-bokeh/
4https://www.foundry.com/products/nuke-family/nuke
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Kajiya [1986], paved the way for path tracing, which solves the rendering equa-
tion integral with a Monte Carlo evaluator to simulate the light transport in a
scene in a more physically accurate way.
Path tracing, compared to the recursive ray tracing algorithm, can be more com-
putationally expensive, but can model global illumination more accurately. It
expands on Whitted’s model with indirect lighting, better sampling techniques
for multiple lights, more naturally looking shadows and other features that give
the final render a more photorealistic look.

1.2 The Pinhole Camera Model and its limita-
tions

Figure 1.4: A pinhole camera.

In computer graphics is common to use a pinhole camera model both in
rasterization and ray tracing.
A real pinhole camera is extremely easy to build: it is sufficient to place a light-
sensitive film into a box and produce a small aperture in front of it. Light will
pass through the small hole into the film which, after being exposed for a certain
amount of time, will replicate what is in front of the camera.
As seen in Figure 1.4, the resulting image is flipped on the y-axis. When render-
ing an image through a pinhole camera in computer graphics, to avoid having to
flip the final render, the virtual sensor is placed in front of the camera, as seen
in Figure 1.5. Rays are then traced from the camera, through the film plane,
and into the scene.
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While being extremely easy to simulate, this type of camera will produce images
where everything is in sharp focus, without any kind of Depth Of Field.

Figure 1.5: The pinhole camera model in ray tracing applications.

1.3 Overcoming the pinhole camera limitations

Pinhole cameras nowadays are only used for specific artistic purposes5, as mod-
ern optical systems are now composed of many complex lens elements to account
for imperfections, image stabilization and aberrations.

In computer graphics, the proposed solutions to work around the limitation of
the pinhole camera started as early as Potmesil and Chakravarty [1981] and have
been categorized into Object Space Approaches and Image Space Approaches
by the survey from Barsky and Kosloff [2008].
Image space approaches are post-process techniques that add a Depth Of
Field effect to an already rendered image through a classic pinhole camera, usu-
ally using blurring kernels on the whole image or in some portions of it.
This category of techniques is often used in real-time applications, thanks to
their efficiency, but lack the realism that can be obtained through object space
methods. The introduction of image space methods is often attributed to
Potmesil and Chakravarty [1981], which laid the foundations for any subse-
quent work.
Object space Approaches on the other hand can replicate the aberrations
of real lenses with very high accuracy by modeling how rays’ paths are being
deviated by the glass elements inside the optical system. This can be done for
example by tracing rays through the lens components to physically reproduce
the direction of a ray coming out of it. Distribution ray tracing by Cook et al.

5Pinhole cameras have been barely ever used: the concept of the Camera Obscura the
pinhole camera is based on has been used mainly by painters and scientists since the 4th
century B.C.

7



[1984], is the technique upon which many modern object space algorithms are
based.
More recent papers tend to use a mixture of both screen and image space tech-
niques and do not fit in either category, like the work from Tan et al. [2022] and
Peng et al. [2022].

1.4 Problem Definition And Research Questions

In 2020, Asberg, Asberg [2020], defended her master’s thesis on replicating re-
alistic Depth Of Field effects using Seidel Aberrations as post-process to an
already rendered image with a depth map.
In her thesis, she presented a novel approach to efficiently render both monochro-
matic and chromatic aberrations starting from real lens specifications to obtain
authentic-looking bokeh.
To do this, and to give the end user some creative control, she reduced the lens
to 7 parameters that can be changed at runtime to alter the obtained effect.
Asberg implemented her algorithm as a post-process effect, mentioning that re-
versing the procedure to generate primary rays for a ray tracer would work just
as well, making it usable as a real-time Depth Of Field simulation.
This brings us to our first research question:

RQ1: Can we reverse Asberg’s innovative approach and expand it
in order to produce primary rays for breda, Traverse Research’s6

real-time rendering framework?

This research question was ultimately answered negatively. This reversal faced
a lot of issues due to the intricate aberrations experienced by the individual
rays within the optical system and the complex nature of light interactions.
Those roadblocks made the reversibility of Asberg’s technique non-trivial and
prevented its direct application to the real-time rendering framework.
An in-depth explanation of Asberg’s approach can be found in section 3.10,
while a thorough analysis of its irreversibility can be read in chapter 4.

To still deliver a Depth Of Field effect, while also attempting to solve the partial
visibility issue that affect any post-process effect, we turned to explore different
techniques and methods to render practical DoF effect. The paper from Tan
et al. [2022] introduced an interesting hybrid approach in which the missing
geometry gets ray traced after a post-process effect inspired by Jimenez [2014].
This leads us to the second research question:

RQ2: Can we implement Tan et al. [2022]’s paper in breda so that a
post-process Depth Of Field can be rendered in real time, with low
latency and while also improving on existing techniques for the par-
tial visibility issue?

6https://traverseresearch.nl
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Therefore, we moved to implement Tan et al. [2022]’s paper. The complete
lack of access to the code, the fact that the authors were not available to an-
swer any of the problems that came up during development and because some
sections of the paper left a lot of guess work to do this implementation was not
trivial.
Those problems made it so that it was not possible to reach the same result
as shown in Tan et al. [2022]. Nonetheless, part of the work was merged into
the main branch of breda, and the final implementation still shows how the
approach can actually improve on existing research.
In chapter 2, the necessary basic optics theory to understand previous work in
the rendering of Depth Of Field is explained. This also includes an explanation
on the aberrations that are being used by Asberg for her technique.
In chapter 3 existing techniques for rendering Depth Of Field are introduced.
An important part of this chapter is dedicated to the explanation of Asberg’s
technique.
In chapter 4 the irreversibility of Asberg’s technique is explained. First, the
approach that was taken is explained, then the reason why it could not work
for optical and physical limitation is expanded.
In chapter 5, Tan et al. [2022]’s paper is explained, and its implementation is
discussed.
Finally, in chapter 6, a high level summary of the results of this thesis can be
found, along with possible future improvements and developments.
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Chapter 2

Basic Optics

To better understand how images on the camera sensor are formed and how the
depth of field is obtained through the use of specific lenses, and therefore how
we can simulate it in computer graphics, an introduction to photography and
optics is needed. This chapter will highlight the necessary pieces to grasp the
theory behind how the different parts of a camera lens affect the resulting shape
of the highlights in the out-of-focus areas.

In chapter 3 the terms and knowledge introduced in this chapter will be used
extensively. This chapter also includes a thorough explanation of the Aberration
used by Asberg in her approach.

2.1 Lenses and Optics

2.1.1 Optical axis, focus distance and focal plane

Nowadays, an optical system is composed of multiple glass elements (lenses)
that have the purpose of focusing the incoming light onto one or more points on
the film sensor. Each of those elements lies on the Optical axis, (Figure 2.1).
Each lens has a, possibly fixed, focus distance, shown in Figure 2.2: the

distance from the front of the lens at which an object will be perfectly sharp on
the sensor. The plane perpendicular to the optical axis at the focus distance is
called the focal plane.
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Figure 2.1: The Optical axis through two lenses.

Figure 2.2: Schematic showing focus distance and depth of field.

2.1.2 Principal Planes and Focal Points

The front focal point, shown in Figure 2.3, is the point on the optical axis
for which every ray that passes through it will emerge from the optical system
parallel to the axis itself.
The rear focal point, shown in Figure 2.3, is the point on the optical axis on
which rays that enter the system parallel to the axis will converge when emerg-
ing from the system.
The Front principal plane and the rear principal Plane are planes per-
pendicular to the optical axis at which all the refraction can be considered to
happen. Refraction, in this context, refers to the bending of light as it passes
through the optical system.
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Figure 2.3: H1 and H2 are respectively the front and rear principal planes1.

2.1.3 Focal Length

The Focal length of a lens is the optical distance from the point where the
light converges inside the lens to the camera’s sensor as shown in Figure 2.4.
More specifically, it is the distance between the rear principal plane and the
rear focal point, and it determines the lens’s ability to focus light onto the
sensor.

Figure 2.4: In this case, the focal length represents the distance between the
sensor and rear principal plane, here called Nodal Point of a Lens2

1From https://www.youtube.com/watch?v=2EUzr8fP0TA
2From https://photographylife.com/what-is-focal-length-in-photography
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2.1.4 Stops

Stops are elements in the lens system that limit the amount of light passing
through. These could be opaque elements like the diaphragm in a camera lens
or just the boundaries of the glass elements.
The Aperture Stop is the stop that defines how much of the incoming light
reaches the sensor. This is illustrated in Figure 2.5.
In a camera, a diaphragm is an opaque element composed of 5 to 9 “blades”
used to control the amount of light reaching the film. The size of this opening
is usually defined in terms of the “f-number”, which is given by: f

D , where f is
the focal length and D the diameter of the aperture.
A higher f-number means a smaller aperture size.

Figure 2.5: An aperture blocks incoming rays from reaching the sensor.

The image of the aperture stop is called entrance pupil if seen from object
space and exit pupil if seen from image space.
Both can be seen in Figure 2.6.

Figure 2.6: The entrance pupil (on the left) and exit pupil (on the right).
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2.1.5 Depth of field

The concept of depth of field is strictly related to the one of focal length and
aperture size.
It is defined as the distance between the nearest and furthest objects that are
in focus at the focal length, as shown in Figure 2.2.
A larger aperture (smaller f-number) will result in a shallower depth of field.

2.1.6 Bokeh and circle of confusion

Figure 2.7: Only the green point b is in focus. Light rays incoming from points
a (in blue) and c (in red) converge to a single point in the front or the back of
the film sensor.

The term circle of confusion indicates the circle formed on the sensor by a
cone of light rays that do not come in focus at a single point. This happens
for points that are both behind the maximum focus distance and in front of the
minimum focus distance, as shown in Figure 2.7.
Potmesil and Chakravarty [1981] gave the formula to compute the diameter of
the circle of confusion for a point u in object space that project a point Vu on
the sensor given the focal length of the lens f , the f-number n, and a point p
perfectly in focus which project to Vp on the imaging sensor:

C =
f

n

|Vu − Vp|
Vu

(2.1)

Bokeh is a Japanese word that describes the shape of the circle of confusion.
Since the circle of confusion diameter is larger for the highlights in the out-of-
focus area of the image, it is also described as the shape of the highlights in the
out-of-focus areas.
The shape of the bokeh depends on the shape of the aperture stop, as shown in
Figure 2.8.
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Figure 2.8: Bokeh shapes from different lenses. Lenses with different aperture
shapes will result in differently shaped bokeh.3

2.1.7 Gaussian Optics and Paraxial Approximation

In optics, the Paraxial Approximation is a small angle approximation that
can be applied when the angle produced by the incoming light with the optical
axis is small enough. In this situation the following approximation is valid:

tan θ ≈ sin θ ≈ θ (2.2)

Gaussian Optics is a technique used to describe how light rays behave in
a lens system by using the paraxial approximation. It only applies to optical
systems composed of flat or spherical components.
Gaussian Optics can be used to derive certain properties of a system: focal
length, magnification, focal planes, and image planes.

3From https://photographylife.com
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2.2 Aberrations

The term aberration refers to a deviation of the light rays’ path from the one
predicted by the Paraxial Approximation.
Those deviations can arise from the inherent characteristics of the optical sys-
tem, such as the shape, materials and their arrangement of its elements, or from
the limitation of paraxial theory itself.
The Paraxial Approximation is a simplified model that does not take into con-
sideration those intricacies and considers light as a ray, ignoring any aberration
caused by the wavelength of the incoming light.

The five monochromatic aberrations are also known as Seidel Aberrations
described mathematically in Seidel [1857].
The Seidel Aberrations are also known as third-order aberrations as they affect
the image formation when expanding the power expansion of the sin θ and cos θ
up to the third term:

sin θ = θ − θ3

3!
+

θ5

5!
− ...

cos θ = 1− θ2

2!
+

θ4

4!
− ...

By expanding the series to even more terms, higher-order aberrations are
obtained, and the Seidel aberrations can be considered as the sum of all con-
tributing higher-order aberrations (Hecht [2017]).

2.2.1 Spherical Aberration

Spherical Aberration occurs for rays that originate on the optical axis. Those
rays, leaving the point in a different direction, will pass through different points
of the lens. Because of the spherical shape of the lens, not all those rays will
converge into focus on a single point in the image plane as shown in Figure 2.9.
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Figure 2.9: The effect of spherical aberration. Rays passing through a different
part of the lens do not converge at the same distance.

2.2.2 Coma

Coma, also called comatic aberration, affects rays originating from a point fur-
ther away from the optical axis. Even when the Spherical Aberration is cor-
rected, those rays will come into focus at different heights on the image plane,
as shown in Figure 2.10. This aberration will cause an effect that is similar to
the one that can be seen from a comet, from which the name comes.

Figure 2.10: The effect of comatic aberration. Rays passing through a different
part of the lens do not converge at the same height on the film plane.

2.2.3 Astigmatism

Astigmatism also affects rays that originate from points that are not on the
optical axis. From the point of view of those rays, the lens appears tilted. Rays

17



that are in the plane of the tilt and rays that are perpendicular to that will pass
through parts of the lens with a different profile, focussing at different distances
from the lens as shown in Figure 2.11.
This aberration causes affected points to appear as a line.

Figure 2.11: The effect of astigmatism.

2.2.4 Field Curvature

Even when all the incoming rays from a single point converge into perfect focus,
because of the spherical shape of the lenses compared to the flat sensor, planar
objects are projected as curved images, as shown in Figure 2.12.

Figure 2.12: The effect of field curvature.
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2.2.5 Distortion

The linear magnification (the ratio of the image size to the object size) is a func-
tion of the focal length, which is different for different areas of a lens, resulting
in a distorted image, shown in Figure 2.13. As shown in Figure 2.14, the two
kinds of distortions are pincushion distortion and barrel distortion.

Figure 2.13: The effect of distortion.

Figure 2.14: Different kinds of distortions.

2.2.6 Chromatic Aberration

Chromatic Aberration is caused by the inability of glass lenses to focus different
wavelengths on the same point. Lenses have different focal lengths for different
refractive indices, and the refractive index is dependent on the wavelength of
the incoming light.
Two different kinds of chromatic aberration can be identified:
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• Longitudinal Chromatic Aberration: Different wavelengths are fo-
cused at a different distance from the lens;

• Transverse Chromatic Aberration: Different wavelengths are focused
at different points on the focal plane;

Figure 2.15 shows the effect of chromatic aberration.

Figure 2.15: The effect of chromatic aberration.

2.2.7 Vignetting

Vignetting is another optical effect that is not characterized as an aberration.
It appears as a decrease in light intensity at the periphery of the image: light
rays are blocked by the rim of one of the lenses in the system, as shown in
Figure 2.16a.
Vignetting also affects the bokeh at the periphery of the image, as shown in
Figure 2.16b.

A Summary of both the chromatic and monochromatic aberrations and of
the vignetting effect can be found in Table 2.1.

3From https://nl.m.wikipedia.org/wiki/Chromatische_aberratie
4From https://shotkit.com/guide-to-vignetting/
5From https://blog.kasson.com/nikon-z6-7/24-70-4-nikkor-s-on-z7-vignetting-and-bokeh/
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(a) Notice the darkening at the edges.4

(b) The effect of vignetting on the bokeh
shape.5

Figure 2.16: The Vignetting effect.

Aberration Description
Spherical Aberration Rays originating on the optical axis do not converge

to a single point due to the lens’s spherical shape.
Coma Rays from points off the optical axis focus at differ-

ent heights on the image plane, resembling a comet.
Astigmatism Rays originating off the optical axis encounter dif-

ferent profiles in the lens, resulting in different focal
distances.

Field Curvature Planar objects are projected as curved images due to
the difference between lens shape and a flat sensor.

Distortion Linear magnification varies across the lens, leading
to image distortion. Two common types are pin-
cushion and barrel distortions.

Chromatic Aberration Glass lenses cannot focus different wavelengths on
the same point, causing longitudinal and transverse
effects.

Vignetting Light falloff towards the corners of the image, re-
sulting in darker peripheral areas.

Table 2.1: Summary of Aberrations
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Chapter 3

Previous Work

To overcome the limits of the pinhole camera limitation, a lot of different
techniques have been proposed during the last 40 years, each with its unique
strengths and limitations.
This chapter will provide an overview of some of those techniques, aiming ti
provide an overview of what is currently available, while highlighting their re-
spective advantages and drawbacks.
In the upcoming sections, some of those works are presented to give an overview
of what Asberg’s thesis is based on and what the current state-of-the-art is. The
surveyed techniques are organized according to the categorization specified by
Barsky in Barsky and Kosloff [2008], going through the Object Space methods
first (section 3.1, section 3.2, section 3.3, section 3.4), Image Space Methods
second (section 3.5, section 3.6, section 3.7, section 3.8) and lastly some more
recent techniques that do not properly fit into any of those categories, including
Asberg’s approach (section 3.9, section 3.10).

The latest survey on the existing techniques to simulate depth of field has been
done in Barsky and Kosloff [2008]. The paper proposes a categorization in im-
age space and object space methods: the former is more apt to be used in a
real-time environment and the latter is preferred for more accurate reproduction
of the desired effects.
One of the biggest issues with image space approaches is partial occlusion: in
images captured with real cameras, foreground objects have a soft edge behind
which the background can be seen. Because the information on the color behind
foreground objects is simply missing when applying a depth of field effect on an
already rendered image through a pinhole camera, approximations need to be
made to work around this issue.
An example of this phenomena in computer graphics is shown in Figure 3.1,
which compares a blurred and unblurred render of the Sponza scene made us-
ing Blender. By looking at the post-processed image it is easy to see how the
out-of-focus rod expands outwards and partially cover the wall behind it. In
a real image, it would be possible to partially see the hidden wall through the
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non-focused colors.

(a) A render of the Sponza scene made using a pinhole cam-
era in Blender

(b) The same render, but post-processed to add a Depth Of
Field effect

Figure 3.1: Comparing an all-in-focus render and its post-processed version.

More recent approaches do not easily fit into either of those categories, like
the recent paper from Tan et al. [2022], which uses a hybrid approach by first
blurring a rasterized image with a classic filter and then using ray tracing to
solve the partial occlusion problem.
Another interesting research area is replicating depth of field and bokeh through
the use of different kinds of neural networks: Peng et al. [2022], Ignatov et al.
[2020], Qian et al. [2020].

3.1 Distributed Ray Tracing

Cook et al. [1984] form the basis for every modern object-space technique.
Cook introduced the Distributed Ray tracing technique to address the problem
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of rendering certain phenomena by distributing the rays in time instead of trac-
ing more of them. The “fuzzy phenomena” that Cook addresses in his paper are
depth of field, translucency, blurred reflections, penumbra, and motion blur.
The first three effects are related to the shading of a point on a surface. The
intensity I of the reflected light at that point is the integral over the hemisphere
above the surface of an illumination function L and a BRDF R for the incident
angle (ϕi, θi) and the angle of reflection (ϕr, θr):

I(ϕr, θr) =

∫
ϕi

∫
θi

L(ϕi, θi)R(ϕi, θi, ϕr, θr)dϕidθi (3.1)

To simulate gloss (the blurred reflections effect), rays are distributed over
the direction of the mirror reflection and then weighted accordingly to the same
distribution.
Similarly, to model translucency, the secondary rays are distributed about the
main direction of the transmitted light according to the BTDF (Bidirectional
Transmittance Distribution Function) that replaces the BRDF R in Equa-
tion 3.1.
Penumbra is present when the intensity of light is proportional to the solid angle
of its visible portion. This effect is obtained by distributing rays toward any
point on the light source location.

3.1.1 Distributed depth of field

Cook observed that real cameras have a finite lens aperture that gives each
image a finite depth of field by projecting each point in the scene as a circle of
confusion.
By using the focal length F , and the aperture number n, rays can be distributed
into the scene to simulate a depth of field effect.
For each point p on the imaging sensor, a point on the lens is sampled using its
diameter F

n and a ray is traced through that point into the scene.

This produces a correct circle of confusion for each point, and Cook proves
this by comparing it to the formula given by Potmesil and Chakravarty for the
diameter C:

C = |VD − VP |
F

nVD
(3.2)

With VP being the distance of the image of a lens focused at distance P and
VD the distance of the image plane of a point at distance D from the lens. VP

and VD are given by:

VP =
FP

P − F
forP > F (3.3)

VD =
FD

D − F
forD > F (3.4)
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Given a point I on the image plane, the algorithm proposed by Cook traces
ray inside a cone whose radius at D is

r =
1

2

F

n

|D − P |
P

(3.5)

The image plane distance from a point on the cone to a point on the axis of
the cone is

R = r

(
−VP

D

)
(3.6)

and it is trivial to show that

R =
C

2
(3.7)

Meaning that any points on the cone have a CoC that touches the image
point I and points outside the cone do not affect the image point.

The integral shown in Equation 3.1 can be solved with a Monte Carlo eval-
uator, making the implementation of Cook’s paper trivial. The results can be
seen in Figure 3.2.

(a) Render from Cook et al. paper (b) Render from Cook et al. paper

Figure 3.2: Distributed ray tracing.

To summarize, the approach introduced by Cook was very innovative and
permitted to replicate many effects. The downside in this case was simply that
it needed many more samples per pixel to be able to converge to a solution,
making it harder to use for modern real-time application.

3.2 A Realistic Camera Model for Computer Graph-
ics

A few years after Cook’s paper, Kolb et al. [1995] expands on their technique
by tracing rays directly through a physically based representation of an optical
system.
Kolb wanted to address two main issues: the computation of the geometry (cor-
rectly modeling aberrations and distortions) and radiometry (the response of
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the sensor when exposed to light) of image formation.
The authors were not interested in correctly representing any aberration aber-
rations: chromatic or monochromatic. In their paper, models how the camera
described in the paper transforms the scene radiance into the response of a pixel.

Ray tracing through a lens system is not any different from tracing rays
in a scene composed of glass surfaces. For each point on the image plane, a
point on the rear-most element of the system is sampled and then, for each
element Ei, rear to front, the intersection between the ray and the lens element
is computed. If the intersection is outside the Ei aperture, the ray is blocked,
otherwise, Snell’s Law is used to compute the new direction.
Kolb derives a thick lens approximation and uses it to determine the exit
pupil. The behavior of a thick lens is characterized by the focal points and the
principal planes, and it is an approximation similar to the thin lens but where
the thickness of the system becomes relevant. The principal planes can be found
by tracing rays through the system or by using analytical formulas available to
derive a thick lens from a collection of optical elements.

When tracing rays from the sensor to the scene through the camera, the exit
pupil should be sampled instead of the camera aperture or the rearmost lens
element (the one closest to the sensor) for a correct result. When sampling the
former, certain rays that would pass through the lens will not be generated as the
image of the aperture can be larger than the aperture itself, and when sampling
the latter, rays that will not pass through will be generated and discarded as
soon as they will encounter a stop.
Determining the apparent size and position from the axial point on the image
plane for each potential stop by imaging the stop through the lens elements that
stand in between the stop and image space is needed to find the exit pupil. The
image of the image disk that subtends the smallest angle from the axial point
on the image plane is the exit pupil. The stop corresponding to it is the aperture
stop.

3.2.1 Exposure

Kolb models a simplification of the exposure process that happens in a real
camera, by assuming that irradiance over a point x′ on the film plane is constant
over a period and that the exposure time is fixed.
The following integral computes the irradiance at x′, E(x′) by integrating over
the solid angle subtended by the exit pupil:

E(x′) =

∫
x′′∈D

L(X ′′, x′)
cosθ′ cos θ′′

||x′′ − x′||2
dA′′ (3.8)

Which, assuming that the film plane is parallel to the exit pupil plane,
becomes:
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E(x′) =
1

Z2

∫
x′′∈D

L(X ′′, x′)
cos4θ′

d
A′′ (3.9)

Z is the distance from the film plane to the disk along the optical axis.
The weighting that differs according to the solid angle will result in variance
in the irradiance over the film plane. To estimate this effect, Kolb uses two
approaches:

1. The cos4 law: Using the small angle approximation, when the exit pupil
subtends a small solid angle from x′, θ′ can be assumed constant and equal
to the angle between x′ and the center of the exit pupil:

E(x′) = L
A

Z2
cos4 θ′ (3.10)

2. When the solid angles are larger, Kolb describes how to use the differen-
tial form factor from a point on the film plane to a disk to estimate the
variation in irradiance. An analytical solution is provided from Moon and
Spencer [1981]:

F =
1

2

(
1− a2 + Z2 − r2√

(a2 + Z2 + r2)2 − 4r2a2

)
(3.11)

3.2.2 Sampling Strategy and noise reduction

Sampling the exit pupil is already a good step in improving the performance of
the rendering.
Kolb also claims that adding importance sampling results in a noise reduction
of about one percent while adding a lot of extra complexity, as each resulting
value must be weighted by a factor of cos θ′ cos θ′′

||x′′−x′||2 .

To conclude, the resulting renders generated by the author can be seen in
Figure 3.3. Depth of field is correctly simulated, as well as the effect of different
focal lengths and non-linear geometric transformations like those produced by
fisheye and anamorphic lenses.
Because of the assumed perfect transmission of the lenses that are part of the
optical system, Kolb’s model does not include the aberration produced by the
deviation of the light ray discussed in section 2.2, and it ignores other camera
behaviors like the opening and closing time of the shutters or the transmittance
of the glass of the lens elements.

3.3 Rendering realistic spectral bokeh due to
lens stops and aberrations

Wu et al. [2010] and Wu et al. [2012] expand on the technique introduced by
Kolb et al. by removing the assumption of the perfect transmission, reproducing
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Figure 3.3: Render from Kolb et al. paper

both chromatic and monochromatic aberrations and implementing their new
approach into a bidirectional path tracer.
The positions of the pupils are found by ray tracing the optical system (forward
and backward), then along ray tracing, Gaussian Optics properties are used to
get the pupils radii.
Tracing through the lens system is again trivial as it was presented in section 3.2:
for each element of the system, compute the intersection and if the ray passes
through the aperture, update its direction using Snell’s Law.

For the bidirectional path tracing both a camera and a light path are needed.
The authors observe that it would be impossible to connect the two paths if the
first vertex of the camera path were to be placed on the exit pupil. Therefore,
the two paths are created as follows:

• Camera Sub-path: The first vertex is placed on the entrance pupil. Its
conjugate on the exit pupil is used to sample the ray from the image
sensor to the pupil. The ray will be traced through the lens elements to
obtain its direction leaving the system;

• Light Sub-path: Like in a normal bidirectional path tracer;

• Sub-path connection: When the two paths connect, a new ray is created
that starts at the entrance pupil. The Ray is traced through the lens
system to find the position on the imaging sensor it contributes to;

The 2010 paper left out the effect of dispersion from the glass lenses, which
was added in the 2013 publication.
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Using the glass coefficients provided by the manufacturer, the IOR of the lens
is computed either with the Schott equation:

n2(λ) = a0 + a1λ
2 + a2λ

−2 + a3λ
−4 + a4λ

−6 + a5λ
−8 (3.12)

or with the Sellmeier equation:

n2(λ) = a0 +
a1λ

2

λ2 − b1
+

a2λ
2

λ2 − b2
+

a3λ
2

λ2 − b3
(3.13)

for a fixed set of wavelengths, which are then interpolated at runtime.
The authors use a Stratified Wavelength Cluster technique by Evans and Mc-
Cool [1999] so that each ray carries a bundle of wavelengths instead of the trivial
single wavelength per ray to increase efficiency.

(a) Rendering for two different apertures: F/1.35
and F/1.7.

(b) Rendering for a triangular and rectangular aper-
ture.

Figure 3.4: Renders from Wu et al., 2013

Figure 3.4 shows the result of this technique for two different apertures in
Figure 3.4a and for two different bokeh shapes in Figure 3.4b.

Wu et al. paper models correctly the depth of field and arbitrary bokeh
shapes, but it only mentions a possible real-time implementation through NVIDIA
OptiX1 in the conclusion.

1https://developer.nvidia.com/rtx/ray-tracing/optix
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In conclusion, although this model is extremely efficient and accurate, it also
leaves out, like it happened in Kolb et al. [1995], unwanted reflections on the
inner lens surfaces. The authors also mention that better sampling strategies
could be implemented to accelerate the rendering of the bokeh.

3.4 Other Object Space techniques

Many other techniques that fall into this category exist and are still being devel-
oped. Some can approximate complex bokeh shapes easily while others model
additional imperfections.

In Hullin et al. [2012] it is observed that the ray-lens intersection can be
solved analytically and that an optical system performs a mapping from one set
of directions to another.
Using the Taylor Expansion of those analytical solutions truncated to a system
of polynomials, Hullin reduces the problem of tracing rays through an optical
system to a set of polynomials that can be concatenated similarly to what hap-
pens in the Matrix method when concatenating multiple transfer and refraction
matrices together to obtain the system matrix.
This approach describes both lens flare and the classic Seidel Aberrations cor-
rectly but ignores the diffraction effects of the glass components of the lenses.
Those polynomials are fast to solve, but not as easy to derive given a file that
contains all the specifics of an optical system.

Joo et al. [2016] models aspheric lenses and, through the use of normal mapping,
add scratches and manufacturing imperfections;
Aspheric lenses are generally designed to reduce or eliminate the aberrations
present in spherical lenses. Since it is preferable to avoid double-precision com-
putation on GPUs, a bracketing-based root-finding method is used to compute
the ray-lens intersection, relying either on the bisection method or the false posi-
tion method. The authors also provide an implicit representation of an aspheric
lens, as the common parametric version is unsuitable for the intersection test.
The normal maps used to simulate the manufacturing imperfections are pro-
duced by simulating the grinding and polishing processes that happen when a
new lens is manufactured. A texture is obtained by adding white noise to an
image of concentric circles with their radii perturbed according to the tool used
for the polishing process. The result of this approach can be seen in Figure 3.5.

3.5 A lens and aperture camera model for syn-
thetic image generation

Probably the most important paper on applying a depth of field effect on an
already rendered image is from Potmesil and Chakravarty [1981], upon which

30



Figure 3.5: Render from Joo et al. paper

many modern techniques are built.
Potmesil and Chakravarty provided a very accurate model of the camera ge-
ometry and image formation, taking also into account any diffraction effect of
the light passing through the optical system. The paper’s technique uses two
different steps to simulate the depth of field effect:

1. The Hidden-Surface Processor: using Whitted’s recursive illumina-
tion model, the image is generated. If a pixel has a large variance in
sampled values at its corner it gets subdivided into 2x2 squares and the
sampling process is repeated. Each sample, along with the intensity and
the coordinates of the pixel, contains the z-depth of the visible surface and
its identification number.

2. The Focus Processor approximates the integration process that takes
place on the film plane during the exposure from the rasterized image
and the camera model. Each sample is considered a light source, and
it is modeled by a delta function with a magnitude equal to the light
intensity. The integral of the intensity distribution function over the circle
of confusion is equal to the magnitude of the input delta function. The
circle of confusion size is computed using Equation 2.1.6 and the light
intensity in the circle of confusion by:

I(u, v) =

(
2

u

)2

[V 2
1 (u, v) + V 2

2 (u, v)]I0 (3.14)

I0 =
kd2

8F 2
(3.15)

Where V1 and V2 are the Lommel functions, for which Potmesil provides
an approximation in his paper;
The integral of the intensity distribution over the area of a pixel is the
contribution of the sample point to the intensity of the pixel. This inten-
sity is attenuated by the square of the z-depth of the point sample.

The focus processor uses the following formula to compute the pixel intensity
Q at pixel area (X,X +∆X), (Y, Y +∆Y )

Q(X,X +∆X,Y, Y +∆Y ) =

∑N
i=1

f(xi,yi,zi)
z2
i

qi∑N
i=1

f(xi,yi,zi)
z2
i

(3.16)
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With N being the number of point samples in the image, qi the intensity of
point sample i, xi, yi the coordinates of sample i in the image plane and zi the
z-depth of the i-th sample.
f is:

f(xi, yi, zi) =

∫ X+∆X

X

∫ Y+∆Y

Y

I(zi,
√

(x− xi)2 + (y − yi)2)dydx (3.17)

For several equally spaced z-depth coordinates, the focus processor computes
2D lookup tables containing the integral of Equation 2 divided by the square
of the z-depth. This value is computed at each pixel where the corresponding
circle of confusion overlaps and the entries outside that circle of confusion are
filled with zeros.
For each input sample point, the focus processor selects the two lookup ta-
bles nearest to the z-depth of that sample. The corresponding pixel entries are
interpolated and the center of this temporary table is displaced to the image
coordinate of the sample point. After all samples are processed, the final color
is obtained through Equation 3.5.

The result of Potmesil and Chakravarty’s implementation can be seen in Fig-
ure 3.6. Potmesil implementation was a big stepping stone into the world of

Figure 3.6: Renders from Potmesil and Chakravarty’s paper.

simulated Depth Of Field, and a great starting point from all future researches.
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The proposed algorithm was fast and user/artist-friendly, meaning that it was
easy for the user to change its appearance by tweaking the algorithm parame-
ters. On the other hand, the result of the blurring proposed by Potmesil is far
from being physically accurate and could present some artifacts in scenes with
complex occlusions or intricate geometries.

3.6 Blurring filters

Another classic approach to simulate the depth of field effect as a post-process is
via the use of blurring filters, for example by using a Gaussian or a Box kernel.
Zhou et al. [2007] uses a two-pass filter: on the first pass a vertical-only filter
is applied to each pixel and the output of this pass is the input of the second
horizontal-only pass.
The pixels are weighted based on an overlap function O(rp), defined as:

O(rp) =


0, rp ≤ dp

rp − dp, dp ≤ rp < dp+1

1, rp ≥ dp+1

(3.18)

Where rp is the radius of the circle of confusion of pixel P and dp is the
distance of the same pixel P from the center pixel C.
O(rp) measures the degree of overlap of the circle of confusion of a pixel P to
the center pixel C.
The other two factors influencing the weight of the pixels in the kernel are the
light intensity function I(rp) and the intensity leakage control function L(zp),
which add an extra factor for pixels farther away from the camera than the
focal plane to address intensity leakage. The result of this approach can be

Figure 3.7: Renders Zhou et al. paper. The focus of the right image is on the
fountain.
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seen in Figure 3.7. Only simple bokeh shapes can be approximated this way, by
choosing accordingly shaped filters.

Mcgraw [2014] uses low-rank kernels to approximate arbitrary bokeh. The rank
r of a filter kernel is the rank of its matrix representation k: the number of its
linearly independent columns.
Applying a filter of an arbitrary rank to an image I0 can be done with the
following equation:

I =

r∑
i=1

σi(I0 ∗ ui) ∗ vi (3.19)

Where the values of σi, u, v can be determined by the singular value decom-
position of k.
The benefit of low-rank filters over separable ones is that they can create bokeh
of arbitrary shapes that can also simulate lens spherical aberration. In par-
ticular, the authors observe how bokeh with a horizontal or vertical axis of
symmetry will have lower rank kernels, which gives in return a lower relative
error in their approximations.
An example of the approximated bokeh can be seen in Figure 3.8.

Figure 3.8: Bokeh approximated by low-rank filters. From McGraw et al. paper.

Kass et al. [2006], compute blurring by simulating the heat diffusion equa-
tion. The image intensities provide a heat distribution and the diameter of the
circle of confusion is used to model the thermal conductivity.
The basic heat equation, given an input image x(u, v) and a diffused output
image y(u, v), can be written as:

γ(u, v)
∂y

∂t
= ∇ · (β(u, v)∇y) (3.20)

With β(u, v) being the heat conductivity and γ(u, v) is the specific heat.
The authors use an Alternating Direction Implicit solution method to solve the
equation to efficiently find a solution.
This approach allows for a very sharp separation of the out-of-focus areas from
the in-focus ones: as soon as the conductivity drops below a certain threshold,
the blurring will stop dead in its tracks. An example can be seen in Figure 3.9
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Figure 3.9: Renders from Kass et al. paper.

All of these filtering kernel approaches suffer from different issues in case of
depth discontinuities. Generally speaking, in case of depth discontinuities, it is
hard for a kernel to be able to classify a pixel as a background or foreground.
Each technique deals with this problem in different ways, but overall they all
have the worst case scenario in which the algorithm fails to blur the pixel or
fallback to a much slower alternative.

3.7 Sprite Rendering approaches

This is another post-process technique used to render a sprite of a bokeh shape
onto the blurred image, transforming it based on the size of its circle of confu-
sion.
Jeong et al. [2022] uses this approach to render a bokeh obtained through ray
tracing a thick lens approximation onto a blurred image. Figure 3.10 shows the
pipeline of their approach.
At first, the highlights are extracted from a multi-layered pinhole render, then
visibility sampling is performed using a novel forward batch visibility sampling,
where the visibility of a highlight is only related to rays in the cone formed by
the highlight and the lens. Similar and close-by highlights are also clustered
together to improve the performances.
The visibility map is computed either using this rasterized approach or an image-
based ray tracing technique for complex scenes to avoid actual geometry passes.
Finally, the parameters needed to render the bokeh are computed and stored
in a look-up table. At runtime, those parameters are used to render the bokeh
over the highlight through a series of transformations that allows control of the
appearance of the bokeh when influenced by focus length, object depth, spectral
dispersion, lens aperture, distortion and optical vignetting.
Despite the good quality of the results, this approach suffers from many limi-
tations: because of the multiple rasterization passes, it is extremely inefficient
in case of excessive highlights; temporal coherence is not guaranteed by the
highlight extraction technique, which is also view-independent, making the fi-
nal result different from the reference implementation chosen by the author.
Abadie [2018] gave a presentation at SIGGRAPH on the depth of field imple-
mentation used in Unreal Engine. It is considered the state-of-the-art of depth
of field simulation in real-time rendering (Ignatov et al. [2020], Asberg [2020])
and uses a scattering & gathering approach to correctly simulate DoF and bokeh
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Figure 3.10: From Jeong et al.

effects.
The background and foreground are blurred separately at half of the resolution
of the original image. The kernel uses a mix of scattering and gathering and
adaptive density sampling to correctly simulate occlusion, suppress noise and
obtain partial occlusion.
For the partial occlusion issue, when the kernel meets a background pixel for
which its neighbor is a foreground one, the opposite pixel in the kernel is sam-
pled to mirror its color.
Together with a procedurally generated aperture shape, this approach allows
for a correct real-time implementation of the depth of field and bokeh effect,
tackling the known issues (partial occlusion, undersampled highlights among
many others) by combining novel and known techniques.

3.8 Pencil Maps

Gotanda et al. [2015] precomputes the light paths through the lens for several
wavelengths and stores them in a texture that can be seen in Figure 3.11.
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Those textures have on the horizontal axis the distance from the light source in
object space and on the vertical axis the distance from the center of the bokeh.
Since the information on those textures is sparse, Gotanda et al. normalize
them to reduce the amount of information that needs to be passed to the GPU.
A normalized version of the pencil map can be seen in Figure 3.12. By taking

Figure 3.11: Pencil map from Gotanda et al., 2013

Figure 3.12: Pencil map (on the left) and its normalized version (on the right)
from Gotanda et al., 2013

vertical slices out of the pencil map, bokeh that simulates chromatic aberration
can be produced, as seen in Figure 3.13, and by using lookup tables that store
the distance from the center of the bokeh, arbitrary bokeh shapes can be ap-
proximated, as shown in Figure 3.14. This approach produces correct bokeh

Figure 3.13: Bokeh obtained by a slice from a pencil map. From Gotanda et
al., 2013

for light sources along the optical axis, and decrease in precision the further
away we get from it.
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Figure 3.14: A LUT can be used to obtain arbitrary bokeh shapes. From
Gotanda et al., 2013

3.9 Neural Rendering of depth of field

Peng et al. [2022] uses a neural network to study and correct post-processed
depth of field effects.
A classic post-process effect is first applied to the image and its disparity map,
then an error map is used to replace artifacts with the blurring effect coming
from a neural renderer.
The neural renderer is decomposed into two subnetworks: Adaptive Rendering
Network ARNet and Iterative Upsampling Network IUNet. The pipeline of their
system can be seen in Figure 3.15.

The approach presented in the paper allows the neural renderer to preserve
the bokeh shape of the original classical render and to produce blurs of larger
sizes, which was one of the biggest limiting factors for the neural rendering
approach to depth of field.
The technique used by the “classical renderer” is a scattering approach in which
each pixel is scattered to its neighbor areas where the distance between them is
less than the blur radius of the pixel.
The blur radius is given by:

r = K|d− df | (3.21)

where d is the disparity of the pixel, df the disparity of the focal plane and K
is a user-defined blur parameter.

Error maps are generated by studying the error at depth discontinuity from
a thick lens approximation. The neural renderer will be trained to predict error
maps from an image to replace artifacts happening in that areas with the result
of the neural renderer.
The first of the two subnets, ARNet, downsamples the image and outputs an er-
ror map and a bokeh shape, while the second one, IUNet, upsample that bokeh
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Figure 3.15: From Peng et al.

shape by a factor of 2 until the original resolution is reached.
This approach has some issues when highlights that happen to lie at the bound-
ary of the error map. In those cases it produces a bokeh that might look too
different from the others in the scene. It also works only on HDR images, and
for scene with many bright lights, the simple gamma correction might not be
enough.

3.10 Parametrically Replicating Bokeh Using Sei-
del Aberrations

Asberg [2020] thesis was defended at Utrecht University to conclude the Game
And Media Technology M.Sc. in 2020.
The method implemented by Asberg can render very convincing Seidel and
chromatic aberrations to an already rendered image that also has a depth map
accompanying it.
To do so, a real camera is reduced to seven wavelength-dependent parameters
that are used to compute the direction of a light ray coming from the image,
through the lens and to the imaging sensor.
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3.10.1 Preprocessing step

When a lens specification file is loaded, a preprocessing step will compute the
wavelength-dependent parameters for 64 different wavelengths, which will be
stored in a lookup table for future reference.
The lens is reduced first to a thick lens approximation through the use of the
System Matrix. A thick lens approximates an optical system to a focal length
and to the rear and front principal planes, where refraction is assumed.
The System Matrix of a lens is the result of the product of a refraction matrix
Ri and a transfer matrix Ti for each glass element that is part of the optical
system. Using the formulation from Hecht [2017], the two matrices are defined
as:

Ri =

[
1 −D
0 1

]
=

[
1 − (ni+1−ni)

ri
0 1

]
(3.22)

With D being the power of the i-th refractive surface, a measure of the
degree to which a lens converges or diverges light, ri being the curvature radius
of the i-th refractive surface, and ni its index of refraction;

Ti =

[
1 0

−di,i+1

ni+1
1

]
(3.23)

With di,i+1 being the distance between the i-th and the i+1th surface.
The system matrix A for an optical system of k elements is then defined as:

A = TkRkTk−1Rk−1...T2R2T1R1 =

[
a11 a12
a21 a22

]
(3.24)

From the system matrix, the effective focal length can be obtained:

f = − 1

a12
(3.25)

And the position of the front and rear principal plane:

zfpp = zfirstsurface +
1− a11
−a12

(3.26)

zrpp = zlastsurface +
a22 − 1

−a12
(3.27)

The other two pairs of parameters that are needed are the position and the
radius of the entrance and exit pupils.
To find the position, a chief ray is traced through the lens system, from the sen-
sor towards image space for the exit pupil plane and backward for the entrance
pupil one.
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A chief ray is any ray that passes through the center of the aperture and starts
from an off-axis point in the object.
The position of the pupil plane is then:

zpupil = Ocz −
Ocx,y

Dcx,y
Dcz (3.28)

With the subscript x,y corresponding at the distance from the z-axis and
Oc, Dc being the origin and direction of the vector.
To find the radii of the pupils, a marginal ray is traced through the lens system.
A marginal ray is a ray that originates from a point on the optical axis and
passes through the edge of the aperture stop.
The radius is then obtained by:

rpupil =

[
Om +

zpupil −Omz

Dmz
Dm

]
x,y

(3.29)

Similarly to what has been done for the position of the exit pupil, its radius
can be found by reversing the process.

At this point all the wavelength-dependent parameters needed to apply the
post-process effect have been found:

• Effective Focal length f ;

• Position of the front and rear principal planes zfpp, zrpp;

• Position of the entrance and exit pupil zen pupil, zex pupil;

• Radius of the entrance and exit pupil ren pupil, rex pupil;

3.10.2 The aberration vector and the Seidel Coefficients

The aberration vector ∆p is used to find the position of a point in object space
on the Gaussian image plane, according to the Seidel aberrations explained in
section 2.2.
Computing the aberration vector is not straightforward. Asberg references
Born’s book on Optics, Born et al. [2000], for the full derivation.
First, two normalized coordinate systems must be defined: one on the object
plane and one on the image plane, such that within Gaussian Optics, the coor-
dinates of the two planes, respectively p0 and p1, are the same: p0 = p1.
Then two pairs of units of length are defined: the first in the object and image
planes, l0, l1 and the second in the entrance and exit pupil planes λ0, λ1, such
as:

l1
l0

= M (3.30)

p1
p0

= M ′ (3.31)
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By normalizing the object and image plane coordinates, p0,p1 are defined:

p0 = C
P0

l0
(3.32)

p1 = C
P1

l1
(3.33)

Considering that P0 is a point on the image being processed in object space,
P1 the corresponding point on the sensor and C a constant which, assuming
n0 = 1 and defining λ0 ≡ 1, l0 ≡ 1, can be defined as C = 1

D0
.

Finally:

∆p = p1 − p0 =
1

D1
(P1 −P∗

1) (3.34)

Where P∗
1 is the coordinate of the Gaussian Image Plane for P0. The process

to compute P1 and P∗
1 will be explained in the next section.

The aberration vector, with the Seidel Coefficients, is then obtained by a power
series expansion up to the third order.

∆p =

[
Bρ3 sin θ − 2Fy0ρ

2 sin θ cos θ +Dy20ρ sin θ
Bρ3 cos θ − Fy0ρ

2(1 + 2 cos2 θ) + (2C +D)y20ρ cos θ − Ey30

]
(3.35)

Where y0 = p0y, ρ, θ are polar coordinates of a sampled point on the exit
pupil plane and B,C,D,E, F the Seidel coefficients that control the contribution
of the Seidel aberrations.

3.10.3 The Seidel Coefficients

Born et al. provides simplified formulas to compute the Seidel coefficients,
simplified by assuming that only spherical and rotationally symmetric surfaces
are being considered:

B =
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(3.36)

Where:
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• ni is the refractive index of the medium that follows the ith surface;

• −si is the distance between the object plane and the ith lens surface along
the optical axis;

• s′i is the distance between the ith lens surface and its Gaussian image
plane along the optical axis;

• −ti is the distance between the plane of the entrance pupil and the ith
lens surface along the optical axis;

• t′i is the distance between the ith lens surface and the plane of the exit
pupil along the optical axis;

• Ki is calculated from the Abbe relations:

Ki = ni−1

(
1

ri
− 1

si

)
= ni

(
1

ri
− 1

s′i

)
(3.37)

Which can be rewritten to find s′i:

s′i =
risini

rini−1 + si(ni − ni−1)
(3.38)

and t′i, by rewriting the other Abbe relation Li as described in Born’s
book:

t′i =
ritini

rini−1 + ti(ni − ni−1)
(3.39)

• hi and ki are abbreviations introduce to simplify the equations:

h1 =
s1

t1 − s1

hi+1 =
si+1

s′i
hi

(3.40)

k1 =
t1(t1 − s1)

n0s1

ki+1 = k1 +

i∑
j=1

dj
njhjhj+1

(3.41)

3.10.4 Applying the Seidel aberrations

With all the necessary components in place to calculate the aberration vector,
it can be effectively integrated with Gaussian Optics to determine the imaging
sensor point corresponding to every pixel in the image undergoing the post-
process effect.
Starting from P0, the coordinates of the pixel of the image in object space,
a random sample the exit pupil to find P′

1 is performed. The entrance pupil
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Figure 3.16: Lens system schematic from Born et al. [2000]

coordinates are found using the lateral magnification between the entrance and
exit pupils M ′ =

rexpupil

renpupil
:

P′
0 =

1

M ′P
′
1 (3.42)

The Gaussian Image Plane coordinates P∗
1 is where the imaging sensor would

have to be placed in order to have P0 in perfect focus in a system without
aberrations. In order to find those coordinates, the need the lateral magnifica-
tion between the object and the image planes M = − f

x0
= − f

zlightsource+zfpp−f .

zlightsource need to be computed by using the depth information stored in the
depth map.
P∗

1 is then found by multiplying M with P0:

P∗
1 = MP0 (3.43)

The aberration vector ∆P1 s then summed to it to find the Gaussian Image
plane coordinates of P0:

P1 = P∗
1 +∆P1 (3.44)

Figure 3.16 shows the various steps needed to obtain P1

To find the coordinates on the imaging sensor, a ray originating on the exit
pupil is traced towards a point Q, as shown in Figure 3.17.

Q is the intersection point of a ray originating from P′
1 directed towards P1

with the wavefront of the outgoing light.
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Figure 3.17: The ray that intersects the imaging sensor starts from point Q.
From Born et al. [2000]

Since the ray intersects both the wavefront and its Gaussian approximation,
a simplified Gaussian Wavefront can be used. The Gaussian Wavefront is a
perfect sphere centered at P∗

1 that also intersects the center of the exit pupil:

Q = P∗
1 +

P′
1 −P∗

1

|P′
1 −P∗

1|
Rw (3.45)

With Rw = |P∗
1 − zexpupilẑ| being the radius of the spherical wavefront.

Finally, imaging sensor coordinate can be determined by tracing a ray from P1

with a direction D = P1 −Q. The distance of the imaging sensor from the
Gaussian Image Plane can be computed, so the coordinates Ps can be found
without actually computing the intersection:

Ps = P1 + dimage−>sensor
D

D · ẑ
(3.46)

dimage−>sensor can be computed by first computing the z-coordinate of the
sensor plane and of the Gaussian image plane.

3.10.5 Implementation and results

Asberg’s thesis can reproduce convincing bokeh with both chromatic and monochro-
matic aberrations. An example of the result can be seen in Figure 3.18a.
Her renders were compared to a Screen Space Ray Tracing, implemented ac-
cording to Kolb et al. [1995], to the pencil map approach by Gotanda et al. and
to a variation of her original approach using only Gaussian optics (no aberra-
tions) for a specific set of lenses. In most cases, using RMSE and MS-SSIM, the
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Seidel Aberration approach was the most similar to the ground truth, with the
advantage that the rendering time does not increase with the number of lens
elements in the system.

(a) A render made using Asberg implementation. Notice
both the chromatic and monochromatic aberrations in the
bokeh

(b) Notice the thick dark border
in this image. The information on
the background color is missing.

Figure 3.18: Results from Asberg’s thesis.

Even reducing the number of parameters from seven to just three, which were
observed to mostly influence the bokeh shape, results in a good approximation of
the bokeh. Unfortunately, the partial occlusion is still an issue. In Figure 3.18b,
a strong border behind the silhouette of the in-focus subject can be seen.
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3.11 Summary

In conclusion, there are many approaches to tackle the limitations of the pinhole
camera model, each with its unique trade-offs and considerations.
When choosing between any of those techniques, the developer needs to keep
in mind that there is always a trade-off between efficiency, aesthetic quality,
physical plausibility and ease of use from the user.
While an ideal post-process effect would be able to replicate photorealistic Depth
Of Field from real-life lens specification in real-time, such an astonishing tech-
nique might still not be suitable for certain production, where the technical
artist needs to have a fine control on the shape of the bokeh in each frame, for
example when applying VFX to an existing real-life footage.

When implementing a Depth Of Field effect into a rendering engine, one must
also keep in mind each approach’s limitations. Whether grappling with the
partial visibility of all image-space techniques or addressing the complexities
of depth discontinuities in filtering approaches like Zhou et al. [2007], Mcgraw
[2014] or Kass et al. [2006] or the limited realistic models of object-space ap-
proaches like the thin lens approximation shown in Cook et al. [1984] or the
choice of not studying more complex light-glass interaction like in Wu et al.
[2010], Wu et al. [2012] and Kolb et al. [1995], it’s essential to acknowledge the
nuances of different methods.

More modern approaches like those using neural networks (Qian et al. [2020]) or
hybrid techniques like Asberg [2020], Jeong et al. [2022], Gotanda et al. [2015]
and Abadie [2018] are extremely promising and produce good results, although
the ever-advancing hardware landscape keeps this research area far from satu-
ration.

In conclusion, Asberg approach is interesting as it is an image space effect that
produces physically accurate bokeh, replicating both chromatic and monochro-
matic aberration.
Despite the challenge of partial visibility, the implementation is straightforward
and adaptable to any image with an attached depth map. While certain limita-
tions persists, including the difficulty for the user to manually tweak the effect
to achieve the desired result, the rendered aberrations enhance and increase the
realism of every render, marking a significant advancement in DoF rendering.
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Chapter 4

Irreversibility

This chapter will cover what reversing Asberg’s technique meant for the purpose
of this thesis, the challenges met during this research and the answer to the first
research question.

4.1 Reversing Asberg [2020]

The Research Question 1 (RQ1) was the following:

RQ1: Can we reverse Asberg’s innovative approach and expand it
in order to produce primary rays for breda, Traverse Research’s1

real-time rendering framework?

In her thesis, Asberg proposes a way to render a post-process photorealistic
Depth Of Field starting from an image, its accompanying depth map and a file
that specifies the position and the characteristics of every element in an optical
system. This innovative approach uses Gaussian Optics, Seidel Aberrations the-
ory and the characteristics of light as a wave to compute, for each pixel of the
rendered image, its aberrated position on the imaging sensor without tracing
any ray through the actual optical system, except for the preprocess step that
computes the camera parameters.
Inverting this process in order to produce a distribution of rays coming out of
the lens and into the scene, means, for every pixel of the imaging sensor, sam-
pling one or more of the possible aberrated rays that would reach this pixel to
trace it back into the scene.

A positive answer to the first research question would allow the use of the same
Seidel Aberrations theory to generate rays for a real-time ray tracer, rendering
a photorealistic Depth Of Field effect with both chromatic and monochromatic
aberrations and little overhead on the rendering time.

1https://traverseresearch.nl
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The idea was to get the equations that Asberg introduced in her thesis but
solving them for this new objective, arriving at the following final procedure:

1. For each pixel of the imaging sensor:

2. Sample the entrance pupil to find P ′
0, find the conjugate point on the exit

pupil P ′
1 using the lateral magnification M ′: P ′

1 = M ′P ′
0;

3. Find the Gaussian Image Plane coordinates (GIP) P ∗
1 . In this scenario

the GIP coordinates are the coordinates of all the point in object space
world that would be in perfect focus in the pixel we are tracing rays from:
P ∗
1 = MP1, with M being the lateral magnification between the image

plane and the object plane. In this scenario the image plane would be
approximated with the focus distance;

4. Using the precomputed aberration vector ∆P1 to find the aberrated coor-
dinates of the current pixel on the GIP;

5. Find the pointQ on the GaussianWavefront (like explained in section 3.10):

Q = P ∗
1 +

P ′
0−P∗

1

|P ′
1−P∗

1 |Rw;

6. Finally trace the rays that originates in P1 and with direction Q−P1 into
the scene;

Mathematically, this approach worked, and the Helmholtz reciprocity principle
ensures that the light ray can be evaluated from both direction.
In the following section, the reason why this reversed process cannot work will
be explored, but it is important to note how this was implemented successfully
until the introduction of wavefront optics. In fact, it is perfectly possible to find
the Gaussian Image Plane coordinates of a point from either side of the lens, but
the wavefront optics is strongly dependent on the complex interaction between
glass and light, therefore inverting this path is not as trivial as it originally
thought.

4.2 Challenges in Reversing Asberg’s Approach

The Seidel coefficients are usually computed by expanding the wavefront of the
light passing through the optical system into a series of mathematical terms.
To obtain the values of those terms for a given system, a specific set of rays,
arranged in a two-dimensional fan pattern, is traced through it and the deviation
from an ideal reference point is used to compute the Seidel coefficients.

The Helmholtz reciprocity principle, as introduced in von Helmholtz [1867],
describes how a ray of light and its reverse ray match an optical path, meaning
that an optical path can be evaluated in any direction. While the Helmholtz
reciprocity principle applies to each individual ray within the two-dimensional
fan, it cannot be applied to the fan as a whole. In other words, an optical path
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can be evaluated in any direction using the reciprocity principle, but the entire
fan of rays cannot be reversed as a single entity.

When trying to reverse the path by tracing rays from the sensor to the world,
the goal is trying to reverse the path of the bidimensional fan of rays that con-
verged onto a particular point of the sensor. However, each individual ray has
been aberrated differently by the optical train according to the original direction
and angle of entry into the optical system.
The Seidel aberrations represent a global property of the system, characterizing
how the wavefront is displaced by the system overall, and to apply the reci-
procity principle it would be necessary to trace the rays locally through all the
surfaces that are part of the system.
To make it clear, the case of a lens exhibiting spherical aberration can be con-
sidered. Light rays passing through the lens from the world to the sensor will
converge at different points on the latter, as shown in Figure 2.9. Reversing
the direction of the light through the system will not produce the same effect,
as aberrations will act differently on it, by causing different focal points and a
distinct final image formation.

Sampling all possible paths that terminate at a specific point on the sensor and
subsequently weighting them with a suitable Probability Distribution Function
(PDF) was considered.
Unfortunately building such a Probability Distribution Function presents its
challenges. During the traversal of the optical system, information about the
original path is lost due to multiple complex events like diffractions, reflections,
and scattering. Since a PDF assumes a known distribution of paths, even if such
an approximation could be built, this would likely result in unreliable outcomes.

4.3 The answer to RQ1

In conclusion, the answer to the first research question is negative.
The approach proved to be non-reversible due to the unique aberration effects
experienced by the individual rays that comprise the wavefront and the complex
nature of light interactions within an optical system.
An existing alternative to apply a Depth Of Field effect that simulates the
aberration of real lenses without ray tracing them is to use polynomial optics,
like in the papers from Hullin et al. [2012] and Hanika and Dachsbacher [2014].
Furthermore, it is not excluded that a non-trivial way of using Seidel Aberrations
and Wavefront Optics to generate a distribution of primary rays for a real-time
ray tracer exists, but it was decided to not investigate this further, as it was not
the main scope of this thesis anymore.
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Chapter 5

A Hybrid Approach

Figure 5.1: The pipeline for the hybrid rendering from Tan et al.

In chapter 4, the issues with reversing Asberg’s innovative DoF approach
were explored, and the first research question was answered negatively due to
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complex optical phenomena.
In this chapter we shift our focus to the second research question to explore
different innovative Depth Of Field techniques by implementing the techniques
introduced in the paper by Tan et al. [2022] within breda ray tracing frame-
work.
This chapter describes the paper’s original approach and a report on breda’s
implementation, highlighting the issues encountered and the needed guesswork
and workarounds that were necessary due to ambiguities in the original paper
and the lack of a reference implementation.

In Tan et al. [2022], the authors address the partial visibility problem that af-
fects every post-process technique by adding a ray tracing pass to their pipeline.
Despite not reaching the state-of-the-art results from Abadie’s implementation
in Unreal Engine Abadie [2018], it is nonetheless an interesting approach as it
is the first that implements ray tracing as part of a post-process Depth Of Field
effect.

Their approach is divided into two macro steps: a post-process effect that uses
a filtering kernel to blur the image and apply the depth-of-field effect to it,
and a ray tracing step using a ray mask, that sends a different number of rays
where the probability of finding a partially visible edge are higher: at the edges
of foreground objects and in areas with high luminance variation. Figure 5.1
shows the pipeline of the hybrid renderer.

The screen space blurring technique is inspired by Jimenez [2014], with some
adjustments to account for the ray tracing pass.
Jimenez [2014] introduced a scatter-as-you-gather approach to produce the
blurred image from the rasterized image downscaled to half resolution. sec-
tion 5.0.1 introduces the steps that Tan et al. [2022] uses to apply the post-
process Depth Of Field filter while section 5.0.2 shows how ray tracing is applied
to solve the partial visibility problem through a ray tracing mask.
breda’s implementation of the paper is discussed in section 5.1.

5.0.1 Post-process Filtering

For the post-process step, both Jimenez [2014] and Tan et al. [2022] use three
separate passes to apply the Depth Of Field effect using the gathering approach:
a Prefilter Pass, the Main Filter Pass, and a Post Filter or Reconstruction Pass.
Before these steps, a tiling and dilate pass is performed to compute the closest
depth and maximum Circle of Confusion (CoC) for each tile in the image from
the depth map.

The scatter-as-you-gather approach introduced by Jimenez classifies the sam-
ples of the main filter in foreground and background using the nearest depth
stored in the tile from the tiling pass and performs an additive alpha blending
average for each of the two layers.
The sample classification is continuous, as shown in Figure 5.2: a distance of 0
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means that the sample is in the foreground, while a distance of 100 means it is
in the background.

Figure 5.2: Scatter-as-you-gather approach as shown in Jimenez’s presentation.

In the Prefilter Pass, the color buffer is downsampled using a 9-taps bilateral
filter scaled to 1/8 of the maximum CoC of the pixel’s tile. This bilateral filter
is a non-linear filter that preserves edges while smoothing the image. The size
of the kernel is capped to the diagonal of one pixel:

√
2. Additionally, the depth

buffer is downsampled to half resolution by taking the maximum depth for each
2x2 tile.
The prefilter pass also includes a presort pass, which categorizes each pixel as
either a background or foreground pixel based on a comparison with the clos-
est depth in each tile. While not a strict foreground/background classification,
this process produces weights for both the background and foreground. These
weights are then multiplied with the alpha value that will be used for the addi-
tive alpha blending in the main pass.

For each pixel, the Main Pass applies an 81-tap filter with 4 rings of sam-
ples, as shown in Figure 5.3.
In the implementation by Jimenez [2014], the main filter has 48 taps distributed
on 3 rings, and the normalized alpha of the foreground is used to perform the
additive alpha blending. Tan et al. [2022] found the result unsatisfactory and
decided to increase the number of samples in the filter and to use a normalized
weighted sum of foreground and background contribution for the post-process
color vp using the following formula:
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Figure 5.3: The 9-tap bilateral filter that fills the gaps in samples left by the
81-tap main filter.

vp =
vf + vb∑81

i=1 D(0, i)ṡampleAlpha(ri)
(5.1)

Where sampleAlpha is the function used in the prefilter, D(0, i) being the com-
parison of the CoC of sample i to its distance to the center tap of the kernel, ri
being the CoC radius of sample i and vf and vb representing the accumulated
color for the foreground and background.
Another difference from the original implementation is the added gathering of
the proportion of samples with high specular values for each pixel, used later
on to composite the ray-traced texture over the post-processed one.

Finally, in the Postfilter Pass, to fight undersampling, a 3x3 median filter by
Smith [1996] is applied to the half resolution buffer to reduce noise efficiently
using hardware min3 and max3 functions.

5.0.2 Ray Tracing missing geometry

The Partial Occlusion problem arises when objects in the scene partially oc-
clude each other or have complex shapes or edges. In those situations, when
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the entire image is blurred through the filtering kernel, the blurred pixels of the
foreground object may overlap with the in-focus pixels of the background shape,
but since the information of the part of the background that was hidden from
the foreground is missing in rasterized images, often those kinds of effects try
to find a local solution using neighboring pixels or by extending the foreground.
An example has already been shown in Figure 3.1.
To tackle this problem, Tan et al. [2022] implements an edge detection pass
from which a ray mask is built. The ray mask is then used to selectively trace
the scene and fill in the missing geometry information for regions of interest.
This adaptive ray tracing approach allows the results in a more accurate and
visually appealing Depth Of Field effect.

To build the ray mask, the half-resolution GBuffer goes through a Gaussian
filter, to reduce noise, and a 5 x 5 Sobel convolution kernel, which gives an
estimation of how extreme an edge is.
Both depth and normal derivatives are used: the former captures the separa-
tion between overlapping objects, while the latter can detect variation in the
orientation of the primitive faces within the objects themselves.

With δd and δn, being respectively the magnitude of the derivative of depth
and surface normals in the 5 x 5 tile, the per-pixel output xn is the following:

x = (δd + δn) · s, s ∈ [0, 1] (5.2)

xn = saturate(1− 1

x+ 1
) (5.3)

With s being a user-specified scaling factor.
To shoot a different number of rays per pixel, based on the variance in lumi-
nance (Schied et al. [2017]), a per-pixel ray count xf is also computed using a
temporally-accumulated variance estimate σ2:

xf = saturate(xn + σ2 · 100000) ·m (5.4)

The large weight that multiplies σ2, 100000, has been chosen empirically by the
authors of the paper, m is the maximum number of rays per pixel to be shot.

The rays are shot on half resolution using Cook et al. [1984] Distributed Ray
Tracing technique to sample the aperture of a thin lens.
Samples are accumulated into different textures based on their distance from
the current focus distance. Reprojection of both the near and far-field is also
used to account for movement. For the former, velocity vectors computed as
in Rosado [2008] are used, while for the far field, the average far-field world
position must be computed first, as it could happen that under low ray counts,
there might be no far field hit at all.
The ray-traced near and far-field are then merged into a single texture by blend-
ing between them using the hit ratio h of foreground hit over the number of rays
being shot:

55



color = lerp(far, near, h); (5.5)

From this merged texture, an estimated variance texture is computed following
Schied et al. [2017].
The estimated variance for each pixel σ2

i is then used to direct more rays toward
regions that might contain more noise than others.
Finally, before the compositing step, the ray-traced texture undergoes a spatial
reconstruction step, in which the texture is median filtered, and then a circular
kernel scaled to the average circle of confusion size for that frame is used to
gather the surrounding colors’ contribution of neighboring pixels.
The variance estimates are used to blend between the accumulated color and
one of the target pixels. The variance estimates σ2 is multiplied by a large
weight (the authors choose 2000 based on observations of various renderings)
and then clamped:

b = clamp
(
σ2 · 2000, 0, 0.9

)
(5.6)

5.0.3 Compositing

In the end, the ray-traced, the post-processed, and the unblurred colors are
blended to produce the final depth-of-field image.
The zone of focus is defined as the range of z-values in which the size of the
circle of confusion of the pixels is less than the pixel ”size”

√
(2) and can be

derived from the thin lens equation:

a · f · d(
a · f +

√
2 (d− f) · ws

wi

) ≤ z ≤ a · f · d(
a · f −

√
2 (d− f) · ws

wi

) (5.7)

The variables include a for the aperture diameter, f for the focal length, d for
the focus distance, ws for the sensor’s width in meters, and wi for the image’s
width in pixels.
In the region of focus, the sharp rasterized image is applied. For objects in the
near-field and their silhouettes, the upscaled ray-traced color is favored over the
post-processed one to ensure proper handling of semi-transparency.
In the case of objects in the far-field, a blending of the upscaled post-processed
color with the upscaled ray-traced one is employed. The hit ratio is used for
interpolation between the two, with the caveat that blending is performed only
when the hit ratio h is less than or equal to 0.3, aiming to minimize blur dis-
continuities and tiling artifacts. When the hit ratio exceeds this threshold, the
post-process color is applied.

5.0.4 Paper’s Results

The authors of the paper implemented this approach using the Falcor API from
NVIDIA, achieving relatively interactive frame rates without delving too deep
into optimization.
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Two different scenes were tested for the results: Pink Room and Bistro Exte-
rior, each with a different number of max rays per pixel m. The spent on the
ray tracing step naturally increases with the number of rays per pixel, but their
screenshots clearly show how their approach (c) closely matches the ground truth
of a distributed ray tracer (d) and improves on the reconstructed background of
both Unreal Engine 4 DoF implementation (b) and Jimenez post-process effect
(a), as shown in Figure 5.4.

Figure 5.4: Comparison of different Depth Of Field implementation, from Tan
et al. paper

However, it is essential to acknowledge some existing problems in their im-
plementation. Tiling artifacts arise from both the post-process effect and a tiling
of the ray-mask, some ghosting during movement (likely due to TAA) and the
presence of noise when only one sample per pixel is being used. Despite all of
this, the approach is interesting and worth investigating further.
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5.1 Implementation in breda

breda is a Rust-based rendering framework developed by Traverse Research.
It facilitates rapid prototyping of novel rendering techniques by providing a wide
range of libraries for tasks such as scene parsing, ray tracing, and applying post-
processing effects.

It was decided to implement the Depth Of Field effect as part of the wavefront-
path-tracer mode of breda-ray-tracer application. The latter is a hybrid renderer
that employs a rasterizer followed by Ray Tracing for tasks like shadow render-
ing and reflections.
The choice to work on the wavefront path tracer was made because it was easier
to match the output of the ray tracing pass with the full-resolution unblurred
texture produced by breda, but this does not preclude compatibility with the
hybrid renderer, which will only require changing the ray tracing shader of the
Depth Of Field pipeline.

Our implementation differs from the one of Tan et al. [2022]’s paper because of
ambiguities in the paper and lack of both communication from the authors and
access to an existing implementation. The following sections will describe the
implementation of the paper in breda, highlighting the challenges met during
its development and the differences from the reference implementation.
A pipeline of our implementation can be found in Figure 5.5.

Figure 5.5: The pipeline for our implementation of the hybrid DoF rendering
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5.1.1 Post-process

The post-process step is a reimplementation of Jimenez [2014], as introduced in
the previous section. The objective is to weigh each pixel both as background
or foreground, and then use the main filter pass to blend between background
and foreground and produce the final result.

It begins by tiling the jittered depth map, each tile of 32x32 pixels, by us-
ing separate vertical and horizontal passes for performance optimizations. This
pass produces a float2 texture containing, for each tile, the nearest depth and
the diameter of the largest Circle of Confusion (CoC) among its pixels.

The tiled map is then dilated to smooth out artifacts that might have been
introduced at tile boundaries: each tile looks for its immediate neighbors and
stores the nearest depth and biggest CoC diameter within all the tiles in a 3x3
window. Figure 5.6 shows a screenshot of the tiled depth Figure 5.6a and its
dilated version Figure 5.6b.
The red channel of the texture stores the closest depth of the tile, while the
green channel stores the diameter of the largest CoC.

(a) (b)

Figure 5.6: The depth map tiled into 32x32 tiles and its dilated version.

As suggested by Jimenez, presorting, downsampling, and prefiltering of the
full-resolution image can be combined into a single pass.
The presort pass takes the farthest z-depth in a 2x2 window around the sam-
pled pixel and compares it with the nearest z-depth from the dilated map. The
function shown in Listing 5.1.2 produces a weight for both the background and
foreground classification of the pixel. The return value represents the likeli-
hood that the pixel belongs to the foreground (depthCmp.x) or the background
(depthCmp.y).

f l o a t 2 depthCmp2( DofConstants constants , f l o a t depth ,
f l o a t c lo se s tDepth ) {
f l o a t d = ( cons tant s . f o cusDi s tance ∗ 1 . 5 ) ∗ (

depth − c lo se s tDepth ) ;
f l o a t 2 depthCmp ;
depthCmp . x = smoothstep ( 0 . 0 , 1 . 0 , d ) ;
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depthCmp . y = 1 .0 − depthCmp . x ;
r e turn depthCmp ;

}

The result of this operation is then multiplied by a computed alpha value for
the additive alpha blending average in the main filter pass that is obtained by
the radius of the circle of confusion of that tile and stored into a presort texture,
shown in Figure 5.7. This texture encodes in the red channel the diameter of the
CoC relative to the furthest z-depth in a 2 x 2 window around the current pixel,
in the green and blue channels the precomputed weight for the background and
the foreground respectively of the current pixel.
As mentioned previously, this step is needed to reduce the computational load
of the main blurring pass.
The prefilter step is needed to fill in the pixels of the original image that will

Figure 5.7: The presort texture generated by the presort pass.

be left unsampled by the kernel of the main pass as previously shown in Fig-
ure 5.3. As suggested in Tan et al. [2022] the size of the prefilter kernel has
a diameter of 1

8 of the diameter of the maximum circle of confusion of the tile
instead of the one suggested by Jimenez of 1

6 , as the number of taps of the main
filter has been increased from 48 to 81 for better quality of the filtering despite
performances. The prefilter applies depth bilateral weighting. The minimum
size of the prefilter radius is capped at the radius of a single pixel.
To fight the aliasing issues that might arise when using a flat kernel, Jimenez
suggests using a Karis average (Karis [2013]) during prefilter that trades tem-
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poral stability for Bokeh contrast.
This step is also responsible for downsampling the original texture to half-
resolution using bilinear sampling. Figure 5.8 shows the downsampled texture
that has been through the prefilter pass, ready for the main filter that finalizes
the Depth Of Field effect.
The main pass uses the increased size of the filter suggested by Tan et al.

Figure 5.8: The downsampled texture generated by the prefilter step.

[2022] of 81-tap distributed across four rings scaled using the maximum circle
of confusion size within the pixel’s tile.
For each sample collected by the kernel, its presort weights are sampled by us-
ing point sampling and a randomized offset, and its Depth Of Field spread is
computed by the code shown in Listing 5.1.1.

f l o a t spreadCmp( f l o a t o f f s e tCoc , f l o a t sampleCoc , f l o a t
pixe lToSampleUnitsSca le ) {
f l o a t spread = sa tu ra t e ( pixe lToSampleUnitsSca le ∗

sampleCoc − o f f s e tCoc + 1 . 0 ) ;
r e turn o f f s e tCoc <= 1.0 ? pow( spread ,

kDofSpreadToePower ) : spread ;
}

The spread value returned by this function represents how much each sample
should contribute to the background and foreground blurring.
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The samples are accumulated into two float4 registers for the background and
the foreground. The fourth component of each register stores the accumulated
weight.
An additive alpha value is computed based on the accumulated alpha value of
foreground samples which is then used to linearly interpolate between accumu-
lated foreground and background to obtain the post-processed image shown in
Figure 5.9. The accumulated alpha is also stored in a separate texture to be
used in the compositing step.
The result of the post-process step gets stabilized using breda’s TAA pass.

Figure 5.9: The final result of Jimenez’s post-process technique before com-
positing.

5.1.2 Ray Tracing

The Ray Tracing step is used to fill in the missing geometry at the edges of the
foreground objects.
The different passes that are part of the ray tracing step were described in Tan
et al. [2022], but the text left a lot of guesswork to do, and it has some ambi-
guities to it.
For this reason, the re-implementation of the ray tracing step is probably quite
different from a possible reference implementation, and the following sections
will highlight which of the proposed passes did not deliver what was promised
in the paper.
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Figure 5.10: The additive alpha computed on the foreground’s 4th component.

All Ray Tracing steps are executed at half-resolution and the resulting textures
are then upscaled to full-resolution before the compositing step.

Ray mask generation

This chapter, in the original paper, is not clear enough on how the ray mask
is generated. Before discussing the ambiguities of this process, it will be intro-
duced as-is to be able to understand it properly.

Following the instructions found in Tan et al. [2022], an edge mask is first
generated using a 5 x 5 Sobel pass on the depth and the normal buffer.
In addition to this, because breda’s depth map is jittered at each frame, some
sort of temporal stabilization of the ray mask is applied by looking at the previ-
ous frame. If the pixel at the current frame is not part of an edge, but it was in
the previous frame and the accumulation is valid (i.e. no movement or changes
in the depth of field parameters), the current pixel will still be added to the ray
mask of the current frame.
This is needed to avoid pixels being added and removed from the edge mask at
each frame because of the jittered depth map.

The ray mask containing the number of rays to be traced per pixel xf is com-
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puted as follows:
x = (δn + δz) · s (5.8)

with δn and δz being the magnitude of the derivative of the Normal map and
Depth map outputted by the Sobel pass and s a user-defined value to scale down
the result;

The result gets then normalized:

xn = saturate

(
1− 1

x + 1

)
(5.9)

The number of rays per pixel xf is then computed by complementing the nor-
malized value with a temporally-accumulated variance estimate σ2 to aim more
rays toward the areas of the scene with higher variance:

xf = saturate
(
xn + σ2 · 100000

)
×m (5.10)

In this formula, 100000 is a value chosen experimentally by the authors of the
paper to boost the weight of the variance map and m is the maximum budget
of rays to be shot per pixel for a single frame.
Figure 5.11 shows the texture in which the number of rays per pixel is being
stored.

In their paper, the authors claim to be tracing at least one ray per pixel in
the near field. The meaning of this is not entirely clear. We ended up using xf

as computed above without accounting for the near field.
We also tested the way it was suggested in the paper by checking if the pixel’s
world space depth was less than the focus distance d: zi ≤ d. If this is the
case, we clamp xf in the range [1;m] so that every pixel in the near field will be
traced. Otherwise, we use the value of xf as previously explained. This resulted
in improved partial visibility, as shown in Figure 5.12, but it created some very
visible discontinuities on bright bokeh, as shown in Figure 5.13.
We tried tweaking the composite step to prefer the post-processed image rather
than the ray-traced when the luminance of a sample was higher than a certain
threshold, but the issue persisted.
We believe that this result could be improved with a better compositing strategy
than the one discussed in the original paper, but for lack of time, we ended up
preferring slightly worse see-through edges than discontinuities in bright bokeh.

The way the number of rays to be traced per pixel is computed in the paper
causes most of the pixels to tend towards having m rays per pixel. This will
rapidly decrease performance with values of m higher than 5, as in complex
scenes with a lot of background and foreground objects, an entire ray mask
with 10 or more rays per pixel will be quite slow to trace.
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Figure 5.11: The ray-mask. The red component stores xf .

It was also impossible to use the magnitude derived from the depth map. This
increases quite rapidly the further we get from the camera, and after a certain
distance, every flat surface will be considered as an edge. Probably a better
technique to detect edges involving both depth and normals would improve the
resulting ray mask, and help increase the performances of the entire effect.

Because of lack of time, it was not possible to investigate this further and find a
solution or a better technique to generate a ray mask. Therefore, it was decided
to only use the normal map, with m = 5 for all our tests.

Raytracing step

The ray mask is then used in the ray tracing step. Rays are generated using
the same technique described in Cook et al. [1984], in which an aperture, its
size set by the user according to the desired Depth Of Field effect, is sampled
to generate a distribution of rays going into the scene as shown in Figure 5.14.
The user specifies the f-stop N , which is then converted into the aperture di-
ameter A by

A = f/N (5.11)

With f being the current focal length.

Rays will be directed towards the edges identified in the previous step, and be-
cause we are sampling an aperture rather than using a classic pinhole camera
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(a) Detail of the partially occluded
rod using xf as computed in the
paper.

(b) Detail of the partially occluded
rod using at least one ray for every
foreground pixel.

Figure 5.12: Better partial occlusion with at least one sample per pixel in the
near field.

(a) Detail of a bright bokeh shape
using xf as computed in the paper
even for foreground pixels.

(b) Discontinuities in bright bokeh
shapes when using one ray for ev-
ery foreground pixel.

Figure 5.13: Strong discontinuities when using at least one sample per pixel in
the near field.

model, some rays of this distribution will hit the edge itself, while others will
get past it and gather information about the geometry hidden behind the fore-
ground. The shaded colors are stored in a near-field and a far-field texture
according to whether the distance from the camera was less than or greater
than the current focus distance set by the user. The ratio of near-field hit
over the number of rays shot per pixel is also stored in a separate texture, and
it will be used to merge the two fields in the next step. Both the color textures
and the ratio are temporally accumulated. During this step, the average circle
of confusion size per pixel is also stored in the alpha channel of the respective
texture, as it will be needed for the spatial reconstruction step.

The far-field and the near-field are then merged into a single texture by
linear interpolating between them, utilizing the accumulated hit ratio hi. A hit
ratio of 0 implies that all the rays intersect with the far-field, and for that
pixel, there is no near-field data. Conversely, a hit ratio of 1 indicates that all
the rays intersect with the foreground, leaving no information about what lies
behind it. You can see the far field texture, the near-field texture, and the
final merged result in Figure 5.15.
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Figure 5.14: How rays are traced using Cook’s technique, as seen in his paper.

Computing color moments and variance map

The variance of a pixel σ2
i mentioned during the creation of the ray mask is

used to target areas with high variance with a greater number of rays. This is
computed using the same approach explained in Schied et al. [2017] based on
the first and second raw moments of color luminance µ1i and µ2i for each pixel
pi:

µ1i = luminance(pi)

µ2i = µ1i · µ1i

The first and second raw moments of color luminance µ1i and µ2i are used
to compute the variance of a pixel σ2

i . The first moment µ1i is the average color
luminance of the pixel pi, while the second moment µ2i is the square of the first
moment.
The variance of a pixel σ2

i is used to target areas with high variance with a
greater number of rays. This is computed using the same approach explained in
Schied et al. [2017] based on the first and second raw moments of color luminance
µ1i and µ2i for each pixel pi.
In summary, µ1i and µ2i are not the mean and variance, but they are related to
them. The first moment µ1i is equivalent to the mean, while the second moment
µ2i is related to the variance.

The color moments are temporally accumulated into µ′
1 and µ′

2 and the
variance is computed:

σ2
i = µ′

2i − µ
′2
1 i (5.12)

The resulting variance map, shown in Figure 5.16 undergoes a Gaussian
blur before being used for both the spatial reconstruction and the ray mask
generation steps.
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(a) The Near Field Texture (b) The Far Field Texture

(c) The result of merging the far and near-field tex-
ture by linear interpolating between the two using
the hit ratio h.

Figure 5.15

Spatial Reconstruction step

The last step before compositing is a Spatial Reconstruction one, in which a cir-
cular kernel scaled by the size of the average accumulated Circle of Confusion
is used to collect color and hit ratio information from surrounding samples of
the merged texture after it passes through a Median9 filter from Smith [1996].
Samples with a circle of confusion size larger than the distance from the center
of the kernel are discarded, as their CoC does not overlap with the current pixel.
The color and hit ratio of the center pixel of the kernel is linearly interpolated
with the accumulated ones by clamped variance estimates

b = clamp(σ2 · 2000, 0, 0.9) (5.13)

The scaling of σ2 by 2000 will blur every pixel with a small variance value and
the specific value has been chosen by the authors based on observations.

The relevant paragraph of Tan et al. [2022]’s paper is particularly ambiguous.
The weights of the filter are never really mentioned, but since it is supposed
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(a) σ2

(b) σ2 ∗ 100000, as used in the ray-mask creation step.

Figure 5.16: The variance map computed on the merged texture.

to do a light blurring of the merged texture it was decided to use a Gaussian
weighting.
The main issue with how this step is described is related to using the median9
filtered texture in the spatial reconstruction: since the merged texture is fully
black outside the ray mask, the median9 filter reduces the edges of the ray-
traced areas as it samples the black pixels as well. The spatial reconstruction
step then does the same again, enhancing those dark edges and creating a very
strong contrast where the traced pixels meet the non-traced ones, as seen in
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Figure 5.17.

Figure 5.17: Dark Edges in the final images caused by the use of the filtered
texture in the spatial reconstruction step.

After a few failed attempts at mitigating those edge artifacts by trying to
detect them and reverting to the non-filtered texture, it was decided to use the
merged, non-filtered, texture directly.
This leaves some dark edges because of the spatial reconstruction, but they are
less noticeable.

Compositing

Finally, the post-processed texture, the full-resolution unblurred image, and the
ray-traced one are composited to obtain the final result.
Unfortunately, the compositing step is quite vague in the original paper, leaving
a lot of space for interpretation, which made it very hard to reach the same
result shown in Tan et al. [2022].
The texture containing the alpha values from the post-process step and the
post-processed texture itself first undergo a Median9 filter as explained in Smith
[1996]. The post-processed image and the ray-traced texture are then upscaled
to full-resolution, while the alpha texture is left at half-resolution as suggested
in Jimenez’s presentation to allow for proper blurry foreground over the focused
background.
To obtain the final post-processed color from Jimenez’s approach, first, a delta
of the depth value for pixel i δi is computed based on the current focus distance
and the difference between the z-depth of the current pixel and the nearest
depth in the pixel’s tile from the dilated tile map.

The foreground factor is obtained by linearly interpolating between the largest
circle of confusion from the dilated tile map and the size of the circle of confu-
sion of the z-depth of the current pixel using the previously computed delta.
Finally, a combined factor is calculated by interpolating the size of the current
Circle of Confusion with the foreground factor, utilizing the alpha obtained
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during the post-process step. This combined factor is subsequently employed
to interpolate between the samples from the original full-resolution rasterized
image and the half-resolution result of the post-process step.
Then, the half-resolution ray-traced image is linearly interpolated with the final
post-processed image using that combined factor.

f l o a t alpha = bnd . hal fResAlpha . sampleLevel2D<f l o a t >(
l inearSampler , uv , 0) ;

f l o a t depthDelta = sa tu ra t e ( 1 . 0 − f o cusDi s tance ∗ (
sampledDepth − neares tDepthInTi l e ) ) ;

f l o a t fgFactor = l e r p ( l a rge s tCoc InT i l e , depthCoc ,
depthDelta ) ;

f l o a t combinedFactor = sa tu ra t e ( l e r p ( depthCoc ,
fgFactor , alpha ) ) ;

f l o a t 3 c o l o r = l e r p ( fu l lResCo lo r , postProcessedColor ,
combinedFactor ) ;

In the code shown above, sampledDepth is the depth of the current pixel,
depthCoc is its diameter of the Circle of Confusion at that depth, nearestDepthInTile
and largestCocInTile are, respectively, the red and green channel of the dilated
tile map.

Utilizing the thin lens equation, the range of z-depth values for which the size of
the circle of confusions is smaller than a certain size c is determined, indicating
that the pixel will be considered in focus:

znear =
a · f · d(

a · f + c (d− f) · ws

wi

)
zfar =

a · f · d(
a · f − c (d− f) · ws

wi

)
In this case, c has been chosen to have a value of 0.2mm. This is the size of the
Circle of Confusion at which a point looks in focus for most people watching
an image at the near distance for distinct vision (Jacobson et al. [2001]) of 25cm

For all the pixels with z-depth zi such as znear ≤ zi ≤ zfar the full-resolution
non-post-processed color is applied.
For all the pixels with a z-depth that is less than znear, the ray-traced image is
applied. This makes it so that all the detected edges of near-field objects will
show what is partially hidden behind them.
For far-field geometry, the post-processed color is blended with the ray-traced
one using the hit ratio hi. The linear interpolation happens only for hit ratios
higher than 0.3 to minimize blending artifacts and retain the Ray-Traced semi
transparencies.

f l o a t r a t i o = smoothstep ( 0 . 0 , 0 . 3 , h ) ;
f l o a t 3 f i n a lCo l o r = l e r p ( rtColor , ppColor , r a t i o ) ;
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Just like for the post-processed image, this final result gets stabilized using
breda’s TAA pass.
Figure 5.18 shows the final result that the newly implemented Depth Of Field
module in breda sends back to the caller.

Figure 5.18: Final result sent back from the Depth Of Field module to the caller.
Notice the darker pixel on the edges of the ray traced image.

5.1.3 Other ambiguities and limitations

Because this technique had to be implemented as a working algorithm in Tra-
verse Research rendering framework, there have been a few problems in inte-
grating it with the existing code.
The original paper from Tan et al. [2022] mentions that bokeh appearing on pix-
els with a high specular value coming from the GBuffer is handled differently
in the compositing step by favoring the post-process over the ray trace color for
samples with high specular values.
breda does not include this information in the output of its renderer as it im-
plements PBR materials, so this distinction could not be made. There might
be other assumptions that can be made to improve the merging heuristic.
Being able ao implement this heuristic would also improve the quality of the
render when generating the ray mask with at least one sample per pixel, de-
creasing the discontinuity artifacts shown in Figure 5.13.

In the paper’s introduction, the authors mention that the same split between
near and far fields that happens in the ray tracing step also happens in the
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post-process pass. As shown in Figure 5.1, that is not mentioned again in the
paper: not in the pipeline description, not in the post-process section, and not
in the compositing paragraph. It was decided to ignore that sentence and make
the post-process step output just a single final texture.

In the closing chapters of Tan et al. [2022] it is mentioned that the final re-
sult suffers from some tiling artifact from the ray-tracing step. Tiling in the
ray-tracing step is never mentioned during the rest of the paper. It is most
likely an optimization technique similar to the tiling pass that happens in the
post-process step, but it was decided to not try to implement the tiled version
as it was unclear which and how the tiling should be applied.

Finally, the problem with the creation of the ray-mask discussed in the rele-
vant section made it hard to achieve good framerates. While the idea of using
the intensity of the edges together with the variance map is a strong one on
paper, when implemented the way it was explained caused artifacts in the form
of chunks of pixels being toggled on and off each frame and too many rays to
be traced per pixels.

5.1.4 Results and Comparisons

All the measurements have been taken on a Razer Blade 2022 laptop with an
Nvidia GeForce RTX 3060. Being a laptop we often had problems with throt-
tling during testing, as the GPU would overheat very fast, hence the timings
shown in this section might not be representative of the actual results.

Two different scenes have been used for testing: Sponza with a close-up of
one of the rods to show the partial visibility around the edges (Sponza FG)
and with a wider shot to highlight the background blurring (Sponza BG), and
Bistro showing both background and foreground objects. The selected focus
distance d, F-number N and focal length f for each scene have been selected to
show off different parts of the Depth Of Field effect and can be seen in Table 5.1.

f N d
Sponza BG 70 3.4 3.7
Sponza FG 75 1.0 9.5
Bistro 50 3.5 6.0

Table 5.1: The parameters chosen for each scene

breda’s implementation is not a 1:1 reimplementation of the paper from
Tan et al. [2022] because of lack of access to their code, the workarounds that
had to be implemented to fill in missing information from the text and because
of how Traverse Research’s framework is structured.
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Despite this, the implementation of the post-processed Depth-Of-Field from
Jimenez [2014] has been merged into the main branch of the codebase and its
results are satisfactory, both in terms of performance, shown in Table 5.2, and
on looks, shown in Figure 5.19.

(a)

(b)

Figure 5.19: Final result of Jimenez’s approach implemented in breda

The ray-tracing part however still has improvements needed both in terms
of performance and rendering quality for actual usage in commercial renders.
The timings shown in Table 5.2 show how the algorithm is not ready to be used
in production. The timings in Tan et al. [2022] are much better, with FPS that
range from 90 to 120, against ours, which range from 10 to 30, but they do
not state the resolution at which those timings were taken and we could not
use the same scenes because of how breda handles materials: we were not able
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Sponza (FG) Sponza (BG) Bistro
Tiling (combined) 123.8µs 101.4µs 114.6µs
Dilate 45.9µs 68.7µs 47.5µs
Downsampling + presort 140.4µs 166.8µs 136.7µs
Main 381.6µs 393.2µs 341.5µs
Total Post-Processing 691.7µs 730.1µs 640.3µs
Sobel pass 143.2µs 154.0µs 138.2µs
Dilate edges 71.0µs 69.4µs 61.2µs
Ray Tracing 18815.6µs 22997.6µs 16821.3µs
Merge 10.9µs 772.1µs 14.3µs
Spatial Reconstruct 147.8µs 154.1µs 144.2µs
Median9 (Combined) 58.0µs 60.5µs 60.5µs
Compositing 119.4µs 122.8µs 128.3µs
Total 20.057ms 25.061ms 18.558ms

Table 5.2: The mean timing of each shader pass for each scene with m = 5 and
a resolution of 1200x800

to convert the Modern Living Room scene materials in a format that could be
parsed by our renderer. Being able to test their implementation against ours
would have also helped to understand if the time difference is not just a hard-
ware issue.
Artifacts at the edges of the ray-traced textures are especially obvious when fore-
ground objects are too close to the camera and a different compositing strategy
is needed to better blend the post-processed texture with the ray-traced and
the full-resolution one.
The ray-traced texture also does not completely match with the full resolution
unblurred texture that is used as a starting point by the Depth of Field module.
Despite all of this, Figure 5.20 shows a detail of Sponza where we can see the
geometry that is hidden behind the out-of-focus rod in Jimenez’s approach.
It is possible that with a smarter blending technique than the one presented

in Tan et al. [2022], the final result can get closer to the reference of Cook’s
distributed ray tracing.
It might be worth trying splitting the post-processed texture into far and near
fields like it is currently being done for the ray-traced texture, and compositing
them separately together with the far and near ray-traced texture could result
in a better final depth of field effect.

It is also quite important to notice that, since the ray mask is used in the
composite step, the issues with its generation might have also impacted the fi-
nal quality of the Depth Of Field. In Figure 5.21, Figure 5.22 and Figure 5.23,
Sponza BG, Sponza FG and the Bistro scene can be seen in all three Depth
of Field rendering technique mentioned above. Even with higher values of
maximum rays per pixel m, our hybrid approach does not match Cook et al.
[1984]’s implementation. Therefore, it was decided to keep a low value to have
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(a) Our implementation (b) Jimenez Post-Processing

(c) Cook’s distributed ray tracing

Figure 5.20: Detail of the same scene with the same camera settings rendered
with 3 different Depth Of Field techniques.

(a) The hybrid approach (b) Jimenez’s Post-Processing

(c) Cook’s distributed ray tracing

Figure 5.21: Comparison of the Sponza BG scene with different Depth Of Field
rendering techniques.

76



(a) The hybrid approach (b) Jimenez’s Post-Processing

(c) Cook’s distributed ray tracing

Figure 5.22: Comparison of the Sponza FG scene with different Depth Of Field
rendering techniques.

better framerates.
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(a) The hybrid approach (b) Jimenez’s Post-Processing

(c) Cook’s distributed ray tracing

Figure 5.23: Comparison of the Bistro scene with different Depth Of Field
rendering techniques.
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Chapter 6

Discussion and Future
Work

6.0.1 Future work

Now that an implementation of the paper for breda exists, there are a few pos-
sible optimizations that could be used to extend the original code and improve
performance and image quality.

Jimenez Post-Process Optimizations

Jimenez, in his presentation, suggests that the tiles generated from the dila-
tion pass could be processed differently according to the difference between the
minimum and the maximum depth in each tile. If the difference between the
minimum and maximum depth is equal to zero, then the algorithm converges
to returning the prefilter color, while if it is between 0 and a certain threshold,
a simpler average of the sampled colors will be returned.
Another possible technique suggested by Jimenez is the possibility of using dif-
ferent numbers of rings according to the size of the tile’s largest CoC.
Both of those optimizations are a trade-off between performance and accuracy
which need to be tested and tweaked to produce a satisfactory result, but if well
tuned might increase the speed of the post-process step as several tiles could be
processed much faster than the others.

Matching the Ray Tracing pass with the rasterized output

As mentioned at the beginning of the previous section, the implementation has
been done to match the output of the wavefront-path-tracer library included
in breda. This made it possible to reuse the ray tracing code from the reference
path tracer to match the result of the ray-tracer pass from the Depth Of Field
pipeline.
Traverse Research’s real product is the hybrid renderer, which has a much higher
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frame rate, and it is being demo-ed to clients and conferences, therefore the code
of the newly added Depth Of Field crate has been written in such a way that
only the ray tracing shader needs to be changed to match the output of the
hybrid renderer.

Replacing the ray-mask generation technique

This is one of the biggest issues with the original paper right now. While this
implementation proved that the approach works and can provide good results,
the ambiguities in the ray-mask generation process made it very hard to replicate
the results from the original implementation.
A different edge detection technique, with a better heuristic for the number of
rays to be traced per pixel will greatly increase the quality and the performance
of this algorithm.

Generic optimizations

While the code was not written with a complete disregard for speed, fast shader
passes were not the main scope of the implementation. There are certainly
some optimizations that can be implemented, like splitting the Sobel pass in a
vertical and horizontal one like it has been done for the tiling pass of the post-
process effect, or computing MIP maps of various textures beforehand (like for
the depth) to sample directly from a downsampled version.
The original paper achieved relatively real-time framerates on low ray count,
claiming that their code was also not optimized because the framework they
used was very limiting. With attention to the code, we believe that real-time
framerates can be achieved even on higher ray count.

6.0.2 Conclusion

The goal of this work was to find a way to reverse Asberg’s innovative approach
to produce a distribution of primary rays for Traverse Research’s real-time ren-
derer: breda.

The original research question was the following:

RQ1: Can we reverse Asberg’s innovative approach and expand it
to produce primary rays for breda, Traverse Research’s1 real-time
rendering framework?

A positive answer to RQ1 would have provided breda with a real-time, photo-
realistic, and customizable depth of field effect with little overhead on the total
rendering time. In chapter 4 we delved into the intricacies of optical simula-
tions and the challenges associated with reversing Lynn Asberg’s approach. As
discussed, the unique aberration effects experienced by individual rays and the

1https://traverseresearch.nl
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complex interactions within optical systems make the reversal of this approach
much harder than originally planned. The Helmholtz reciprocity principle could
not be applied because of the fundamental limitations imposed by the individual
ray behavior within the optical system. Each ray, as it passes through various
optical elements, encounters distinctive aberrations, altering its path in a highly
individualized manner. Attempting to reverse this complex, non-uniform behav-
ior for the entire fan of rays proved to be a daunting task, far more intricate
than originally anticipated.

While not completely ruling out the possibility of an approach based on As-
berg’s work, time constraints led us to focus on other research directions more
closely aligned with the thesis’s goals.

After the negative answer to RQ1, the aim of the thesis moved to RQ2 to explore
different innovative Depth Of Field techniques by implementing the techniques
introduced in the paper by Tan et al. [2022] within breda ray tracing framework.

RQ2: Can we implement Tan et al. [2022]’s paper in breda so that a
post-process Depth Of Field can be rendered in real-time, with low
latency while also improving on existing techniques for the partial
visibility issue?

Our implementation of Tan et al. [2022], while promising, encountered sev-
eral limitations partially caused by the lack of a reference implementation. The
unavailability of the paper’s source code restricted our ability to fine-tune and
optimize the implementation fully, and the lack of communication on the au-
thors’ part left a lot of guesswork to do, like on the ray-mask generation step,
the Spatial Reconstruction step, and in the compositing pass.
These limitations, along with other complications arising from how Traverse
Research’s rendering framework is structured, revealed that reaching a working
solution that could be used on actual real-time rendering engines might need
some extra work and research, especially regarding the performances and the
output of the spatial reconstruction step and the generated ray-mask.

However, our implementation still demonstrates the potential of such a tech-
nique regarding the issue of having realistic partially visible occlusions in post-
process effects with a small overhead on the framerate.
It is worth continuing to investigate such a technique, as it can also be used to
solve the same problem of missing geometry on the edges of applying motion
blur as a post-process effect. Access to the original source code, if possible, will
help to better understand how certain steps, like the compositing or the spa-
tial reconstruction ones, were implemented and tweaked to obtain the paper’s
results.
With more time available, it would be certainly beneficial to keep studying this
approach, finding better ways to perform edge detection to create a ray mask,
finding ways to reduce the number of rays per pixel, and efficiently blur the
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ray-traced texture to match the post-process color.

But is also equally interesting to continue the research into the possibility of
using complex topics from the field of optics to create a new approach to ren-
dering Depth Of Field by applying the Seidel Aberration theory that Asberg
researched for her thesis. As we said in chapter 4, we are not excluding that
such a technique exists, and it would be quite impressive if a way to apply the
aberration theory to generate primary rays without tracing the entire lens could
be found.

In conclusion, this research shows the irreversibility of Asberg’s approach using
conventional means, the limitations faced in implementing Tan et al.’s paper,
and the potential for future advancements in depth-of-field simulations.

The incredibly smart technique introduced by Asberg in Asberg [2020] and
the innovative approach of Tan et al. in Tan et al. [2022] show that there is
still a lot of room for improving the realism of Depth of Field simulations in
computer-generated images, both for online and offline rendering.
As new techniques will be developed and new hardware will allow for more
ray-tracing that will not impact the framerates, we will soon get even closer to
having realistic optic simulation on real-time applications.
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