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Abstract
Police need to be able to analyse large amounts of data in order to enforcethe law. Nevertheless, this task cannot be solely completed by humans, andtherefore requires the utilization of Machine Learning (ML) models. However,a concern arises in terms of the lack of transparency of these models, whichcould have major consequences in high-stake scenarios. Hence, it is critical toprovide explanations if we anticipate using such models in fields such as lawenforcement. However, many visualisations have been developed to explicateMachine Learning (ML) models for data scientists instead of decision makers.This creates an issue as data scientists have distinct objectives when interactingwith an ML model compared to decision makers. While data scientists possesstechnical knowledge, they lack domain knowledge and seek solutions to improvethe model. Conversely, decision makers utilise the model’s output to inform theirdecision making processes. They possess domain knowledge but lack technicalexpertise. Due to distinct characteristics and different requirements when dealingwith ML models, they also require a different explanations. In collaboration withthe National Police Lab Artificial Intelligence (NPAI), this research developed away to effectively visualise local explanations of ML models for decision makers inthe law enforcement domain. We focused on decision makers within public orderand safety domains. The interviews unveiled several prerequisites that wereintegrated into the design. The evaluation demonstrated that decision makerscomprehended the visualization and that the tool facilitated decision making.Nevertheless, it emerged that the explanation was not entirely comprehensibleto the decision makers. They could pinpoint the characteristics that influencedthe classification of the risk and identify the risk that the model attributed tothe incident. However, they lacked the ability to discern which features made alarger contribution, and the uncertainty score proved challenging to interpret.
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1. Introduction
Law enforcement is the activity of enforcing the law by detecting, punishing,deterring, or rehabilitating people who violate the norms and rules of society.This activity is conducted by Law Enforcement Agencies (LEAs), who are re-sponsible for maintaining the rule of law, ensuring compliance with the law, andproviding assistance to people in need [1, 2, 3]. In other words, LEAs ensurethat citizens comply with the law by acting against crimes and violations, andprovide assistance to support different help organisations (e.g., ambulances andfire departments).
Each country has their own unique law enforcement structure [4]. However,in most countries, LEAs operate on three levels: municipal, regional, and national.Nevertheless, there are places with more or fewer levels. For example, in partsof Canada there is only a national police force [2], while the Netherlands alsohas a department responsible for airports [3]. The level determines the rights ofthe LEAs. For example, LEAs operating at the municipal level are only entitled toenforce the law within their municipality.
The most well-known LEA is the police, but international bodies such as Eu-ropol and Interpol also fall under LEAs. The police have a special role in society,as they have the constitutional right to use force to enforce the law. The policecan only do use force when strictly necessary and when it is required to carry outtheir duty [5, 6, 7]. Europol is responsible at European level for the organisationand co-ordination of cross-border operations against dangerous criminal groupswithin the EU. However, Europol does not have the right to use force, but supportsthe work of the police and justice systems in the EU Member States [6]. Interpol,on the other hand, is a global organisation, which does not have the right to useforce, but is also a provider of information to countries [8].
In order to enforce the law, the police have to analyse many different sourcesof information. Examples include, the analyses of recorded crimes, noting thelocation, personal details and findings in order to identify patterns, trends andcorrelations [5]. In addition, surveillance cameras or traffic cameras are analysedto determine whether someone drives through a red light or at a high speed [9].Forensic analysis of computer hard drives, laptops or mobile phones may alsobe required as part of a criminal investigation [10, 5]. Furthermore, police utilizesocial media to improve resource allocation [9, 11].
The police thus use very large data sets that grow exponentially over time, knownas big data [12, 13]. However, the sources used by police are often unstructured.Unstructured data is not organised in a predefined manner, making it difficult toprocess and analyse. Examples include blog posts, PDF files, videos, web pagesand numerous more [14]. Structured data, on the other hand, is organised in a
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1.1. Problem Statement 2
well-defined manner, such as in tabular form, and is therefore easier to analyse[14].
The aim of the police is to analyse this big data to discover hidden patternsand insights in order to enforce the law [15]. Nevertheless, analysing big data istime consuming and very complex as the datasets are unstructured and growingin size every day. However, the analysis can inform us of new patterns and trendsthat would probably go unnoticed if we only looked at each dataset individually[12]. Therefore, there is a need to automate the analysis, and ML models areoften used to do this, since ML models can help guide important and complexhuman decisions [16] by finding trends and patterns in big data [17].
ML models can benefit us in many ways: they can entertain us, by providingsuggestions for films, TV shows and music based on the user’s preferences andprevious interactions; help us save lives and cope with disasters; and can relieveus from boring, hard, or dangerous work [5]. The models are already widely usedin various domains [16], since they are well suited to manage complex, data-intensive tasks [5], such as diagnosing diseases, checking credit card systemsfor fraudulent behavior, detecting cybersecurity threats, and predicting the riskof committing future crimes [5, 18, 19, 20].
ML models also potentially have beneficial applications within law enforcement,such as user-friendly services for citizens (e.g., interactive forms or chatbots tofile reports), processing large amounts of data (e.g., from police reports or fromseized digital devices), automated surveillance, finding case-relevant informationto support an investigation and prosecution, predictive policing, and in improvingproductivity and paperless workflows [5].
However, the demand for transparent ML models is growing, especially whenthe models are used for tasks that have high social impacts, as in the law en-forcement domain [19, 5, 21, 22]. The reason for this demand is that decisionsin high-stake environments can have major consequences on individuals andsociety as a whole [5, 23]. In addition, algorithm transparency is also importantto hold organisations responsible and accountable for the development and useof ML models [5].

1.1 Problem StatementAccording to the research conducted by Bertini and Lalanne [24], visualisationscan aid ML model interpretation. Spinner et al. [22], even say that visualisationsare a natural way to obtain interpretable explanations for humans. However,current research focuses on designing interfaces to visualise the behaviour ofML models for data scientists rather than decision makers [25, 26, 27]. This is aproblem because data scientists have different goals in mind when interactingwith a model than decision makers [26, 28].
Data scientists are interested in understanding, refining and diagnosing modelsto improve them [29]. They are familiar with the use and development of MLmodels and therefore have technical knowledge [16, 22]. To gain insight into howthe model works, the data scientists use statistics such as accuracy, precision



1.2. Research Questions 3
and F1 score [30, 22]. Decision makers, on the other hand, are non-experts inML, but are experts in the domain [16]. The aim of this group is therefore not toimprove the models, but rather to use the insights from the model to guide theirdecision making.
Currently, the decision makers in various industries depend on data scientists toanalyse complex data, extract insights, and provide recommendations that informtheir decision making processes [26, 28, 31]. The data scientists communicatethe outputs and explanations of the ML models with the decision makers [31].This means that the decision makers are forced to use the kind of informationthat the data scientists think is relevant and useful. However, the data scientistshave different goals in mind compared to the decision makers [26, 28]. As aconsequence, the information provided by the data scientists might not be theinformation the decision makers need to make their decisions. In addition, thedifferent levels of background knowledge also imply different needs and require-ments regarding the explainability of the models [22].
We need to ensure that visualisations are designed to meet the needs and re-quirements of decision makers if we are to provide visualisations of explanationsof ML models for law enforcement decision makers. This is certainly important inlaw enforcement, where decision makers make decisions that will significantlyaffect people and society.
Generally, one can distinguish two types of explanations: global and local expla-nations [32, 19]. Global explanations describe how the overall ML model works.In contrast, local explanations provide behavioral descriptions of specific input-output pairs. In other words, they describe how the ML model behaves for anindividual prediction. In this research, the emphasis will be on local explanations,as we are interested in how the explanation of a model can contribute to decisionmaking processes in law enforcement. Our focus here has been on specificinput-output pairs decisions, such as recognising the number plate of a vehiclethat is exceeding the speed limit.
The current challenge in Explainable Artificial Intelligence (XAI) research is thelack of high-quality user evaluations [33, 34, 35, 36, 18]. This issue arises fromincomplete or altogether absent evaluations in some studies, while others pro-vide very limited detail on how and what has been evaluated [33, 34, 18]. Thisresearch aims to address this limitation by using the nine-stage framework pro-posed by Sedlmair et al. [37], which provides a practical guidance on conductinga design study and working with domain experts. The framework allows fora comprehensive description of the steps that are involved in the design andevaluation of visualisation tools, as well as all of the intermediate stages. Furtherexplanation of the framework will be provided in Section 1.5.

1.2 Research QuestionsThe aim of this research is twofold: (i) to create a design language that explainsthe local decisions of an ML model to decision makers within the law enforcementdomain, and; (ii) to use this design language to create a better understanding ofthe explanations so that they can be incorporated in the decision making process
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of the decision makers.
We have formulated the following research question to address our main aim:

RQ. How can local explanations of ML models be effectively visualised toenable law enforcement decision makers to better understand andincorporate them into their decision making process?
In order the answer this research question, we formulated the following sub-questions:

SQ1. What types of explanations are common in the field of XAI, especiallyrelevant to law enforcement applications?
We examine existing methods of explaining ML models to gain anunderstanding of how these work. Furthermore, we look at how thesemethods are being used in existing interfaces to gain an understand-ing of the domains and types of users for whom this is being done.We then use these findings to develop our interface.

1.1 What methods are there to make ML models interpretable, par-ticularly for law enforcement?1.2 How are these methods visualised in existing tools relevant tolaw enforcement?
SQ2. Who are the stakeholders that potentially interact with ML models inthe law enforcement domain, and what are their needs related to thedecision making process?

By means of semi-structured interviews, we want to discover thetasks performed by decision makers in the law enforcement domain.We want to recognise what the needs of the decision makers arewhen making decisions, what data they use, with whom and how theycommunicate this information, and whether they use any tools to helpthem make their decisions. The findings from the interviews are usedto design an interface to support decision makers in their decisionmaking task.
2.1 Who are the stakeholders that can potentially interact with an MLmodel in the law enforcement domain?2.2 What types of decisions must be made in the law enforcementdomain when utilising ML models?2.3 What types of data do stakeholders in the law enforcement do-main use when interacting with ML models?2.4 What technology and tools do these stakeholders use to guidethem in their decision making process?2.5 How do these stakeholders communicate their information withothers? This includes the methods they use for communicationand the roles of the people they communicate the informationwith.
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SQ3. How can the insights from SQ1 and SQ2 be utilised to develop aneffective and interpretable visualisation of local explanations for deci-sion makers in the law enforcement domain?

In this sub-question, we aim to synthesise the findings from SQ1and SQ2 to create a visualisation design that presents local expla-nations of an ML model in an interpretable way for decision makersinvolved in law enforcement.
3.1 Which explanation types from SQ1 are applicable and relevant tothe specific needs, requirements and context of decision makersin the law enforcement domain that we identified in SQ2?3.2 How can we incorporates these applicable explanation types, ad-dressing the most critical needs of the decision makers and otherstakeholders in the law enforcement domain into a visualisationprototype design?3.3 How effective and interpretable is the proposed design? To ad-dress this question, we conduct evaluations to gather feedbackfrom target users, such as decision makers and other law en-forcement stakeholders.

1.3 ContributionsThis research makes both scientific and social contributions. The scientific con-
tributions are as follows:
We propose an effective method of explaining the local explanations of an MLmodel to decision makers in law enforcement, thereby enhancing their decisionmaking processes. Our target audience is the law enforcement domain in thefield of public order and safety. The findings of the research can be used toexplain the local decisions of ML models to decision makers from different fieldswithin law enforcement.
Furthermore, the research aims in creating a shared understanding of the domainknowledge used by law enforcement decision makers, enabling them to makeinformed decisions relating to public order and safety. The method used to gainthis shared understanding can provide a basis for gaining a shared understandingof the domain knowledge of decision makers in other domains (both within andoutside law enforcement).
Finally, this research provides a detailed description of how the user studies wereconducted. This contributes to the current lack of high quality user studies in thefield of XAI. Our research entailed eleven interviews and three evaluation sessions.
The societal contributions of this research are:
The designs employed in this research to visualise local explanations of MLmodels can act as a foundation to visualise local explanations of ML models forother decision making processes within the law enforcement domain.
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Furthermore, this research offers a guide for other organisations and companieson how to conduct a design study in their organisation or company so that de-cision makers can be supported in their decision making tasks by ML models.The guide suggests ways in which user studies can be conducted to identify theneeds and requirements of decision makers.

1.4 Thesis OutlineThe remainder of the research is structured as follows. Section 1.5 outlines thenine-stage framework proposed by Sedlmair et al. [37]. This framework serves asa guide for this paper to visualise local explanations of an ML model. Each phaseof the framework will be explained and its relevance to this particular researchwill be elaborated upon. The choice of this framework and the phases of theframework will be the subject of discussion. Then, for each phase, we explain itsrelevance to this particular research.
The remaining chapters are divided into five parts, as depicted in Figure 1.1.Chapter 2 discusses the three different research areas (law enforcement, in-terpretable Machine Learning (iML), and data visualisation) that are central tothis research. In section 2.1 we explicate the Dutch police, as this research isconducted in association with the National Police Lab Artificial Intelligence (NPAI).In section 2.2 we explore sub-question SQ1.1 by examining the distinct kinds ofML models and how we ensure their transparency to the human user. In addition,in section 2.3, we discuss how to design explanations that meet the needs andrequirements of the user. Finally, in section 2.4 we will discuss why visualisationsare needed in explaining ML models and which aspects are relevant to do so.
Chapter 3 deals with sub-question SQ 1.2. The aim of this chapter is to es-tablish design themes suitable for our interface. Initially, this chapter examinesthe two most typically utilised methods for elucidating ML models, in section 3.1.In addition, we give a concise explanation of how these two methods work andshow how they are visualised by the developers of the methods. Next, in section3.2 we review related work on existing interfaces that use these two methods toexplain ML models. The overview of existing interfaces outlines the domains andtarget groups for which they have been developed and how the explanations arevisualised.

Figure 1.1: Thesis overview
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Chapters 4 and 5 cover SQ2 by describing the process of the semi-structuredinterviews and analysing the resulting findings and insights.
Chapter 6 presents our methodology for designing the interface, drawing on theresults of SQ1 and SQ2. In addition, in this chapter we will discuss the process ofthe feedback session and how we used the insights from each of the sessions todevelop a new design. Finally, this chapter provides a detailed description of thefinal design.
In chapters 7 and 8, the evaluation process and the derived findings and in-sights are discussed. These results provide valuable input towards addressingthe main research question.
Finally, the thesis is concluded in chapters 9 and 10. Chapter 9 gives a summaryof the study’s limitations. Chapter 10 concludes this research by providing con-cise answers to sub-questions SQ1, SQ2 and SQ3, and then use these findingsto answer the main research question. Furthermore, potential future researchdirections are presented in this chapter.

1.5 Research Approach: Design StudyThis study uses the nine-stage framework proposed by Sedlmair et al. [37],which is a design study method that is a practical guide on how to conduct adesign study and how to collaborate with domain experts. A design study is aform of the broader concept of problem-driven research. The goal of this type ofresearch is to design visualisations that solve real-world problems of real users[37].
Rather than just focusing on the evaluation of visualisation systems, this frame-work provides practical guidance from the beginning of the design of a visual-isation system to its evaluation and all the steps in between [37]. This is whywe use this framework in this thesis, because it is not only important to validatewhether the proposed visualisation actually solves the problem in the real world,but also to identify the user’s needs from the beginning, so that this informationcan be used in the design phase.
The nine-stage framework consists of nine different stages (learn, winnow, cast,
discover, design, implement, deploy, reflect, and write), each divided into threedifferent categories (precondition phase, core phase, and analysis phase), see

Figure 1.2: Nine-stage framework proposed by Sedlmair et al. [37].
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Figure 1.2. Validation is important in each stage of this framework because theoutputs of one stage are the inputs of the next stage. Therefore, if a wrongdecision is made in an early stage, it will affect other stages because the problemwill not be solved. However each stage has its own appropriate validation method,hence the three different categories [37]. We will briefly discuss each stage ofthis framework and how we will apply it in our research.
The validation is individual in the pre-condition phase, since it depends on thepreparation of the researcher. In the core phase the validation is inward-facing,meaning that it is dependent on the evaluating findings with the domain experts.The validation in the analysis phase is outward-facing, which means that it isdependent on justifying the results of the design study.

1.5.1 Precondition PhaseThe aim of this phase is preparing the visualisation researcher, and to establishand define useful collaborations with domain experts. The precondition phaseconsist of three different stages:
• Learn:In this stage, acquiring knowledge of the visualisation literature is central.This includes knowledge about interaction techniques, visual encodings,and design guidelines. This knowledge forms the basis for the later stages.The results of this stage will be covered in 2.4.
• Winnow:At this stage the goal is to identify the most promising collaborations. Thisthesis is a collaboration with the National Policelab AI (NPAI). All participantsand domain experts have been recruited from the Dutch National Police. Aconcise overview of the organisation of the Dutch police will be covered insection 2.1.
• Cast:At this stage the different roles in the project are defined. The differentroles that will be fulfilled in this research are: researchers, data scientists,decision makers, and peer students.

– The researchers consist of myself (the student researcher), supportedby my supervisors from Utrecht University and NPAI. The student re-searcher is responsible for conducting the study, doing the interviews,developing a design language, and evaluating the proposed idea.
– The data scientists are the people who develop and evaluate ML modelsfor the Dutch National police. They are therefore also a user of themodel.
– The decision makers are the people who have to make a decision withthe output of an ML model. This person could also be a data scientist,but in most cases this will be another person. In this research, the rolesof decision maker and data scientist are fulfilled by different people.
– The peer students are used to conduct the pilot studies for the inter-views and the evaluation sessions.
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1.5.2 Core PhaseThis phase consist of four stages:

• Discover:At this stage, the goal is to discover what the needs, problems and require-ments of the domain experts are, to determine if and how visualisations cancontribute to these problems. In this study we make a distinction betweenthe technical experts and non-technical domain experts. The technicalexperts have knowledge of ML models, but no knowledge of the domain. Incontrast, the non-technical experts who are specialised in the field haveknowledge of the domain, but not of ML models. We have excluded tech-nical domain experts, who have knowledge of both ML models and thedomain. To discover the needs of these two groups, semi-structured inter-views are conducted. More information about the protocol and samplingmethod can be found in Section 4.
• Design:During this phase, the visualization researcher initiates the design of thevisualizations. The design requirements are derived from interviews andliterature research on existing interfaces. Chapter 6 elaborates on thecomplete process, from designing low-fidelity prototypes to generating thefinal design.
• Implement:In this stage, the final design in the previous stage is implemented by theresearcher.
• Deploy:In the final stage of the core phase, a tool is implemented and feedbackis gathered through field testing. This research explores the developmentand evaluation of visualisations with actual users. Chapter 7 details thisprocess.

1.5.3 Analysis PhaseThe last category of this framework consists of two stages:
• Reflect:Reflection is a vital part of any research. A critical reflection should be carriedout on the methods and findings of the research. The primary task in thereflection process is to properly describe the relationship of the research tothe larger research area, and how the previously proposed design guidelinescan be improved. In this research, the reflection is discussed on the basisof a discussion (Chapter 9) and conclusion (Chapter 10).
• Write:The final phase involves reporting the research. That is this written docu-ment for this research.



2. Background
The topic of this research lies at the intersection of three research domains: lawenforcement, interpretable Machine Learning (iML), and data visualisation. Foreach of these three domains, this chapter presents key terminology and aspectsused to describe the scope in which this research operates.
In this chapter, we examine sub-question "SQ1.1: What methods are there to
make ML models interpretable, particularly for law enforcement?". This chapterwill address the precondition phase of the nine-stage framework. First, Section2.1 will provide an overview of the Dutch police, as this thesis is being carriedout in collaboration with the National Policelab AI (NPAI). This overview will serveas the foundation for the winnow phase. Further details on the chosen targetgroup for this research will be provided in Chapter 4. The subsequent sectionswill cover the main concepts of ML (Section 2.2) and visualisation (Section 2.4).This knowledge is part of the learn phase and will form the basis for the laterstages of this research.

2.1 Dutch Law EnforcementLaw enforcement agencies are responsible for maintaining the rule of law, ensur-ing compliance with the law and providing assistance to people in need [1, 2, 3].Every country has a unique law enforcement structure [4]. Therefore, this sectionwill concentrate on the unique structure of law enforcement in the Netherlands,as this thesis is being developed in cooperation with the Dutch National police.
In the Netherlands, law enforcement agencies fall under the responsibility of theMinistry of Security and Justice [8, 5]. These agencies include many differentservices and institutions, including, for example, the Public Prosecution Service(in Dutch "Openbaar Ministerie"), the national police, and The Royal NetherlandsMarechaussee (in Dutch "Koninklijke Marechaussee") [8]. Each of these servicesand institutions has its own role in society. For example, the Public ProsecutionService is the only body that can bring a suspect before a criminal court. It isresponsible for the investigation and prosecution of criminal offenses [6].
The National police, on the other hand, has a special role in society. Theyhave the constitutional right to use force to enforce the law [5, 6]. In additionto the National police, the Netherlands has a police force with military status,the Royal Netherlands Marechaussee [3]. They are responsible for the safety ofDutch airports, but can sometimes also be deployed in other places if necessary[3]. This research will focus on the Dutch National police.
The Netherlands has one national police force, consisting of ten regional unitsheaded by a chief. These units are divided into districts and further into basicunits. Furthermore, the national police force comprises specialist criminal investi-

10
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Figure 2.1: Chart police organisation of Dutch National Police [38]

gation units and royal and diplomatic security [3, 38]. The organisational chart isshown in Figure 2.1. The primary objective of the Dutch police is to guarantee thatcitizens abide by the law by acting against crimes and offences and by providingassistance and support to other emergency services (e.g. ambulance and firebrigade) [1].
2.1.1 Big Data in the Law Enforcement DomainThe police should possess the capability to analyse big data sets [12, 13] in orderto discover hidden patterns and insights [15] in order to enforce the law. However,these datasets are of very large size and grow exponentially over time [12, 13].Moreover, they encompass diverse modalities [9, 10, 11, 5], which makes theanalysis of these datasets complex. For instance, it is possible for police data tocontain text, audio, video, or images [9, 10, 11, 5]. Data can also be a combinationof two or more modalities, for example, the information that investigators gatherduring the analysis of a suspect’s laptop is worth examining. The laptop maycontain emails (text), voice messages (audio) and images, and in order to get allthe relevant information, the police need to analyse all these modalities found inthe laptop.

In this research, we focused on the text modality, which the police predominatelyuse to acquire and process information. For the police to function effectively, itis paramount that society perceives them as credible and has confidence in theirconscientious execution of their responsibilities [38, 5]. To accomplish this, thepolice must ensure transparency to the public concerning their decisions. Theyachieve this by disclosing all their decisions and the findings of their inquiries[38, 5].
In summary, law enforcement agencies are dealing with big data that is ex-tremely difficult to analyse due to the large, complex and unstructured natureof the data sets. In addition, these datasets are growing at an exponential rate,making them too complicated for human analysis and hindering the ability tomake data-driven decisions. Consequently, automating the analysis of thesedatasets is crucial in enabling data-driven decisions to be executed. ML models
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are frequently utilised for such tasks, given their ability to guide important andcomplex human decisions [16] by identifying trends and patterns in large amountsof data [17].

2.2 Machine Learning
Machine learning is a field of research in which computers learn from modelsto generate behaviour or enhance predictions based on data. To accomplishthis, an ML algorithm receives input from the data and generates an ML model.This model then transforms the input into a prediction, which is the ML model’sestimation of the target value based on the given characteristics [32].
ML algorithms are a set of rules that a machine follows to achieve a specific goal.These algorithms are fed with training data and use this data to develop rules onhow to make predictions or perform a particular task. These rules are learned sothat new inputs can be converted into outputs. The result of the learning processis the ML model, which can then generate the desired output or predictions onnew data [32], see Figure 2.2. One way to think of an algorithm is as a recipethat lists the input, the output, and the steps required to convert the input to theoutput. The model would then convert new inputs into an output based on thelearned recipe.
An ML model can serve diverse functions, such as classification, regression,clustering, outlier detection, or survival analysis [32]. The function of a modeldepends on the dataset and the context in which it is used [32].
In law enforcement, ML models have many potentially useful applications, suchas user-friendly services for citizens, personnel planning and crime preventionthrough predictive policing, improving productivity and paperless workflows, andprocessing large amounts of data [5].
However, the use of ML models in high-stakes decisions can have serious conse-quences for people’s lives [5, 21, 40, 23]. For instance, consider the CorrectionalOffender Management Profiling for Alternative Sanctions (COMPAS), which is amodel utilised in the US criminal justice system to predict a defendant’s likelihoodof recidivism [41]. This model was used to guide decisions about probation,parole and bail. Nonetheless, COMPAS does not explain its behaviour. However,

Figure 2.2: A machine learning workflow [39].
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COMPAS has been accused of discriminating based on race and socioeconomicinformation (such as how often a person is paid below minimum wage) [40]. Thisdiscrimination has resulted in criminals with extensive criminal records beinggiven a low COMPAS score and incorrectly labelled as low-risk, and vice versa[40]. Tragically, as a result of this bias, a very dangerous offender was releasedon bail. While on bail, he committed a murder [40].
One way of mitigating this behaviour is to increase the transparency of MLmodels and enable them to explain their behaviour to users and those affectedby the models [42]. However, the opacity of some models can hinder the verifia-bility and transparency, and thus the accountability, of a decision. As a result,people may become overconfident, i.e. they accept biased decisions from an MLmodel without checking the behaviour of the model [43]. In other words, theytake the output of a model as truth without knowing that it is actually true.
Explainable Artificial Intelligence (XAI) aims to tackle these problems, by creatingtechniques that produce more explainable models that are understandable tohuman users, while maintaining a high level of performance [44]. This term wascoined by the DARPA program [44]. Since XAI techniques are bound to specifictypes of ML models we must identify the different types of ML available. Thiswill enable us to select the appropriate XAI techniques for our problem domain.

2.2.1 Types of ML ModelsIn this section, we will examine the different types of Machine Learning (ML) mod-els available, with the aim of better understanding these models so that we canselect the appropriate Explanable Artificial Intelligence XAI technique that bestsuits our problem domain. In the literature a clear distinction is made betweentransparent and black box models [45]. We will compare and contrast these twocategories. First, transparent models and their advantages are presented. Next,we will present black-box models and their advantages.
Transparent models are considered transparent if it by itself is easy understand-able for the human interacting with it [46, 32, 45]. The user is able to understandhow the model behaves. In other words, the user is able to understand howthe model transforms the input into an output. These types of models are alsoreferred to as intrinsic models [32, 45].
Only a limited number of models are acknowledged for their transparency: rules,linear models and decision trees [47, 48]. However, only sparse versions (onewith not too many features and/or decisions) of these are considered to be trans-parent [47, 48]. A decision tree with 1.000 nodes is still opaque, as it would betoo large for a human being to examine.
Consider the small decision tree in Figure 2.3a as an example of a transpar-ent model. This tree is a set of rules for determining whether a vehicle violates aspeed limit. Suppose the input is a car going 30km/h on a road where the speedlimit is 30km/h, this model would classify it as no violation. As a user, one cancheck if the model used the rules correctly.
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(a) A simple decision tree (b) Deep Neural Network (DNN)

Figure 2.3: Examples of a transparent model (a) and a black-box model (b)

Nevertheless, the small decision tree in Figure 2.3a has a low performanceand accuracy on high dimensional datasets. The tree does not account for un-usual circumstances, such as an ambulance, fire engine, or police car exceedingthe speed limit while responding to an emergency call. One could add more rulesto ensure the model applies to more situations. Consequently, this increases thecomplexity and reduces the user’s understanding of the model. Eventually, theaddition of an excessive number of rules makes human verification impossible,leading to an opaque model.
To improve performance and accuracy on high-dimensional datasets, highlycomplex and opaque models, called black-box models, are used. A model isconsidered a black-box model if it is (i) too complex for a human user to under-stand [45, 5, 32], or (ii) proprietary [23]. A black-box model is too complex ifthe user can observe the inputs and outputs, but does not have a meaningfulunderstanding of the inner workings of the model. In other words, the user doesnot know how the model transformed the input into the output [45, 5, 32]. Amodel is proprietary if the user does not have access to the input [23]. Com-panies and organisations can have several reasons for not disclosing the input.For example, the police cannot share the inner workings of a model, becausethey store people’s personal information such as home addresses, and citizen’sservice number. Note that one does not exclude the other: a model can be bothtoo complex and proprietary [49].
An example of a black-box model is a deep neural network (DNN). The examplein figure 2.3b shows a DNN classifying the topic of a report. In this model, yourinput is a report and the model outputs a topic. This topic is the most likely topicaccording to the model. In the example in Figure 2.3b, the model classified thetopic of the report as stabbings. Both inputs and outputs are visible to humanusers, however, the model’s reasoning is not. The reason for this may be thatthe human user does not have access to this information, because the model isproprietary, or because the human user does not know how the model reasoned.Consequently, comprehension becomes challenging for humans.
Suppose the decision tree in Figure 2.3a contains the brown round circles that
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symbolise the different outputs, but not the blue rectangles that symbolise therules. Then we could give the model an input and it could generate an output forus. Nonetheless, as end-users, we would remain unaware of the rules applied bythe model, and the model would be considered a black-box model.
Transparent models can be comprehended and interpreted by users. However,due to their inability to handle high-dimensional datasets with diverse cases, it isclear that such models are unsuitable for the law enforcement domain. On theother hand, black box models are too complex for human users to understand. Inorder for users to make informed decisions using these models, it is essentialthat the models are able to explain their behaviour.

2.2.2 Explaining Black-Box ModelsNow that it is known that complex black-box models are the most appropriatefor the law enforcement domain, as compared to transparent models, there isa need to find methods to explain them effectively in order to guide decisionmaking. Fortunately, there are additional tools available for the explanationof complex black-box models. These techniques are also known as post-hoc[32, 45]. They are implemented after model training and can be divided into twodistinct categories [32]:
• Model-specific methods: are methods that can be employed to explainparticular types of ML models (Figure 2.4a). Such methods consider theprecise characteristics and architecture of the ML model, thereby beingconstrained to certain types of ML models. Suppose this method is appliedto explain neural networks, then it cannot be applied to regression.
• Model agnostic methods: are methods that are applicable to any typeof ML model (Figure 2.4b). This method uses only inputs and outputs toexplain an ML without understanding its internal structure. The advantageis that these methods are not restricted to specific types of ML methods.Therefore, in this research, we focus on this type of methods. The aim of

(a) Model-specific (b) Model-agnostic

Figure 2.4: The difference between model-specific and model-agnostic interpretable
MLtechniques [50].
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Figure 2.5: Examples of possible military tanks misclassified depending on the back-
ground, adapted from [49].

our research is to create a design language that explains ML models todecision makers in the law enforcement domain, without being limited tothe type of ML model. The research utilises a model agnostic approachresulting in the findings being applicable to explaining local ML models fordecision makers in law enforcement beyond our target group.
An explanation is crucial not only for verifying that a model generates the accurateoutput but also for ascertaining if the model’s behaviour is correct. In reality, amodel may produce the correct output but exhibit undesirable behaviour by usingincorrect or biased reasoning to transform the input into the output [40, 47, 51].In his paper [47], Freitas illustrates such behaviour. The author outlines theapplication of a black-box classifier in a military scenario. The purpose of themodel was to distinguish between a friendly tank and an enemy tank. Althoughthe model performed with exceptional accuracy on the test set, the accuracydropped dramatically when the model was used on new data. The model showeda bias; it classified based on the background colour, labelling a tank with a sunnybackground as friendly, while a tank with a cloudy background was consideredhostile (Figure 2.5).
Ribeiro et al, [51] describe a similar example. The study shows that the presenceof snow in the background (Figure 2.6) affects the ability of a model to classify animage as a husky or a wolf. Without the explanation presented in Figure 2.6, it isunfeasible to verify whether a model incorporates undesirable biases. Neverthe-less, conducting such a check is crucial when employing models in high-stakesdecision making scenarios, given the severe consequences of errors and biases[5, 21, 40]. Hence, it is crucial to provide an understandable and transparentexplanation to decision makers to ensure the accuracy of a model’s output and

Figure 2.6: Examples of explanation of a model classifying an image containing either a
wolf or husky, adapted from [51].
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the soundness of the reasoning employed in obtaining it.
The example of the COMPAS model, in section 2.2, also showed that the explana-tion is crucial to check whether the model does not contain any unwanted bias.Now COMPAS is accused of discriminating based on race and socioeconomicinformation [40].
However, there are two types of explanations, global and local [32, 19]. Globalexplanations clarify how a general ML model functions, while the focus of this dis-sertation is on local explanations. Local explanations explain specific input-outputpairs, that is, they detail how the ML model operates for a single prediction.

2.3 Designing ExplanationsSo far we have seen that black-box models are commonly applied as a type ofmodel within law enforcement. We have also seen that it is important to explainthese black-box models so that the model does not contain unwanted biases andis accurate. By using post-hoc methods we can explain the black-box models tothe user. However, we must ensure that the explanation is designed to meet theneeds and requirements of the explainee.
This section is divided into several subsections. In subsection 2.3.1 we presentseveral roles that are able to interact with an ML model. Following this, Sub-section 2.3.2 describes how not only the role but also the characteristics of theuser influence the desired visualisation. Subsection 2.3.3 discusses how we candesign explanations. By exploring these topics, the reader will gain insight intohow we can design an explanation of a ML model for the target user so that theexplanation meets the user’s needs and requirements.

2.3.1 Explaining for Different RolesXAI systems describe their reasoning behind a decision, by explaining the be-haviour of an ML model to the end users in an explanatory way [19]. However,different users require different types of explanations [22]. Rather than asking ifthe model is explainable, interpretable, or trustworthy, we might better ask towhom the model should be explainable, interpretable, or trustworthy [31, 52].
According to Tomsett et al. [31], agents (whether humans or machines) mayundertake six distinct roles in their interaction with an ML model (as seen inFigure 2.7). These roles are not mutually exclusive, meaning that an agent mayperform multiple roles. It is vital to understand the way in which these rolesinteract with an ML model, as we are specifically interested in explaining MLmodels to decision makers. The different roles are:
• Creators: these agents create the ML model.
• Examiners: these agents investigate and audit the ML model.
• Operators: these agents provide the model with inputs and receive theoutputs provided by the model. The operators interact directly with themodel.



2.3. Designing Explanations 18
• Executors: these agents receive information about the outputs of the modelfrom the operators and make a decision based on this output. The executorsinteract indirectly with the model.
• Decision-subjects: these agents are affected by the decision that theexecutors make.
• Data-subjects: the data of these agents are used to train the ML model.

Let us now sketch a scenario within the police force that shows which roles canpossibly be filled by which persons. Note that in alternative scenarios the rolescan be filled by different people, but they can also be filled by the same people.
Scenario: The police develop and use a model to determine if someone, basedon earlier occurrences of shoplifting, has committed shoplifting. In this scenario,the roles can be divided as follows:
• Creators: the data scientists, data collectors, product managers and devel-opers are responsible for creating the model. The data collectors providethe data, the data scientists develop the model with this data, and theproduct managers and developers ensure that the model is implemented insuch a way that the executor can start working with the model.
• Examiners: the chief officer in charge of the department or district. Thisdepartment or district is the department or district in which the model isused. For example within a district such as City Utrecht.
• Operators: the data scientist.
• Executors: the officer who must determine whether the person will beticketed for shoplifting yes or no.
• Decision-subjects: person suspected of shoplifting
• Data-subjects: persons who have ever been convicted of shoplifting andwhose details have been recorded.

When designing an interpretable model, it is important to know the motivationalgoal for interpretability. Especially in real-world applications, it is important to

Figure 2.7: Illustration of how different types of agents interact with an MLmodel, ac-
cording to Tomsett et al., [31].
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consider the necessity of this [45], as biases can have major consequences[5, 23]. Different roles have different goals and should therefore receive differentexplanations, tailored to that goal. For instance, the executor is responsible formaking decisions related to individuals and assessing the validity and absenceof biases in the model’s output. Conversely, the creator has to evaluate whetherthe model performs adequately or whether something needs to be modified, andis therefore concerned with a completely different set of questions.

2.3.2 Different Characteristic NeedsNot only the roles that agents have in relation to a system influence the necessarytype of explanation, but their personal characteristics also play a part [25, 53].For instance, an agent may only possess domain knowledge but lack the requiredtechnical knowledge. In such cases, one must ensure that the explanation is notoverly technical, while still being understandable to the agent [31]. Agents indiverse roles possess distinct backgrounds, experiences and technical or domainexpertise [25]. Consequently, both the role and personal characteristics have animpact on the method of conveying explanations.
In this research, we will refer to four different types of users, limiting ourselves tohuman users:

1. Domain experts: refers to agents who are experts in the problem domainbut do not have sufficient expertise on ML. In the context of the police, itentails understanding all terminology used within the field.
2. Technical experts: refers to agents who are experts on ML but not in theexpert domain.
3. Technical domain experts: refers to agents who are experts on ML and inthe problem domain.
4. Novices: refers to agents lacking expertise in both the problem domain andin the field of ML.

There are several reasons why an explanation is necessary. However, how do weknow what to explain? According to Mohseni et al., there are six common typesof explanations used in XAI systems [19]:
• How explanations: explain how the model works [19].
• Why explanations: explain why a decision was made for a particular input[19].
• Why-Not explanations: explain why a certain decision was not in the outputof a system [54].
• What-if explanations: demonstrate how the model output is affected bydata changes and different algorithms by new inputs [55], manipulations ofthe inputs [56], or changes in the model parameters [57].
• How-to explanations: describe how hypothetical adjustments of the inputcan result in different outputs [56, 58].
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• What-else explanations: present similar instances of input to the user thatgenerate the same or similar outputs [59].

In summary, the type of explanation depends on the role the person has towardsthe model and what question they are trying to answer. But how can we makethese different explanations? In the next section, we will look at how to createexplanations.
2.3.3 How to Explain?Up to now we have seen that there are different needs for an explanation of amodel for different roles. Not only the role, but also the characteristics of a user,such as knowledge about a domain or about ML models, play a role. How can weeffectively generate an explanation that meets the needs of our target audience?In this subsection, we will explore methods for providing model explanations.

Explanations can be designed using a variety of different modalities, e.g., verbal,visual, and numerical elements [19]. Verbal explanations use natural language asphrases and words to describe the workings of a model, whereas visual explana-tions use visual elements to describe the workings, and numeric explanationsmake use of numerical metrics [19]. In addition, a combination of these threedifferent modalities can also be used [19]. This research mainly focuses on visualexplanations, as these explanations can depict the data in more detail.
Sometimes it is necessary to display more details, as summaries can causeinformation loss. Anscombe’s Quartet is an example, designed by the statisticianAnscombe, which depicts that a summary can be an oversimplification of thedataset [60]. Anscombe’s quartet is constructed to illustrate the importance ofplotting data before analysing it. The quartet consists of four datasets that havethe same statistical observation regarding the variance, mean, and correlation(Figure 2.8b). The table, in Figure 2.8b, with the four datasets would thereforesuggest that the datasets are identical. Upon visual inspection, it is evident that

(a) Four different XY plots
(b) Four datasets with identical descriptive
statistics

Figure 2.8: Anscombe’s quartet of four different XY plots of four datasets which have
identical descriptive statistics (identical means, variance, correlation, and linear regres-
sion lines), adapted from [60, p 19-20]
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the data sets are not identical because:
• The first scatter plot (above left) shows a simple linear relationship withscatter; both variables could be normally distributed.
• In contrast, the second scatter plot (above right) certainly does not showa normal distribution. Although a clear correlation exists between the vari-ables, it is not linear.
• The third scatter plot (bottom left) shows a strong linear correlation with alarge outlier.
• Similarly, the fourth scatter plot (bottom right) shows an outlier.

2.4 VisualisationIn this section, we discuss how to design visualisations. The section is dividedinto two subsections, each focusing on a specific aspect. In Section 2.4.1, wedescribe what the definition of the term visualisation is. Section 2.4.2 discussesthe methods to design effective visualisations.
2.4.1 Defining VisualisationBefore exploring the potential choices for visual explanations, it is good to un-derstand what is meant by the term visualisation. Stuart et al. [61, p. 6], definethe term visualisation as: “The use of computer-supported, interactive, visual

representations of abstract data to amplify cognition.” Whereas Munzer [62, p. 1]defines it as “Computer-based visualisation systems provide visual representa-
tions of datasets designed to help people carry out tasks more effectively.” Wedefine the term visualisation, by employing the key insights of the above-stateddefinitions, in this thesis as follows:
Visualisation refers to a computer-based interactive visual representation ofabstract data, that amplifies cognition and helps humans carry out tasks moreeffectively.
This definition implies the following:
Abstract data: refers to data with no obvious or natural visual representation.This also includes, for example, unstructured data, which the police use.
Interactive: refers to how a user can change what and how something is visu-alised. This is an important aspect since each static visualisation can onlyanswer sub-questions of a problem. Changing what and how something isvisualised can help to answer more questions [63].
Human user: if there is no need for a human judgment, then there would alsobe no need for a visualisation.
Amplify cognition: refers to the ability to solve a problem with less effort, ina shorter time and with more accuracy. This is important for the police,because the police have to make quick and accurate decisions.
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Figure 2.9: Illustration of the context in which a visualisation operates, adapted from [64,
p 2]. Data D is being transformed into a visualisation V according to a specification S.
This visualisation is dependent on the interpretation of the user, which is influenced by
the user cognitive and perceptual properties P, the users knowledge K and the types of
interactions E the user use to adapt the appearance of the visualisation.

Visual representation: increases people’s knowledge about a certain phenomenonand maximizes the changes that this knowledge is truthful, as we saw inthe example by Anscombe [60] (Figure 2.8).How a visualisation is interpreted depends very much on the context in whichit is placed [64]. For example, the context in which a visualisation is used candiffer between scientific and informational contexts, thereby dictating the optimalapproach for creating such visualisations. Consider the example: an informationgraphic can be created for the general public, guaranteeing comprehension by all.
The context in which a visualisation works is illustrated in Figure 2.9. Visualisation(V) is observed by a user after which it gains knowledge (K) of this visualisation.The amount of knowledge gained (K) depends on the image (V), the user’s currentknowledge, and the specific properties of the user’s perception and cognition (P)[64].
As far as the influence of K is concerned, a data scientist will be able to ex-tract more information from a technical visualisation than a layman. But even if alot of knowledge is available, the extra knowledge that the image shows can below. This can occur, for example, when you show the map of the Netherlandswith the provinces to a Dutch person compared to a foreigner. The foreigner willthen learn more from the map than the Dutch person [64].
A user’s perception and cognition also greatly influences how a visualisationis perceived and whether knowledge can be extracted from the visualisation. Acolorblind person will be less effective at extracting knowledge from a colorfulvisualisation than someone with full vision. In addition, some people are better atrecognising patterns and structures and this does not always immediately popout of an visualisation. To ensure that people with different cognitive aspects canperceive an visualisation, interactions (E) are often provided. This allows a userto adjust the way the visualisation is displayed in order to extract the knowledgefrom the visualisation [64].
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To ensure that the visualisation is designed for the user, we need to know inwhich ways we can design a visualisation. We will discuss this in the next section.

2.4.2 Creating VisualisationsTo create visualisations, visualisation techniques are used. They use a combina-tion of two aspects: (1) graphic elements called marks, and (2) channels that canchange the appearance of the marks [62].
Marks can be classified according to their number of spatial dimensions. The mostcommonly used ones are: zero-dimensional (points), one-dimensional (lines),and two-dimensional (areas), see Figure 2.10b [62].
Channels can have many different forms, see Figure 2.10a. They can be cate-gorised into two types [62]:

1. Identity channels: describe what or where something is, e.g., position.
2. Magnitude Channels: describe how much there is of something, e.g., size.

Which visualisation techniques are used depends on the type of represented data,such as numbers, text, multidimensional, or networks [63]. This research willfocus on text visualisation techniques since this is the type of data that is mostlyused by police officers. Text visualisation techniques create visualisations for(raw) text data, or results of text mining algorithms [65].
Visualisation design should be guided by the principles of expressiveness andeffectiveness [62]. There are many different marks and channels and not everycombination is possible. According to the expressivity principle, the visual codingshould express all and only the information in the dataset attributes [62]. Forexample, ordered data must be represented in a way that our perceptual systemintrinsically perceives it to be ordered, and disordered data must be represented

(a) Channels (b) Marks

Figure 2.10: The different types of channels and marks [62].
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(a) Unframed and
unaligned bars

(b) Framed and unaligned
bars

Figure 2.11: Example of Weber’s Law [62, 66]

so that we perceive it as disordered.
According to the effectiveness principle, the most important attributes shouldstand out the most, and the least important the least [62]. There are severalaspects that can influence the effectiveness of a visualisation (accuracy, dis-criminability, separability, popout, and grouping). Besides these two aspects, wealso need to consider Weber’s Law, which states that we judge the differencebetween two items based on relative and not on absolute difference. For example,it is much harder to compare the two bars in Figure 2.11a than comparing the twobars in Figure 2.11b [66].
Therefore, determining whether the channels and marks are used effectively isimportant when designing visualisations. One cannot use the same channelsfor different parts of a visualisation. To account for this, the following rankinghas been created, with the most effective channel per data type (ordered vs.categorical) listed at the top:

Figure 2.12: Ranking of channels according to their data type [62].

Datasets are sometimes large and complex that displaying everything at oncewould lead to information overload [62]. To reduce this, one can use differentactions to navigate through a visualisation. These actions are referred to as inter-
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actions. Interactions are defined as the interplay between a human and a datainterface with a data-related intent, where the human performs at least one actionto which the interface responds and that response is observed by the human [67].
The two most used actions in a 2D visualisation are zooming and panning [62]:
• Zooming is the action that allows you to view more or less detail [62]. Byzooming in, one goes deeper into the records, seeing less or a single elementmore closely. Zooming out allows one to see more elements, but in lessdetail.
• Panning is the action in which you move the image along the horizontalaxis of the image [62]. For example, you pan to the left or right if you arezoomed in and want to see items that occur earlier or later.

One can also select an item in the view for further inspection. A selected itemmust provide feedback to the user so that it matches the user’s intent. What isoften done is to highlight the selection. For example, when someone presses abutton, that button gets a different colour.
The use of multiple views is another way to reduce complexity [62]. The strengthlies in the fact that it makes it easier for the user to compare different details inthe data set. They do not have to remember what they saw in a different part ofthe dataset before.
SummaryIn this chapter we have seen that the use of ML models can play an importantrole in decision making process in the law enforcement domain. However, wehave also seen that explanations are very important to avoid errors and unwantedbias. To ensure that the user can make a decision based on the output of themodel, it is important that ML models can explain their behaviour to the user.There are different roles that interact with a model, so it is important that we canvalidate that the explanation of the behaviour of the model is designed for theright role and intent. We have also seen that visual explanations are an effectiveway to design explanations. However, there are several principles to consider sothat the user can interpret the visualisation as intended. To reduce informationoverload, one should also add different ways to interact with the visualisation,give the option for multiple views and select items of interest.



3. Literature Review
There are various techniques and approaches to visualising Machine Learning(ML) models for explanatory purposes, as noted in chapter 2. Tailoring the designto the audience is critical, as users often seek different levels of informationwhen interacting with models. Since we are interested in exploring how to visu-alise local explanations for decision makers. The objective of this section is torecognise existing tools that explain ML models to domain experts, and to seehow the visualisation properties of these tools can be applied to our research.The findings of this review should provide an answer to sub-question "SQ1.2:
How are these methods visualized in existing tools relevant to law enforcement?",which form a foundational element of our design. The interview data, which willbe discussed in the next chapter, will complete this foundation.
So far, we have found that black-box models are the most appropriate typeof ML models to use in the law enforcement domain. This is because law enforce-ment requires the analysis of high-dimensional data sets. Transparent modelshave been found to present deficiencies in this case. Nevertheless, it is impera-tive that we ensure that the black-box models can explain their behaviour usingpost-hoc methods.
Various post-hoc methods are available [32]. However, this study will concentrateon local explanations, which already eliminates some of these methods. More-over, there is no particular ML model on which we focus at this point. Therefore,we require model-agnostic post-hoc methods that can explain ML models locally.
The two most well-known model-agnostic post-hoc methods in the XAI field are[21] Local Interpretable Model-Agnostic Explanations (LIME) [51] and SHapley
Additive exPlanations (SHAP) [68]. Our research will be centred on these twomethods exclusively for clarity purposes. Firstly, we will elaborate on these twomethods in Section 3.1, along with visualizations used by their developers. Then,Section 3.2 will provide a literature review of the domains in which these twomethods are used to explain ML models and how they are visualised in the tools.

3.1 LIME and SHAPLIME [51] and SHAP [68] are model agnostic and can explain decisions of MLmodels locally. In this study, we consider LIME and SHAP as relevant methodsbecause the model agnostic nature of these two methods allows XAI developersand designers to provide a unified interface for the law enforcement domain,even if the ML model or the underlying data changes [32]. This section willexplain these two methods.
LIME locally generates linear models around a single prediction to explain themodels decisions locally. LIME can do this for data in text format, but also for
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images and tabular form [51]. LIME results in a list, disclosing the contribution ofeach feature to a data sample’s prediction. This enables you to identify the mostinfluential features. In text format, a feature can be a word, part of a word, partof a phrase or an entire phrase. The data scientist determines the format of thefeatures.
Figure 3.1. portrays an example of how LIME classifies text according to twoclasses. In this example, the topic of an email needs to be categorized as eitheratheistic or Christian. Blue highlights indicate a word classified as atheistic, whileorange highlights indicate words classified as Christian.

Figure 3.1: An example of a LIME explanation for text classification [51].

The bar chart in the middle of Figure 3.1 shows the top 10 features that contributethe most to the classification. Note that only the top 10 features are shown in thedefault visualisation. It is worth noting that other features may have an impact,yet they are never visualised in the default visualisation. In this example, thePosting feature has the highest contribution to the classification of the email.
The developers of LIME implemented a standard visualization technique to visu-alise the outcomes of the prediction. The visualisation consists of three differentelements: on the far left is the legend showing what each colour in the visuali-sation indicate, in the middle is a bar chart showing the list of the top 10 mostcontributing features, and on the far right is the text being classified.
The text on the right remains in its original state. However, the keywords thatcontribute to the classification of the text are now highlighted in the relevantcolour of the class.
SHAP calculates the feature importance of an individual prediction using Shapleyvalues [68]. Shapley value is a concept from game theory that shows the averagecontribution for each player. In SHAP, the idea of Shapley values is applied to thecontributions of features rather than that of players. For example, SHAP can beused to classify pieces of text, in which each word is an individual feature thatcontributes to the classification of the entire sentence.
An example of how the visualisation of these Shapley values in SHAP look likecan be found in Figure 3.2. In this example, a sentence about a movie is classifiedas either a positive or a negative review. The positive features are displayedin red, whereas the negative features are displayed in blue. In this case, thefeatures are whole phrases. The size of each bar is related to its contribution
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Figure 3.2: An example of a SHAP explanation for text classification [68].

to the classification of the piece of text. So in this example in Figure 3.2, greatmovie has the largest contribution of the two positive features that are visible.
Whilst LIME and SHAP have similarities, they differ in their techniques for ex-plaining Machine Learning models. For instance, both methods utilise features,but LIME used word-level tokens and SHAP used whole phrases. In addition,there are also slight variations in the way on how they calculate each featurecontribution. Given the technical nature of these calculations, they will not befurther explored in this research. Furthermore, the visualisation methods used toprovide the explanations of ML models also differ.
Although different, both LIME and SHAP provide explanations through an information-intensive visualization. These visualizations lack interactivity and guidance forusers to better interpret the visualisations [69]. A study conducted by Kaur etal. [70], demonstrates that even technical experts may struggle to comprehendthese visualizations to understand the explanation of the ML model. As a result,users may blindly rely on the output of a model even though this output may bebiased [69, 70]. This situation can have major consequences if this happens inhigh social impact situations [5, 23].
To design a visualization that effectively visualises the local explanations ofan ML model, we need to ensure that the user can correctly interpret the outputand the local explanation of the ML model. The standard LIME and SHAP visu-alisations alone are not 100% capable of achieving this. Even ML experts canmisinterpret these visualizations, despite their familiarity with ML models [70].Therefore, we will investigate in the following section whether and how currentinterfaces employ these two methods to explain ML models to users with noprior experience in the field of ML.

3.2 Existing ToolsIn this section, we present our literature review on the use of LIME [51] andSHAP [68] in tools for explaining ML models. Our objective is to identify thedomains and target audiences for which these tools have been developed, andthe visualisation techniques and methods used to visualise LIME and SHAP.Section 3.2.1 provides an overview of the methodology employed for literatureselection. We will subsequently present our findings in Section 3.2.2. Finally,Section 3.2.2 will provide recommendations for our design based on this research.
3.2.1 Paper Selection ProcessTo identify relevant articles, we conducted a keyword search on Google Scholar.We focused our search on visualisation design and selected articles from three
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major visualisation platforms: TVCG, CGF, and CHI. It should be noted that thissearch was not a comprehensive systematic review, therefore it is possible thatinterfaces that can be found in the literature will not be dis- cussed.
We examined articles using the keywords "LIME" and "SHAP". Subsequently,we merged these two keywords with the keyword "law enforcement". Thesekeywords could be found throughout the text. Articles that only described thesemethods, i.e. that did not use these methods in a tool, were removed. Oursearch employed the exact keyword method, ensuring that articles with termslike "shape" instead of "SHAP" were disregarded. We subsequently includedthe complete versions of the keywords, as we discovered that some articleson LIME only discussed the colour lime, adding noise to our results. Hence, weadded the terms "Local Interpretable Model-Agnostic Explanations" and "SHapleyAdditive exPlanations". In addition, the key word "visualisation" was included forthe CHI venue in the search, as it is not a venue that focuses on visualisation. Thefollowing section will analyse and examine the chosen articles in this literaturereview.
In the upcoming section, we will analyse and discuss the papers selected for thisliterature review.

3.2.2 Results Literature ReviewIn this section we will discuss which existing tools exist that use model-agnosticmethods LIME [51] and SHAP [68] to explain the behaviour of an ML model tothe user.
Target Group Explainable ToolsMany existing interfaces have been developed to explain the behaviour of anML model to technical domain experts [71, 72, 73, 74]. However, these are oftenfocused on how to develop and improve a model rather than on making a decisionwith the output of a model [26, 28].
There are a multitude of decision making tools, including ShaPRap [69], whichfocus on guiding human decision makers through intelligent and interpretablesystems, see Figure 3.3. However, this particular study centers on decisionmakers who lack technical and domain-specific knowledge. As such, the toolwas tested through a loan application decision, chosen by the authors due totheir belief that anyone can make this type of decision.
Nevertheless, there are also a number of tools designed for non-technical domainexperts, such as LegalVis [75], which is specifically developed to support legalprofessionals in analysing legal documents that reference, or could reference,binding precedents. The system assists domain experts in data analysis, althoughits purpose is to showcase pertinent documents rather than facilitate decisionmaking.
Vbridge [76], on the other hand, is a tool designed for healthcare domain expertsto support clinicians in making clinical decisions through forward and backwardanalysis workflows. The study demonstrated that linking model statements with
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(a) The interface of SHAPRap [69]

(b) The interface of LegalVis [75]

(c) The interface of VBridge [76]

Figure 3.3: The most promising tools for our research.
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patients’ situational data via visual aids can enhance clinicians’ interpretation ofmodel predictions and their use in clinical decision making. Another tool designedfor non-technical domain experts is Riseer [77], which identifies the evolutionarypatterns of RIS and enables inter-regional comparisons based on visual designsto assist domain experts.
Although various tools have been created to aid domain specialists in decisionmaking, none have been developed to support police officers in making lawenforcement decisions. However, according to the researchers behind Legalvis,the tool can be used in other areas, including medicine and public purchasing[75]. This tool proves to be highly valuable in the field of law enforcement, sinceit can guide the process of finding relevant records. In the following subsection,we will examine crucial aspects of a visualisation that facilitate decision making.
Important Visual AspectsA recurring theme in interfaces is the use of the visualisation mantra "first
overview, zoom and filter, then details-on-demand" [66]. This is frequentlyemployed in interfaces designed for the non-technical users. Examples includeLegalVis [75], Vbridge [76], PromotionLens [78], and Oui [74]. Applying this princi-ple has a significant benefit as it presents a comprehensive view of the entire dataset [76]. This is important in the Vbridge tool because clinicians base their finaldecisions on raw data, which is necessary when making decisions that involvehuman lives because the wrong decision can have significant consequences [76].It is also a crucial aspect of our research domain as decisions can have significantconsequences on people’s lives.
Moreover, the study conducted by Resk et al. [75], revealed that the consistentapplication of colour enhanced the interface’s efficiency for tool users. Thesefindings highlight the significance of the visualisation mantra, which facilitatesthe identification of specific inputs. Additionally, the ability to filter and search forpertinent documents was deemed highly practical. Our research also acknowl-edges the importance of this feature, as it aims to visualise local explanationsof an ML models. Our users seek specific input-output pairs. However, theinterpretability of LIME explanations by users was not evaluated in this study[75]. Hence, it remains uncertain whether highlighting features is an effectiveapproach to explain the behaviour of ML models.
Most tools visualise the local explanations of an ML model [75, 76, 77, 78, 74].However, ShaPRap [69] also visualises the global explanations. Yet it turns outthat users often need more explanation than just the visualisation, which showsfeatures that contribute to the classification or prediction of the model [69].ShaPRap, for instance, underwent testing with non-technical users and findingsrevealed that some of them struggled to interpret features accurately [69]. How-ever, additional explanations are often provided using natural language [69, 76].As we focus on domain experts, they may have the necessary knowledge tointerpret the features correctly, as they are used to the jargon used in the domain.
InsightsThe visualisation mantra "first overview, zoom and filter, then details-on-demand"[79] is commonly employed by interfaces. This is not without reason, because it
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involves important interactions that are important in high-risk environments suchas law enforcement. This mantra allowsusers to access raw data at any moment,which can be important evidence in convicting individuals.
Often, an overview of all data elements is presented initially. This can be fil-tered and zoomed in to access more detailed explanations. Furthermore, variousinterfaces offer additional descriptions in plain language to ensure that all userscan understand particular features.
However, all of the interfaces in the section above have been developed fordomains other than the law enforcement domain. LegalVis [75] and VBridge [76]are still somewhat close to our domain in that they also have to support decisionsthat affect the lives of human beings in high-stake domains. However, VBridgehas been developed for the health care domain and LegalVis has been developedfor the legal domain. In these domains, there can sometimes be more time forreflection on what is the right decision, because action does not have to be takenimmediately. In law enforcement, this is not the case. Decisions are often madethat must lead to immediate action, or it is too late.
The above tools demonstrate that the methods LIME and SHAP can be visualisedin different ways for the user. However, these methods have not yet been visual-ized within the law enforcement domain. Therefore, the insights gained in thisliterature review serve as a guide for designing an interface for non-technicalexperts in the law enforcement domain. Further in this research, through eval-uation sessions, we will see if the proposed design contributes to the decisionmaking process.
From the literature review, we can identify several XAI interface design themesthat explain local ML model decisions to users via LIME and SHAP. Each of thesethemes serves different purposes and employs distinct visualization techniques.We will incorporate these themes into our design, along with the decision makers’needs and requirements that we ascertain through interviews, to visualise localexplanations of an ML model for decision makers. The themes are:

1. Overview of Data: provide an overview of all items in the data set. Througha variety of interactions such as filtering, selecting, and ordering, the useris able to find specific and important items first.
2. Explanations on request: provide necessary additional information aboutwhat various features mean, or what the "normal" score would be for featuresusing natural language.
3. Provide extra explanation in natural language: to ensure that the explana-tion does not depend solely on the user’s interpretation, additional informa-tion, or labels, should be explained in natural language, if the user needsit.



4. Interviews
The goal of our research is to find out how to effectively visualise local explana-tions of machine learning (ML) models so that law enforcement decision makerscan better understand them and incorporate them into their decision makingprocesses. To answer this central question, we must first answer sub-question"SQ2: Who are the stakeholders that potentially interact with ML models in the
law enforcement domain, and what are their needs related to the decision making
process?". This is also the discover step in the nine-stage framework.
The common types of XAI explanations were discussed in the preceding twochapters. In Chapter 2, it was determined that visualisations are employed to elu-cidate ML models. However, varies methods exist by which these visualisationscan be developed, as discovered in Chapter 3. Subsequently, Chapter 3 analysedexisting tools that use visualisation to explain ML models. In this Chapter wefound that there has not yet been a tool developed that uses visualisation toexplain ML models specifically in the law enforcement context. We noticed thatnumerous ML tools are in development for technical experts, but there are feweroptions for non-technical experts who are domain specialists.
Semi-structured interviews were conducted to gain insight into stakeholderswho may interact with ML models in law enforcement. The interviews soughtto determine their decision making needs, which information they use in thedecision making process, what tools they use, and with whom they communicate.First, we discuss the recruitment process in section 4.1. Then the final set ofparticipants is discussed in section 4.2. Section 4.3 discusses the design of thesemi-structured interviews. The analysis of the interviews is discussed in section4.4. Finally, the termination rule is mentioned in section 4.5.
The Ethics and Privacy Quick Scan of the Research Institute for Informationand Computing Sciences of Utrecht University was conducted (see AppendixA). This scan classifies this research as low risk, which indicates that it does notrequire a more comprehensive ethics review or a privacy assessment.

4.1 RecruitmentThis research was conducted in cooperation with the Dutch National Police. Theparticipants in the interviews were only people employed by the Dutch police,from units throughout the Netherlands. Therefore, it was not a selection criterionthat all participants should come from the same unit.
Participants were recruited using a combination of snowball [80] and conve-nience [81] sampling to diversify the participant base, allowing for the inclusionof individuals who may not have been part of the original network. The first threeparticipants were identified via convenience sampling and were acquaintances of
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ID Gender Role Years experience Speciality Decision AnalysisP01 F Data scientist 3 Artificial Intelligence 3 3P02 M Data scientist 5 Data science 3 3P03 M Data scientist 4 Techinal informatics 2 3P04 - Team manager at TROI - - - -P05 - Software developer 20+ IT 4 2P06 F UX designer 3 Design/ICT 2 2P07 F Product owner 13 Detective science/ 4 2international relationsP08 F Senior Intelligence 6 Not applicable 4 4P09 M Police sergeant 8 Not applicable 2 4P10 M Operational Specialist 20 Management 5 2P11 M events/demonstration coordinator 6 Risk management 4 5
Table 4.1: Demographics and other information about the interviewees. The - means that thedata is either unknown or someone preferred not to say. Years experience means the number ofyears of experience in the position for which they were being interviewed. Decision indicates,on a scale of 1 (not at all) to 5 (very often, across multiple departments), the extent to whichdecision making is seen as a primary task within the function. Analysis is the extent to which dataanalysis is seen as a primary task. The scale ranges from 1 (not at all), 2 (not my job, however, Ido involve the work of the data analysts to make decisions), 3 (do preform data analysis, but noton a regular basis),to 4 (this is my regular task).
the research team, all of whom were data scientists. These three data scientistfacilitated the snowball effect by referring eight additional participants from theirnetwork during the interviews. Potential participants were contacted via email toschedule study sessions.

4.2 ParticipantsA total of eleven interviews were conducted. Full details of the eleven participantsare given in Table 4.1. Each participant was given a number by the researcher (P01to P11). Please note that both the roles and the specialisation were self-identifiedby the participants. Unfortunately, the demographic survey of participant P4was not saved due to a technical problem. As a result, we can only identifyparticipant P4’s role as this was discussed during the interview. Participants’years of experience ranged from 3 to 20 years. Participants ranged in age from 20to over 60, with the majority being aged between 40 and 49, see Figure 4.1a forcomplete distribution. Out of the total of eleven participants, four self-identifiedas female, four as male, and one participant chose not to identify (Figure 4.1b).

(a) The distribution of the age of the interviewees

(b) The distribution of the gender of the interviewees

Figure 4.1: Demographics interviewees
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4.3 Interview DesignThe interviews took place from April 2023 to July 2023. Whenever feasible, theinterviews were conducted in person at the interviewee’s workplace in a privateroom or space. In four cases, we conducted remote interviews using video con-ferencing software (Microsoft Teams). The interviews were one-on-one sessionsof approximately one hour and conducted in Dutch. One interview exceeded thistimeframe, lasting 1.5 hours. The range of interview duration varied from 34 to90 minutes.

Prior to each interview, participants were provided with information on the study’spurpose and procedure and were asked for their informed consent whereby allparticipants gave permission for the interviews to be recorded. These recordingswere used for the transcription of the interviews for the later coding process. Allinterviews were completed prior to the coding process.
The interviews were conducted in a semi-structured manner with guidancefrom a list of topics, as indicated in Table 4.2. The methodology of using a topiclist during semi-structured interviews enables efficient comparison of the re-sults of each interview [82]. Furthermore, semi-structured interviews have anadded advantage of providing the researcher with the opportunity to ask relatedquestions about topics that come up during the interview and are relevant to theresearch [82]. In addition, it gives participants the opportunity to elaborate onimportant related issues that may be relevant to the research [82].
Each interview was structured in the same way. After giving informed con-sent, participants were asked if they could give a brief explanation of what theirjob entailed, to put them at ease. They were subsequently asked to recall anddescribe a specific instance in which they faced a challenging decision they hadto make within their function. Further questioning was conducted based on Table4.2 in order to cover all relevant topics.
The complete interview protocol, including the full list of questions, are includedin Appendix D.

4.4 AnalysisAll interviews were transcribed and analysed in Dutch. For automatic transcrip-tion, the MP4 files were imported into Microsoft Word Online. This tool is safe to
1. Who are the stakeholders that can potentially interact with an ML modelin the law enforcement domain?2. What types of decisions must be made in the law enforcement domainwhen utilising ML models?3. What types of data do stakeholders in the law enforcement domain usewhen interacting with ML models?4. What technology and tools do these stakeholders use to guide them intheir decision making process?5. How do these stakeholders communicate their information with others?
Table 4.2: Interview topic list
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use and is supported by Utrecht University, as the data will not be used or soldfor other commercial activities. These automated transcripts formed the basisof the final transcripts, which were subsequently updated manually to ensureaccurate alignment with the recorded audio. The transcripts and audio files werestored confidentially on a secure server at Utrecht University. Upon completionof the investigation, the audio files will be expeditiously deleted.
Certain quotes have been translated as precisely as possible from Dutch toEnglish for inclusion in this research. Grammatical modifications have been madein a few quotes to ensure comprehensibility.
The NVivo analysis software tool was used to code the data [83]. Selectivecoding [84] was employed to code the data. In order to do this, categories wereestablished, these being: stakeholders; data; tools and techniques; decisions;and communication. The classification process involved selecting and assigningtranscribed passages to the relevant categories.

4.5 TerminationThe iterative snowballing process continued until almost no new insights werefound. After conducting 11 interviews, we stopped data collection when wereached theoretical saturation.
In the following chapter, the outcomes of the interviews will be discussed.



5. Interviews Results
In this chapter, we will discuss the findings from the interviews. These findingswill be structured using the topic list from Table 4.2: the different stakeholderswho (potentially) interact with ML models (Paragraph 5.1.1); the decisions thatneed to be made when utilising ML models (Paragraph 5.1.2); the data usedwhen interacting with ML models (Paragraph 5.1.3); the tools and techniquesused to guide decision making processes (Paragraph 5.1.4); and the way relevantinformation for decisions is communicated (Section 5.1.5). Finally, one specificcase study is presented to empower the focus of the study (Section 5.2).

5.1 General ResultsFirst, the general results of the interviews will be discussed, without focus on anyparticular type of ML model. In Section 5.2, the results of the interviews whichdid focus on a specific model will be presented.
5.1.1 Stakeholders Interacting with ML ModelsDifferent stakeholders interact with an ML model in the law enforcement domain.This interaction takes place among data scientists during the development ofthe model and possibly during an iteration to adjust or improve the model.

For other roles (Team maneger, software developer, UX designer, product owner),this interaction takes place when the model is already developed by the datascientist. These roles ensure that the model is integrated in the desired way inits own environment. What the desired way is depends on which model it is, andthe environment in which it is to be used. For example, a model can be used bypolice officers on the street, then the officers have to interact with it on theirphones. However, a model can also be used in the office, in which someoneshould be able to interact with it on a computer or laptop.
Finally, end users interact with the model. This interaction only takes placeafter the model has been developed and integrated into the system in which itwill be used.
Before any interaction with a model can take place, regardless of the role, theremust be a client asking for a model. A problem that was reported by all three datascientists is that they often develop the model proposals themselves. However,this is not ideal and has the consequence that they do not know what informationis relevant to the end user, as participant P02 noted:
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"Actually, the police officer does not really know what to ask the data
scientist. And we [data scientists] also find it very difficult to create
something for him that he can use in practice. So the hardest thing is
always to get the right question out of the client. ... But ideally you
do not want that [come up with an idea for a model yourself] to be
the case, because then you often decide for someone what he or she
needs, without actually understanding what he or she needs." - P02Data scientist

The issue lies in the fact that data scientists hold expertise in developing modeltechniques and methods, but lack the necessary domain knowledge to deter-mine which information is crucial for the decision making process. In an optimalscenario, the request would originate from within the organisation, with an enduser specifying the required and the relevant information. However, participantsP01 and P07 revealed that end users often have no idea what to ask or expectfrom the data scientists:
"... people often have a problem, but then someone else has to signal
that an AI solution can be made for it." - P01 Data scientist
"But we also struggle a bit with the fact that end users [The individuals
who utilise the outputs of the model in decision making processes]
also cannot always oversee everything that is possible that can make
their work easier. So end user questions are very often of things they
already know then." - P07 Product owner

5.1.2 Decisions Made Utilising ML ModelsAn important aspect when using ML models is that end users must be aware thatML models can also generate incorrect outputs. This is evident from both theinterview with P04 and the interview with P02.
P02 therefore says that users should view a model more as a tool rather than asan automatic task. In addition, it is important that the user understands how themodel shows the results. A model may be able to show the top ten best results,but this does not mean that there are no more relevant results after those tenresults. For example, if a dataset needs to be searched for people who tradecannabis, the model can provide a list of the most likely people you are lookingfor. Yet the user needs to understand that there may be more people in the dataset who are likely to be dealing cannabis.
Furthermore, it is important that a model is always accessible, that it can be usedresponsibly by decision makers, and that the model is transparent. This appliesnot only to the model itself, but also to how the code is written, where the modelis active and who has access to the data.
Additionally, it is very important that end users can always see the entire data set.This is because the model may contain errors that cause important informationto be disregarded, as noted by participants P07 and P06:
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"But we also have to give them the possibility to see them, because
there could be something in the lower confidence score. So we always
start with everything." - P07 Product owner
"And it is always possible to see everything, so we do not have some
kind of cut or point of if it is below 0.2 or so." - P06 UX designer

Lastly, it is necessary that the end user can always go back to the forensic sourceof the information, because information generated by a model cannot be used inan investigation. For example, if an interview is automatically transcribed, theforensic source is the audio recording.
5.1.3 Data Used Interacting with ML ModelsAvailability of sufficient data is a crucial factor in model development. However,the data scientists themselves are not allowed to access this data themselvesand are dependent on the person who wants to apply the model in practice (theclient). Yet, acquiring the data is not always easy for data scientists, as P01noted:

"It [data] is often stored in different ways by various owners, making
it challenging to locate individuals who agree to utilise it." - P01 Datascientist

The exact type of data that is used depends on the purpose for which the modelis being developed. Several models were discussed during the interviews. Eachmodel had a different purpose. For example, one model under discussion was amodel which would assist in the prioritisation of documents. This model wouldclassify the reports (written by the employees) according to topics. For example,a report might contain information about weapons or drugs. Investigators couldthen use this model to search the reports if they were looking for documentsthat might be relevant to a case involving someone suspected of dealing drugs.
Another model that was discussed is one that helps to identify licence plateswhen someone is driving and talking on the phone. The model will then pass onthe images that it thinks show that someone is talking on the phone while they aredriving. A human then has to judge the image and fine may or may not be imposed.
Another example is a model that converts speech into text. This model is used ininterrogations. It transcribes the interrogation live so that it can be stored in areport. This report can then be used for further investigation/trial.
As P06 emphasised, the model’s purpose depends on the operation’s needs:

"it very much depends on the demand from the operation " - P06
Nonetheless, the provision of accessible and meaningful information is critical asit is essential that end-users (the decision makers) have access to relevant infor-mation to facilitate their decision making processes. However, experience shows
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that more information is not always better. This was highlighted by participantP02, who noted:

"A mistake we used to make a lot is giving way too much extra data
on top of the classification itself. ... For the customer, it’s just noise." -P02 Data scientist

In addition, P01 and P06 reported that scores are often difficult for end-usersto interpret, even though they are often provided as information (or at least theaccuracy score).
"Sometimes we also say what precision and recall are, but then you
have to explain them again. And often you find that you lose people
then". - P01 Data scientist
"People thought it [accuracy scores] was so unclear that we removed
it. So we changed the score to categories: very low, low, medium and
high. ... We really deliberately removed the scores because it caused
a lot of confusion." - P06 UX designer

Finally, data quality is also crucial in ensuring model accuracy. If the data col-lected by street agents is of inadequate quality, the model will not be accurate.For example, in the model where you can search by topic, agent reports areused as data. If agents provide little detail in their reports, it is also difficult fora model to assign a topic to them. This means that decision makers are notonly dependent on the information that they get from a model (provided by thedata scientists), but also on the way in which the data is stored by their colleagues.
Suppose a colleague arrests someone suspected of dealing drugs. This per-son may have been stopped during a traffic control and a large quantity ofcocaine may have been found in his trunk. If an officer simply wrote down thatsomeone suspected of dealing drugs was stopped, but did not mention whatwas found or how the person was stopped, the decision maker would not haveenough information to convict the person.

5.1.4 Tools and Techniques that Guide Decision Making ProcessesAgain, it depends very much on the problem at hand which tools and techniquesare used by decision makers. Sometimes decision makers need to search throughvery large amounts of data to find the relevant information. Other times, theyjust need to check that the person on the image is indeed on their phone whiledriving. Therefore it depends very much on the context.
Yet, interfaces are always designed in the same way to make it easy for endusers (decision makers). For example, buttons have the same appearance andare often in the same position. This means that the end user is already familiarwith the design and only needs to get to know the new model.
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5.1.5 Communication of Relevant InformationIn practice, it is common for data scientists to develop a model and deliver itto the customer, without receiving ample feedback about the workings of themodel. For example, they receive little feedback from the client on whether ornot something is missing from the model.

This problem is evidenced by the interview with P01:
"I have also sometimes set up interviews with users to ask them what
they think of the way the model works, but it is quite difficult to get
that information from users. ... It is often the case that if it [the model]
works, it gets used and you don not hear about it, but if it does not
work, you often don not hear about it either, because they just stop
using it." - P01 Data scientist

However, it seems that communication is happening between the end users andthe UX designers. The UX designer then schedules interviews or sessions to askquestions about what the user is up against, what their work is now, and thenthey start looking at how to turn this into a design. However, these designs willonly be discussed with the team, and then the developer will start to work onthem. This information isn’t passed on to the data scientists. This is a problembecause the information provided by the model remains the same, it may just bepresented differently.
SummaryTo sum up, various roles interact with ML models. However, each of these roleshas different goals when interacting with the ML models. This is consistent withthe findings in the literature discussed in Subsection 2.3.1. Nonetheless, theissue in the police is that decision makers, who are the end-users, do not knowthe specific goals for which an ML model can be developed, leading to datascientists being unaware of the end-users’ needs and requirements.
In addition, there is very little contact between the data scientists and the endusers (the decision makers). Yet, there is contact between the team responsiblefor integrating a model into the environment in which it will be used and the enduser. Nevertheless, the problem of insufficient information in the model outputremains.
Furthermore, the use of a model should be carried out in a responsible manner,with careful consideration given to the use of data and authorised access, andby explicitly stating that models have the capacity to make errors. Further, it isimportant that the complete data set is visible to the end user at all times.
We have seen several examples of models that each have a different purposeand are used in a different context. The type of data used also differs. One ofthem used text (topic classification), the other one used images (number platerecognition) and another one used audio files (speech to text). To delimit ourresearch, we have chosen to focus on a specific context. The last three interviews
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are therefore focused on this specific case. We will now explain this case in thenext section.

5.2 Specific Case studyTo limit the scope of our research, we decided to focus on one specific case study.We then focused on this case study in the last three interviews to understandthe needs of the decision makers, so that we could use these insights to designlocal explanations of ML models for these decision makers.
In this Section we will first discuss the context of this case study (Paragraph 5.2.1).Next, we will discuss the data that the decision makers within this case study usein their decision making processes (Paragraph 5.2.2). Finally, this Section outlinesdecision makers needs and requirements (Paragraph 5.2.3). These insights willinform our design process.

5.2.1 Decisions Made in Case StudyIn this case study we will focus on the field of public order and safety. Thepurpose of the police in the field of public order and safety is to ensure thatpublic order is maintained and that everyone who is in public order is safe. Toensure safety, the police will take action against anyone who poses a threat tothe public order. This may mean letting you off by warning or fining you withoutusing force, but it may also mean arresting you.
The aim of the decision makers, within this field, is therefore to determine whichunits should be deployed, how they should be deployed, where they should bedeployed and when they should be deployed. For instance, it is possible that aparticular incident will require the attention of a local policeman, but it is alsopossible that a mobile unit will be ready to intervene if an incident gets out ofcontrol.
In order to make such a decision, it is important that the decision makers havesufficient information about an upcoming incident. We will refer to incidents hereas the general category. Within this category, events, demonstrations, public or-der permit events, and paid football events can take place. With this information,they can then formulate an action plan and determine the deployment for thisincident. Figure 5.1 shows the steps involved to acquire the information.

5.2.2 Data Used to Guide the DecisionsIn order to decide whether an incident poses a problem for public order andsafety, a signal must first be given. Without a signal, the police do not know thatan incident will take place. A signal may be received because the municipalityhas received an inquiry about an incident. Yet it is also possible that a signalarrives at the police station or through the local police officer.
The next step is to analyse this signal. For example, the police will check whomade the signal, whether there has been a previous incident with the sameorganisers and how that went. This information is important because, for ex-ample, someone may have made a signal about an incident but nothing will



5.2. Specific Case study 43

Figure 5.1: The summary of the actions taken to acquire the relevant information of
the possibility of disruption of public order by a signal. The blue dotted arrows show a
possible option, which is not always taken. The black solid arrows are always executed.

actually happen. Besides, it might be that an organisation has been uncoopera-tive with the police at other times and has frequently been a threat to public order.
The police also checks if there is a counter-event. For example, during a demon-stration, a counter-demonstration may be planned, which could result in bothparties facing each other at some point, which could cause friction. This couldmean that more police resources are needed.
In addition, information is also gathered on the expected number of partici-pants, the location of the incident, whether it is a static or dynamic incident,the target audience, the time of the incident. For example, if a large numberof visitors are expected, and they are all over the age of 18, it is possible thatalcohol will be consumed. If the event is dynamic they may pass through placeswhere there is a difference of opinion, which can lead to friction. As a result,some combinations may require more resources, while other combinations maynot pose as much of a threat to public order.
The information is collected through police systems and social media. If an inci-dent took place earlier, the police systems can provide information on whetherany arrests were made, what units were deployed and what the atmospherewas like during the incident. Social media is mainly used to find out how manypeople are expected to participate. To give an example of how this is done: thepolice look at how many people have signed up for a Facebook event. Socialmedia is also used to see how an incident is shared, to get an idea of how oftena message is shared and whether there are people who have a negative opinionabout the incident.
Once the information gathering is complete, the results are compiled into adocument that is disseminated among decision makers. Due to the large numberof police systems, the document is usually sent by e-mail to ensure that the
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intended users receive the information.
The decision maker uses the information provided to develop an action plan thatincludes multiple scenarios. These scenarios outline the expected responses byunits to any incident, from the most favourable to the most extreme scenario. Forinstance, whenever an incident occurs outdoors, there is a predefined protocolin place for dealing with extreme weather conditions. Additionally, there may bea scenario for dealing with a confrontation between two opposing parties, forexample during a demonstration.
Such an action plan describes which, how, and when units will be deployed.For instance, a local police officer might only be deployed for visibility purposes.Similarly, a mobile unit may be used to arrest people. Additionally, evacuationprocedures for a square or nearby region are being considered, as it is inadequateand unsafe to send people into one direction. For example, if a protest occursat the outskirts of a city, it would not be advisable to relocate all the attendeeswithin the city, as there may already be people shopping in the city. Sendingmore people in that direction would make the place even more crowded andunsafe for the people already there.
An action plan with relevant scenarios is translated into a script to ensure co-ordination between all units during the operation. With the action plan, officersare working towards a common goal rather than working independently of eachother. Unfortunately, no access has been provided to such an example.
Furthermore, all incidents are also documented in a Police Calendar. This ensuresthat everyone is aware of the incidents that will take place in the district. Thelocation, the units responsible and a brief description are included in this calendar.This information can be seen for incidents in the upcoming week, for example,but also for the month and the year. Incidents can also be viewed for previousweeks, months and years. In order to access further information, the user canselect an individual incident. Figure 5.2 shows a simplified, anonymous policecalendar, which provides a visualisation of incidents. Although it does not containany specific examples, it shows how incidents are presented based on a list.

Figure 5.2: A simplified visualisation of the current police calendar
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5.2.3 Needs and RequirementsWe can now answer sub-question "SQ2: Who are the stakeholders that poten-

tially interact with ML models in the law enforcement domain, and what are their
needs related to the decision making process?".
There are numerous stakeholders that could interact with ML models in thelaw enforcement domain, so we have chosen to focus on public order and se-curity stakeholders. Although they do not currently use ML models, they mayconsider incorporating them in the future. An ML model could, for example, assistin the allocation of resources. Therefore, the main needs for such a model in thedecision making process are:
• The source of the notification must be present.
• The identity of the organisation must be established in order to checkwhether there is any prior knowledge of it.
• The information collected should be shareable to enable it to be distributedeffectively.
• There needs to be a means of distinguishing between different types ofincident. This is because the specific combination of factors involved, suchas the time of day and the target group, will require the police to vary theirlevel of deployment
• To achieve a full understanding of what is about to happen, the key aspectsof the incident need to be presented in a way which enables all concernedto see what is going to happen in the coming week, month or year.

We have completed the discovery phase of the nine-stage framework and cannow move on to the design phase. The interviews have provided us with valuableinsights that we utilised to create two initial low-fidelity designs. We will exploreboth designs and subsequent iterations in chapter 6.



6.Design
This chapter outlines the iterative procedure for producing prototypes to createa tool that visualizes the local explanations of an ML model to public order andsafety decision makers. Firstly, section 6.1 will explore the utilisation of inter-view findings and literature study outcomes in building low-fidelity prototypes.Secondly, we will discuss the iterative process through which the low-fidelityprototypes were adapted until they were finally translated into a high-fidelityprototype in section 6.2. Finally, section 6.3 will discuss in detail the final designused in the evaluation sessions.

6.1 Requirements DesignThe following requirements for a user interface have emerged from the interviewsand related work:
• The source of the notification must be present.
• The identity of the organisation must be established in order to checkwhether there is any prior knowledge of it.
• The information collected should be shareable to enable it to be distributedeffectively.
• There needs to be a means of distinguishing between different types ofincident. This is because the specific combination of factors involved, suchas the time of day and the target group, will require the police to vary theirlevel of deployment
• To achieve a full understanding of what is about to happen, the key aspectsof the incident need to be presented in a way which enables all concernedto see what is going to happen in the coming week, month or year.
• To provide extra explanations for the local explanations of ML models innatural language.
• To provide explanations where necessary. In other words, by making all thenecessary additional information visible at some point.
• To provide an overview of the full dataset.

6.2 Low-fidelity PrototypesUltimately, we decided that the current Police Calendar needed to be used as thebasis for our design. We did this because (1) decision makers already use this toolto make their decisions and are therefore partly used to the way the informationis presented, and (2) it partly shows the most important information. However,the incidents are now presented in a list-based format. This list visualisation
46
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makes comparison of incidents difficult and the different types of incidents arenot immediately visible. In addition, the risk of an incident is indicated by a letter,which could be seen as a shape channel. However, there is evidence from theliterature [62] that this is the least effective channel.
These findings led to two initial low-fidelity prototypes, (see Figures 6.1 and6.2). These prototypes were created using PowerPoint software. This approachallows for easy adaptation in future iterations. There was no use of colour in the

(a)

(b)

Figure 6.1: (a) Home screen of the first design. (b) Second page after selecting an event,
that would give more information
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(a)

(b)

Figure 6.2: (a) Home screen of the second design. (b) Second page after selecting an
event, that would give more information

initial designs as this is not the most important channel according to Munzner[62]. A number of important design decisions were made in the creation of theselow-fidelity prototypes, and these will be discussed below.
6.2.1 Scope of the designFirst of all, we decided to narrow down the scope of the research a little bitmore. For example, during the interviews we only spoke to decision makers inthe district of Stad-Utrecht (Utrecht City). For this reason, we have decided to
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base the design only on incidents that are going to take place in this district. Wealso decided to focus only on incidents that will take place in October, so thatwe can ask specific questions about them during the evaluations.
Finally, we decided to use only incidents from the following four categories:events, demonstrations, football events and public order events. There are sev-eral other categories that the police distinguish, but the interviews showed thatthese are the most common categories.

6.2.2 First Two DesignsThe most important information we wanted to convey was the expected numberof resources per incident. This is determined by both an ML model and a human.Munzner’s [62] ranking shows that colour is not the most effective channel whenother channels are not being used. Therefore, we decided to leave colour out ofthe initial designs.
Since we wanted to ensure that people could see at a glance when an inci-dent occurred, we decided to use a calendar view, see Figures 6.1 and 6.2. Herethe incidents are shown by means of a bar. As a result, the encoding for thelocation and the length are already in use. The length indicates the duration ofan incident. We then decided to use both the size and the luminance for theindication of the risk. In a later iteration we realised we were using two encodingsand changed this, but in these designs we used both encodings.
As you can see, there are three different levels of risks: no risk, some risk and
high risk. The lighter the colour of the bar and the narrower the bar, the lowerthe risk. A high-risk incident would require a significant police deployment, whilea low-risk situation necessitates police deployment, although not yet on a largescale. No risk means that no police deployment is to be expected. Even thoughthere is no risk to the police, it is important that the incidents are reported, asthis can sometimes influence the commitment to other incidents.
Discussions were held with both supervisors and domain experts. The resultwas that the initial designs were very similar but already in line with the users’needs. Two feedback sessions were held with two different domain experts. Theresults showed that the domain experts understood the visualisation well enoughto identify a high-risk incident. The initial designs also did not include a legendexplaining what the colours and thickness meant. This was also not given to thedomain experts in advance. However, they were able to correctly interpret thisinformation from the visualisation.
An important point that emerged from the feedback sessions was the needto distinguish between the different incidents. This is important in order to ef-fectively determine the deployment required by the police. In addition, the firstdesign was preferred because it showed all the information about an incidentwithout losing the ability to see the calendar. This is an important difference fromthe current version of the Police Calendar, which also requires switching screensto read sufficient information, as similair to the second design.
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(a)

(b)

(c)

(d)

Figure 6.3: (a) Home screen of the third design. This shows the incidents that have a
risk and a high risk within the current week. (b) Second page after selecting the month
button, this will show the indication of the risk for the police on a day. Darker the colour
means higher risk. (c) This shows which incidents take place on the current day. It shows
all incidents no matter the risk. (d) This screens shows the information that one will see
after selecting an incident.
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In the next iteration it was decided to add more detail. See Figure 6.3. Thenext iteration was a continuation of the first design.

6.2.3 Third DesignTo differentiate between the different incidents, we have added colours in thisdesign. Here, the darker the colour, the higher the level of risk. In addition, wehave chosen to include only those incidents that are high risk in the visualisationof the colour of the month. This should make it easier to see which days are likelyto require a lot of effort. When the overview per week is shown, only risk or highrisk incidents are visible. However, if a specific day is selected, all incidents areshown, even those that do not pose a risk.
We have again chosen to use both encodings for the risk, so both the colour andthe thickness. The choice of colours has been a very difficult task. We were alsounsure whether to use colour only to indicate risk or to use colour for both riskand incident category. In the end we chose the latter.
Finally, we made some small designs to show some more detail. We discussedthese with the domain experts at the same time as the third design. First of all, itis important to be able to quickly see some information about the incidents. Notjust the category it falls into, but also information about the organisation and thelocation. We had two designs for this, see Figure 6.4. In the end, we decided touse design 6.4b in our high-fidelity prototype. This is because it shows the mostinformation in a structured way.
We also discussed the two designs that would have to demonstrate the clas-sification of the human and the classification of the model. In the left designin Figure 6.4c, the right side shows the models classification and the left sideshows the human’s classification. If the human has not yet given a classification,you will only see one bar. The stripes indicate the human’s classification. Themore stripes, the less confident the person is. The pattern on the right showsthe classification of people by the circles. The more circles, the more insecurethe person. In our final design, we ultimately decided to use the stripes. Theclassification of the model is indicated by its colour. The darker, the more certainthe model is.
The third design and the insights from the feedback session formed the ba-sis of our high-fidelity prototype.

6.3 Final designAn important adjustment to the final design compared to the third design is thatwe now only use the colours for risk classification, rather than the thickness of thebars. In addition, in this final design we have also added the visualisations for thelocal explanation of the ML models. These explanations are given by highlightingthe feature (which in this case is) in the text. Then, for each feature, it is indicatedbelow how much it contributes to the total score. The total score ensures that anincident is classified and therefore given a risk rating. An explanation is alwaysgiven. This explanation indicates which total score is low risk, which is high riskand which is high risk.
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(a)

(b)

(c)

Figure 6.4: (a) First design of showing more information of the incident,(b) Second design
of showing more information of the incident, (c) Designs for the risk classification for
both the model and human.

This time we also made a conscious choice for the different colours used forthe incident categories. We carefully selected a colour palette for qualitativedata with four values using ColorBrewer2 [85], with the aim of ensuring that it
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is suitable for printing and accessible to those with colour blindness. Plans ofaction based on the acquired information are formulated and disseminated toofficers on duty in the police force. In certain instances, these plans are printed,so this was the main feature of the colour palette. Applying these criteria, wearrived at the following palette:

Figure 6.5: Colour palette

6.3.1 Home screenUpon entering the tool, users are presented with the home screen shown inFigure 6.6a. The user sees an overview of all incidents occurring during thecurrent week. A legend is displayed on the right side of the screen, indicatingwhich colour represents which type of incident. This legend is always present.When the user hovers the mouse over one of the colours in the legend, it isalso shown that there are three different risk classifications and that these areindicated by the darkness of the colour, see Figure 6.6b.
6.3.2 Information screenThe information display presents data used by both human and model to classifythe risk. When users select an incident, they access this information. If theysubsequently select the calendar again, the home screen reappears.

The left side displays the data that the human used for the classification, whilethe right side shows the model’s data. The model also explains which features(which are words) contribute to the total score. The colour of the category has

(a) Screenshots of home screen of the final design (b) The additional
information in the legend.

Figure 6.6: Final design of the tool
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Figure 6.7: The information available about an incident. On the left you see the information
used by humans to classify the risk, and on the right the information used by the model.
If the person has not yet given a rating, a note appears: The colleague has not yet given
a rating. The bar in the calendar turns light grey.

been reused and its darkness indicates the contribution of a feature to the totalscore. If a feature has a high score, it will also have a dark colour. The featuresare scored between 1 and 5.
6.3.3 Month screenThe month screen shows all the incidents that occurred during October, regard-less of how these incidents have been classified on the risk spectrum.

Hovering over any incident will provide users with more details. This feature

Figure 6.8: Screenshot of the month screen
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is equivalent to the weekly calendar’s incident hover function. Clicking on anincident in either the monthly screen or weekly calendar will provide identicalinformation as well. To return to the month screen, the user can simply click onthe calendar again.

6.3.4 Map screenFinally, the user can see where an incident occurs in the Stad-Utrecht district bypressing the map button. This will only display the incidents that occur per day.Note that this differs from the weekly calendar.
Furthermore, the map button is only accessible on the weekly calendar. The mapbutton allows the user to determine the location of incidents in the Stad-Utrechtdistrict on a daily basis. Once the user clicks on the button, hovering over apin will reveal the incident’s name, while clicking on it once more will provideadditional information. This information is equivalent to what appears when youclick on an incident in the weekly or monthly calendar.

Figure 6.9: Screenshot of the map screen



7. Evaluation
This section describes the evaluation we used to understand the positive aspectsand potential areas for improvement of our tool. First, in Chapter 7.2 we discussthe recruitment process. Then the design of the evaluation sessions is discussedin section 7.3. Section 7.4 discusses the analysis of the evaluation sessions.Finally, section 8 discusses the findings of the evaluation sessions.
The Ethics and Privacy Quick Scan of the Research Institute for Informationand Computing Sciences of Utrecht University was conducted (see AppendixA). This scan classifies this research as low risk, which indicates that it does notrequire a more comprehensive ethics review or a privacy assessment.

7.1 RecruitmentThis research was conducted in cooperation with the Dutch National Police. Theparticipants in the evaluation sessions were only people employed by the Dutchpolice, from the unit Midden Nederland (Central Netherlands).
Participants were recruited using convenience [81] sampling. Namely, we askedthe three participants who work within the public order and safety domain of thepolice and who have also participated in the interviews before. This resulted in 3participants.

7.2 ParticipantsA total of three evaluation sessions were conducted. Full details of the threeparticipants are given in Table 7.1. Each participant was given a number by theresearcher (P01 to P03). Please note that both the roles and the specialisationwere self-identified by the participants. Participants’ years of experience rangedfrom 6 to 20 years.
7.3 Evaluation DesignThe evaluation sessions were conducted in October 2023. All three sessionswere held in-person at the interviewee’s workplace in a private room or space,

ID Gender Role Years experience Speciality Decision AnalysisP01 M Events/demonstration coordinator 6 Risk management 4 5P02 F Senior Intelligence 6 Not applicable 4 4P03 M Operational Specialist 20 Management 5 2
Table 7.1: Demographics and other information about the interviewees. The - means that thedata is either unknown or someone preferred not to say. Years experience means the number ofyears of experience in the position for which they were being interviewed. Decision indicates,on a scale of 1 (not at all) to 5 (very often, across multiple departments), the extent to whichdecision making is seen as a primary task within the function. Analysis is the extent to whichdata analysis is seen as a primary task. The scale ranges from 1 (not at all) to 4 (this is my regulartask).

56
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and lasted one hour. In addition, all three evaluation sessions were conductedin Dutch, as this is the native language of both the researcher and the participants.
Prior to each evaluation session, participants were provided with information onthe study’s purpose and procedure and asked for their informed consent wherebyall participants gave permission for the evaluation session to be audio and screenrecorded. These recordings were then used for the transcription of the evaluationsessions for the later coding process. All evaluation sessions were completedprior to the coding process.
Once informed consent had been obtained, the evaluation sessions consistedof five steps. First, a brief description of the tool was given, followed by a shorttraining session. A detailed outline of the training session can be found in Ap-pendix F. During the training session, stopping rules were applied to some ofthe tasks, requiring participants to complete them correctly two or three timesbefore moving on to the next task.
The next step in the session was the judgment step. This step determinedparticipants’ comprehension of the visualisation through a series of tasks, fo-cusing on their ability to locate relevant information. Their comprehension wasfurther tested by performing additional tasks. They were asked to verbalise theirthought process.
Following this, a new data set was presented, and participants were askedto complete a decision making task while, again, verbalise their thought process.
Subsequently, an interview was conducted to identify the positive aspects andpotential areas for improvement. Finally, participants were asked if they couldcomplete a short demographic survey.
The complete evaluation protocol, including the full list of tasks and interview,can be found in Appendix F. The questionnaire is the same as we used in theinterviews, see Appendix C.

7.4 AnalysisAll evaluation sessions were transcribed and analysed in Dutch. For automatictranscription, the MP4 files were imported into Microsoft Word Online. This toolis safe to use and is supported by Utrecht University, as the data will not beused or sold for other commercial activities. These automated transcripts formedthe basis of the final transcripts, which were subsequently updated manually toensure accurate alignment with the recorded audio and the screen recordings.The transcripts, audio, and screen recording files were stored confidentially on asecure server at Utrecht University. Upon completion of the investigation, theaudio and screen recording files will be expeditiously deleted.
Certain quotes have been translated as precisely as possible from Dutch toEnglish for inclusion in this thesis. Grammatical modifications have been made ina few quotes to ensure comprehensibility.



7.4. Analysis 58
The NVivo analysis software tool was used to code the data [83]. Open coding[84] was employed to code the data. The classification process involved select-ing and assigning transcribed passages to relevant categories.
In the following chapter, the outcomes of the evaluation sessions will be dis-cussed.



8. Results Evaluation Sessions
This section presents the results of the evaluation sessions. First, we will outlinethe completion of the training by each participant (Paragraph 8.1). Subsequently,we shall discuss the outcomes obtained from the tasks they were asked to com-plete (Paragraph 8.2). Then, we shall assess the decision task’s feasibility usingthe current tool (Paragraph 8.3). In addition, we will discuss the outcomes of thebrief interview, highlighting both the strengths and opportunities for further im-provements (Paragraph 8.4). Finally, an overview of possible future improvementswill be provided (Paragraph 8.5).

8.1 Training PhaseAll participants successfully completed the training without additional tasksrequired beyond the initial assessment. Two stopping rules were implementedduring the training, whereby participants were given new tasks if they wereunable to effectively complete the assigned task on the first attempt. However,this did not turn out to be necessary for any of the participants.
8.2 Judgement TasksAll participants were able to complete the simpler tasks, which involved identify-ing the category of incidents, indicating where an incident will take place, howmany people are expected to attend and so on.

However, it was discovered that not everyone understood the certainty score.For instance, participant P01 believed that the entire bar was part of the certaintyscore, leading to 60% of the model’s answer being uncertain, 20% certain, and theremaining 20% very certain. However, the bar graph also displays a line indicatingthe category in which the certainty score falls, as there are three distinct levelsof certainty. This was not noted by P01. On the other hand, participants P02 andP03 were able to correctly identify the model’s certainty score.
Although participants could correctly identify the features utilised by the modelfor incident classification, they appear to lack an understanding of feature impor-tance. When completing the tasks, participants seemed to focus more on theoverall score and assumed uncertainty in the model due to a lack of informationin the description.

8.3 Decision TaskThe calendar view, which is available in both weekly and monthly formats, makesit easy to compare different incidents. All three participants commented that theyreally liked being able to see at a glance which incidents were happening at thesame time. Furthermore, the risk classification visualisation expedites evaluation
59
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to determine where more effort is necessary on a given day.
The map proved highly beneficial to all three participants. It also facilitatesthe examination of whether two occurrences on the same day entail a mutualdanger and necessitate additional police deployment.
For participant P01, in the design, the model would only be a convenient way toprovide a quick indication:

"The model does provide support, but is certainly not decisive."" - P01Events/demonstration coordinator
An important distinction between the participants is that P01 and P03 serve asthe primary decision makers in the realm of public order and safety, while P02 isresponsible for gathering information for the decision makers. Conversely, P01and P03 expressed the desire for greater reliance on human-provided informa-tion. Notably, during the evaluation session, P02 trusted the model considerably,especially when the level of certainty was high. This inclination may be attributedto the limited scope of the tool’s examples.
It should be verified that, for example, if a model can find a lot of old infor-mation about an organisation and is therefore very confident that there is norisk, P01 and P03 will also see the model as leading, or they will still have aclassification of people they would like.

8.4 Strengths, weaknesses and opportunitiesIn this section, we will evaluate both the strengths and weaknesses of the givensystem. Firstly, we identify the positive points in Paragraph 8.4.1. This is followedby a discussion of the possible areas for improvement in Paragraph 8.4.2.
8.4.1 StrengthsFirstly, the primary benefit of the design is its ability to offer an overview ofupcoming incidents. The calendar format contributes to this clarity, making iteffortless to compare days or incidents. All three participants confirmed thisadvantage.

The information can be read by clicking on it and it is easy to return to thefull overview, making working with this version much more efficient comparedto the current version of the police calendar. In current version, this is moredifficult as users are directed to a new screen and have to switch between theinformation and the overview repeatedly.
Furthermore, all three participants found it very useful to be able to hover overan incident to quickly see some additional information. However, in the weeklycalendar, this is only visible above an incident and it would be better to see it atthe point of the mouse.
The colours make it easy to differentiate between different types of incidents.
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8.4.2 WeaknessesNot all participants found the colour scheme and stripe design to be convenient.P01, for instance, believed that the use of green may convey that everything isacceptable and there is no need for further action.

Furthermore, participants P02 and P03 expressed that the stripes elicited acontrasting interpretation in their perspective. Nonetheless, participant P01 andexperienced no difficulty in interpreting the stripes in the current form.
The tool constantly displays a legend indicating the colour associated with inci-dent types and the corresponding encoding for security scores. However, thelegend does not provide information about the risk levels, which can only beaccessed through a mouse movement. Additionally, the light grey colour, rep-resenting no classification given by humans, is not displayed. Participant P02requests all information to be presented in the legend, including the levels whichrequire a mouse movement to access.
However, each of the three sessions indicates that the currently available in-formation on each incident is a significantly simplified version of reality. Thisis not just limited to the amount of information provided per incident but alsothe frequency of incidents occurring each day. Therefore, the advantages ofimplementing a model may not be apparent to the user. Further research shouldprovide more realistic examples, after which another evaluation should be carriedout to see if the findings remain the same.

8.5 Future improvementsDue to time constraints, another iteration of the design cannot be completed.However, potential points for future versions of the design will be provided in thissection.
Firstly, the use of colours and stripes should be thoroughly reassessed. Thesessions indicated that the colours can sometimes be confusing, as they can beinterpreted in different ways.
Next, more realistic examples should be made so that they are more in linewith reality. This needs to apply to both incident details and the frequency ofincidents in a week/month. An option should also be given that can show theincidents per day or per year.
Furthermore, we have decided to focus this tool only on incidents in the monthof October in the district of Stad-Utrecht, however, it can be extended to includeall districts in the Netherlands and other dates. In this way, incidents on districtborders could be discussed with neighbouring districts, which would lead to anoptimisation of the deployment of resources.
Finally, we have not yet given the possibility to determine the deployment ofunits in this tool. The sessions highlighted the value decision makers placed onthe ability to select the units deployed per incident within the tool. This facili-tates comparison and possibly modification of deployment, particularly where
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an incident requires additional resources. The overview provides information onthe location of each unit, enabling quick identification and adjustment in case ofdistrict issues.
SummaryThe evaluation sessions indicate that the tool aids in decision making regardingpublic order and safety. However, the addition of the model seems to lack sig-nificant contribution in its current form, possibly due to the limited informationavailable concerning the incidents within the current design.
In addition, there is a lack of consensus on the correct interpretation of thecertainty score. This score does not seem to be taken into account by everyonewhen making decisions in the current design either.
The explanation of the model is partially comprehensible to users. They un-derstand that certain features contribute to the classification. However, theydo not seem to be able to recognise that some features contribute more to theclassification than others. Future studies should investigate if more extensiveinformation improves comprehension of the explanation and whether modelutilisation offers added benefits in this scenario.



9.Discussion
In this Chapter, we provide a reflective analysis of our research. Furthermore, wewill present the limitations of our research.
Our research aimed to effectively visualise local explanations of machine learningmodels for law enforcement decision makers. However, our search revealed thatmost visualization tools are designed to explain ML models to data scientists[25, 26, 27]. The distinction in their objectives when interacting with ML modelsnecessitates different visualization approaches.
The utilization of ML models in law enforcement is imperative due to the needto analyze large, complex, and unstructured datasets to enforce the law [5].Nevertheless, the foremost appropriate models in this field are the black-boxmodels [45], which cannot explain their behaviour to users [45, 5, 32]. However,in high-stakes scenarios such as law enforcement, it is crucial that ML modelsare capable of explaining their decisions to the user. The models are used inhigh-stake environments and the decisions made with these models can havemajor consequences for both individuals and society [5, 23], especially when themodels contain unnecessary bias, as illustrated by COMPAS [40].

9.1 Implications LIME and SHAPFortunately, post-hoc methods are available to explain the behaviour of black-boxmodels [32]. A distinction is made between model-specific and model-agnosticmethods [32]. This research focused on the two well-known model-agnosticpost-hoc methods, Local Interpretable Model-Agnostic Explanations (LIME) [51]and SHapley Additive exPlanations (SHAP) [68]. The model-independent natureof these two XAI methods can provide developers and designers with a unifiedinterface for the law enforcement domain, even if the ML model or underlyingdata changes [32].
Kauer et al.’s [70] research discovered that technical experts may struggle tointerpret the standard LIME and SHAP visualisations. We therefore conductedresearch into how these two methods have been used in different domains andfor different audiences. Our findings revealed that most tools were tailored toprovide data scientists with insights on ML models [71, 72, 73, 74]. However,tools aimed at other users were not designed for the law enforcement domain.Nevertheless, related work has allowed us to identify several XAI interface designthemes that explain local ML model decisions to users via LIME and SHAP.

9.2 Implications of Final DesignThe findings from the literature review and the outcomes of the interviews withthe public order and security decision makers led us to a number of key aspects
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for our design. After multiple revisions, our final design was implemented andsubsequently evaluated.
The evaluation showed that the local explanation of the ML model could not befully interpreted by the users. The features that contributed to the model’s classi-fication were recognised by the users, but they did not seem to recognise thatsome features contributed more than others. Nonetheless, this design provedmore effective for decision makers than the current tool they employ, providingprospects for the future. Nevertheless, our design’s oversimplified representationof reality may have impacted the study’s outcomes.

9.3 Overall LimitationsFirst of all, the final design was evaluated by only three participants, which limitsthe generalisability of our conclusions.
Secondly, our sample solely consisted of decision makers within the domainof public order and safety in the district of Stad-Utrecht. As a result, we canstate that our findings with regard to the needs and requirements that emergedfrom the research are only valid for the district of Stad-Utrecht. Further researchis required to determine whether these requirements correspond with other dis-tricts across the Netherlands.
Furthermore, limited time meant that the incident data within the tool was insuf-ficient to make informed decisions. While the design reflected actual incidentinformation, it must be expanded to encompass more detail. A drawback of thisis our inability to conduct a complete analysis of whether the explanations of theML models are interpretable for the decision makers and how this informationwould ultimately influence the decision processes. Nonetheless, it is encouragingthat the interface was predominantly perceived as intuitive and understandablefor the relatively short time that users interacted with it.
Finally, in this research we have only focused on designing a visualisation thatexplains the local explanations of an ML model using LIME scores. Our liter-ature review covered both LIME and SHAP. In addition, we only created onedesign for the explanation, so it could be that a different design is better for theinterpretation by the users.



10.Conclusion & Prospects
In this study, we explored how to effectively visualise local explanations of MLmodels so that law enforcement decision makers can better understand themand integrate them into their decision making processes. The research wasstructured around the following research question:

RQ. How can local explanations of ML models be effectively visualised toenable law enforcement decision makers to better understand andincorporate them into their decision making process?
The main research question was investigated through three sub-questions. ThisChapter concludes the research by answering each of the research questions inSection 10.1. Finally, Section 10.2 presents directions for future research.

10.1 ConclusionIn this section, we first present a summary of the main findings of each sub-question. Finally, we use the findings and inferences from these sub-questionsto answer our main research question.
SQ1. What types of explanations are common in the field of XAI, especiallyrelevant to law enforcement applications?

The common types of XAI explanations vary depending on the ma-chine learning model used. While transparent models provide inherentexplanations, black-box models do not. Nonetheless, black-box mod-els are deemed appropriate for use in law enforcement due to theirability to analyse high-dimensional data sets. Therefore, it is neces-sary to explain the functioning of black-box models before they can bedeployed. There are post-hoc techniques for this explanation, whichcan be divided into two categories: model-specific techniques thatcan only explain models from a specific group; and model-agnostictechniques that can explain models from all groups. Our research wascentred on the latter because we had not determined beforehandwhich model we would concentrate on.
Subsequently, in Chapter 2, we established that visualisations areutilised to explain ML models. There are various techniques for creat-ing such visualisations as identified in Chapter 3.
For clarity, we opted to concentrate our research on the two mostcommonly used model-agnostic post-hoc methods, LIME and SHAP.Chapter 3 subsequently examined existing tools that utilise thesemethods to explain ML models. It is worth noting that currently notool has been developed with the specific purpose of explaining ML
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models in the context of law enforcement with visual aids. We noticedthat numerous ML tools are in development for technical experts, butthere are fewer options for non-technical experts who are domainspecialists.
However, through this research, we identified several aspects forvisualising the local explanation of an ML model, which we then usedin our design:1. Overview of Data: provide an overview of all items in the dataset. Through a variety of interactions such as filtering, selecting,and ordering, the user is able to find specific and important itemsfirst.2. Explanations on request: provide necessary additional informa-tion about what various features mean, or what the "normal"score would be for features using natural language.3. Provide extra explanation in natural language: to ensure that theexplanation does not depend solely on the user’s interpretation,additional information, or labels, should be explained in naturallanguage, if the user needs it.

SQ2. Who are the stakeholders that potentially interact with ML models inthe law enforcement domain, and what are their needs related to thedecision making process?
In Chapter 5, various stakeholders were identified who can interactwith ML models in the law enforcement domain. We have focused onthose involved in making decisions in the field of Public Order andSecurity. The key requirements for the decision making process were

– The source of the notification must be present.
– The identity of the organisation must be established in order tocheck whether there is any prior knowledge of it.
– The information collected should be shareable to enable it to bedistributed effectively.
– There needs to be a means of distinguishing between differenttypes of incident. This is because the specific combination offactors involved, such as the time of day and the target group,will require the police to vary their level of deployment.
– To achieve a full understanding of what is about to happen, thekey aspects of the incident need to be presented in a way whichenables all concerned to see what is going to happen in thecoming week, month or year.

SQ3. How can the insights from SQ1 and SQ2 be utilised to develop aneffective and interpretable visualisation of local explanations for deci-sion makers in the law enforcement domain?
The insights from both the interviews and the literature review haveresulted in the final list of requirements for the design:
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– The source of the notification must be present.
– The identity of the organisation must be established in order tocheck whether there is any prior knowledge of it.
– The information collected should be shareable to enable it to bedistributed effectively.
– There needs to be a means of distinguishing between differenttypes of incident. This is because the specific combination offactors involved, such as the time of day and the target group,will require the police to vary their level of deployment.
– To achieve a full understanding of what is about to happen, thekey aspects of the incident need to be presented in a way whichenables all concerned to see what is going to happen in thecoming week, month or year.
– To provide extra explanations for the local explanations of MLmodels in natural language.
– To provide explanations where necessary. In other words, bymaking all the necessary additional information visible at somepoint.
– To provide an overview of the full dataset.

We eventually translated this list into a design and after some itera-tions the final design emerged as described in chapter 6.
The evaluation study findings demonstrate that decision makers canlocate the appropriate information they need to guide their decisionmaking processes. However, it transpired that not everyone couldinterpret the certainty scores. Moreover, the evaluation also revealedthat users were only partially able to understand the model’s explana-tion. Users understood that certain features contribute to the model’srisk classification, but they did not seem to realise that some featureshave a greater contribution to the classification than others. Addition-ally, the examples used in the tool were found to be overly simplistic,which could potentially impact the obtained outcomes.

RQ. How can local explanations of ML models be effectively visualised toenable law enforcement decision makers to better understand andincorporate them into their decision making process?
Our design for explaining the local behaviour has been demonstrated to benefitpolicy makers within the law enforcement sector, particularly those involvedin public order and safety decision making. Nonetheless, we have observedlimitations in users’ ability to interpret the local explanations of the model accu-rately. The participants identified the features that contributed to the model’sclassification, but did not acknowledge the varying degrees of contribution.
Some users did not perceive the model as an enhancement to the existing design,possibly due to the design’s limited examples of incidents. In reality, incidentinformation is much more detailed and therefore, a more extensive illustration
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may be required for the model to be recognised as an enrichment.
Further study is required to determine if increasing the amount of examplescan enhance the comprehension of local interpretations of machine learningmodels. Additionally, a method for clarifying the varying contributions of featuresis required to better explain the different contributions of features.

10.2 Future workA number of potential opportunities for future work have emerged from this thesis.This section will discuss these directions for further research.
The first of these opportunities could lie in refining and improving the final design,which needs to become more specific. Our design was found to be a limitedrepresentation of reality. Initially, this was due to the relatively low number ofincidents displayed per day. In reality, many more different incidents could occursimultaneously in a day, which would increase the complexity of the visualisation.Furthermore, the data offered within each individual incident was insufficient.In reality, there is a lot more information available to ultimately determine thedecision to respond to an incident. Furthermore, in this design we only focusedon incidents in the city of Utrecht for the month of October. However, includingall districts in the Netherlands and gathering data on all potential incidents wouldfurther enhance the tool’s effectiveness in evaluating deployment strategies.Finally, the tool’s design could be improved by determining the deployment andvisualising it in the tool.
Secondly, the user research conducted in this thesis can be used as a foun-dation to create visualisations to explain the local explanations of an ML modelto decision makers in other law enforcement contexts.
Furthermore, this study ultimately focused only on the visualisation of LIMEscores. Further research could explore the visualisation of Shapley (SHAP) scores.Alternatively, research could be conducted to determine which of the two meth-ods is the most comprehensible to decision makers.
In addition, this research focused on the local explanation of an ML model. How-ever, the literature review highlights the existence of global explanations. Furtherstudies could explore how to visualise these explanations in an effective way forlaw enforcement decision makers.
Finally, future research could also look at other ways of visualising the localexplanations and possibly compare them with this visualisation to investigatewhat the desired way of visualising these explanations is.
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Figure A.1: Anonomysised Quick Scan



B.Consent form
Title of research study: UX/UI design Explabox

Dear participant,
You will be asked to participate in a scientific study. Before you decide to partici-pate, it is important that you know what participating in this study entails. Pleaseread the information below carefully.
Principal Investigators: Marcel Robeer, marcel.robeer@politie.nl and EvanthiaDimara, e.dimara@uu.nl.
Student researcher: Kim van Genderen, m.s.vangenderen@students.uu.nl.
Supported by: This research is supported by the National Police Lab AI, nationaal-politielab@uu.nl.
Important information about this study:To help you decide whether you want to participate in the study, a brief summaryfollows. More detailed information is given further down the form.
• The purpose of the research is to find out what the difficulties are in yourdaily decision-making and information transfer, so that I can understandhow better solutions can be designed to help you.
• We expect this research study to last about 1 hour.
• Your participation in this interview does not involve greater risks than youwould encounter in everyday life. There are no expected risks beyond therisks that may be associated with computing.
• Based on a Quick Scan Ethics and Privacy, this research has receivedapproval from the Research Institute of Information and Computing Sciences.If you have a complaint or comment about the way this investigation wasconducted, you can send an email to ics-ethics@uu.nl. For questions orcomplaints about the processing of personal data, you can send an e-mailtothe Data Protection Officer of Utrecht University via privacy-beta@uu.nl.

Why am I being asked to participate?We ask you to participate in this investigation because you are between 18 and65 years old, and are involved in decision-making as part of your position withinthe police.
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What do I need to know about participating in this study?

• Participation in this study is entirely voluntary, whether or not you participateis up to you.
• You can choose not to participate.
• You can agree to participate and change your mind later.
• Your decision will not be held against you.
• You can ask all the questions you want before you decide.
• You don’t have to answer questions you don’t want to answer.
• You can stop at any time during the study. This can be done after collectingthe data, but also during the collection of the data.

What happens if I say, "Yes, I want to participate in this study"?

• The interview is recorded (audio). You agree to this if you agree to participatein the study. The recordings are only used for research purposes.
• During the first part of the interview, you will be asked about your previousexperiences and current working practices.
• Finally, you will be asked to complete a short demographic survey withquestions such as your years of experience in your position within the policeforce.

Is there any way that participating in this study could be bad for me?Your participation in this interview does not involve greater risks than you wouldencounter in everyday life. There are no expected risks beyond those that maybe associated with computer use.
What happens if I do not want to participate in this study or if I change my
mind later?Participation in this study is voluntary. You can decide for yourself whether or notyou want to take part in this research. You can withdraw from this survey at anytime without giving a reason, you will not be charged. If you decide to withdrawfrom the study, all data collected from you up to that point will be deleted.
How do the researchers protect my information?The audio recording is stored on a secure server, after which it can be tran-scribed so that the opinions of the participants can be recorded in text. Theaudio recording is safely deleted after the transcription has taken place (within 4months of the examination). The transcript is anonymised so it doesn’t containany information that could identify you. This anonymised transcript will be usedin this research and possibly in later publications and studies.
Who has access to the information collected during this study?Efforts will be made to limit the use and disclosure of your personal information,
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including research study reports, to people who need to review this information.We cannot promise complete secrecy.
There are reasons why information about you may be used or seen by otherpeople outside the study during or after this study. University officials, auditorsand Review Board may need access to the study information to ensure that thestudy is conducted in a safe and appropriate manner.
How can the information collected in this study be shared in the future?We keep the information we collect about you during this research for studyregistration and for possible use in future research projects. Your name and otherinformation that can directly identify you is stored securely and separated fromthe rest of the research information we collect from you.
Anonymised data from this research can be shared with the research community,with journals in which research results are published, and with databases anddata repositories used for research. We will delete or encrypt any personal infor-mation that could directly identify you before the survey data is shared. Despitethese measures, we cannot guarantee the anonymity of your personal data.
The results of this research may be shared in articles and presentations, butwill not contain information that identifies you unless you allow for the use ofinformation that identifies you in articles and presentations.
Do I get paid or do I get a contribution for participation in this study?You will not receive any contributions for participation in this study.
Who can I talk to?If you have any questions, comments or complaints, please contact the principalinvestigators, student researcher or the supporting institutions.
If you want a copy of this permission for your own administration, you can print itfrom the screen. If you are unable to complete this, you can contact the studentresearcher using the contact details above.
If you would like to participate, please tick the "I agree" box below and wewill start the interview study.
If you do not wish to participate in this study, please check the box "I do notagree" below and close the browser.
⃝ I agree
⃝ I don’t agree



C.Questionnaire demographics
Q1 What is your gender?

⃝ Male
⃝ Woman
⃝ Non-binary
⃝ I’d rather not day
⃝ Other, namely: ...

Q2 What age range do you fall into?
⃝ 19 years or younger
⃝ 20-29
⃝ 30-39
⃝ 40-49
⃝ 50-59
⃝ 60 years or older

Q3 What is your highest level of training?
⃝ PhD
⃝ Master degree
⃝ Bachelor degree
⃝ High School
⃝ None

Q4 What is your specialised field of education (e.g., management, computerscience, or no specialisation)?
Q5 What is your position within the police?
Q6 Can you briefly explain in 1 sentence what your activities are within yourposition?
Q7 How many years of experience do you have in this sector?
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Q8 To what extent do you consider decision-making (choosing an action overalternative actions) as the primary task in your position? Choose the answerthat best fits your job description.

⃝ Not at all. It is not my job to make decisions, nor to suggest recom-mended actions to decision-makers.
⃝ It is not my job to make decisions, but I suggest recommended actionsto decision-makers.
⃝ I occasionally make decisions within my organisation, but do not dothis on a regular basis.
⃝ I regularly make decisions within my organisation about a single de-partment or organisational unit.
⃝ I regularly make decisions within my organisation about multiple de-partments or organisational units.

Q9 To what extent do you consider data analysis to be a primary task in yourrole? Choose the answer that best fits your job description.
⃝ It’s not my job to analyse data, nor does it incorporate the work of dataanalysts.
⃝ It’s not my job to analyse data, but I do incorporate the work of thedata analysts to make decisions.
⃝ When necessary, I perform data analysis, but do not do this on a regularbasis.
⃝ Performing data analyses regularly is my primary job.

Q10 How would you classify your knowledge about visualising data such asgraphs (line graphs, bar graphs, ...), charts, etc.?
⃝ No knowledge: I have no knowledge of data visualisation.
⃝ Basic knowledge: I have a general knowledge and understanding ofbasis visualisation techniques and concepts (such as line graphs, bargraphs, etc.).
⃝ Beginner: As part of a training I learned about visualisations, but thereis still a lot to learn for me.
⃝ Average: I am able to create visualisations and read them myself. I stillneed help creating and reading more complex visualisations.
⃝ Advanced: I effortlessly create and read visualisations.
⃝ Expert: I am a visualisation researcher or practitioner with a longerpractice in the field of visualisations.

Q11 How would you classify your knowledge about Machine Learning?
⃝ No knowledge: I have no knowledge of Machine Learning.
⃝ Basic knowledge: I have a general knowledge and understanding ofbasic Machine Learning techniques and concepts.
⃝ Beginner: As part of a training I learned about Machine learning, butthere is still a lot to learn for me.
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⃝ Advanced: I effortlessly create and apply Machine Learning models.
⃝ Expert: I am a researcher or experiential expert in the Machine Learningfield.

Q12 How would you classify your knowledge about Explainable Artificial Intelli-gence?
⃝ No knowledge: I have no knowledge of Explainable Artificial Intelli-gence.
⃝ Basic knowledge: I have general knowledge and understanding of basicExplainable Artificial Intelligence concepts.
⃝ Beginner: As part of a training I learned about Explainable ArtificialIntelligence, but there is still a lot to learn for me.
⃝ Advanced: I effortlessly create and apply Explainable Artificial Intelli-gence models.
⃝ Expert: I am a researcher or experiential expert in the ExplainableArtificial Intelligence field.

Q13 Here are some types of machine learning techniques that may be relevantto law enforcement. To what extent do you see potential in the use of thefollowing techniques by the police?
I see potential in the technology...

I do not know this technique Totally disagree disagree neutral agree totally agreeClassification ◦ ◦ ◦ ◦ ◦ ◦Regression ◦ ◦ ◦ ◦ ◦ ◦Ranking & search ◦ ◦ ◦ ◦ ◦ ◦Semi-supervised learning (+ Active learning) ◦ ◦ ◦ ◦ ◦ ◦Dimensionality reduction ◦ ◦ ◦ ◦ ◦ ◦Clustering ◦ ◦ ◦ ◦ ◦ ◦Representation learning & Optimisation ◦ ◦ ◦ ◦ ◦ ◦Generative models & Virtual Reality ◦ ◦ ◦ ◦ ◦ ◦Reinforcement learning & Graph Analysis ◦ ◦ ◦ ◦ ◦ ◦

Q14 Here are several areas of application that may be relevant to the police. Towhat extent do you find the application areas below relevant for the police?
I find the application area . . . relevant

I am not familiar with application area Totally disagree disagree neutral agree totally agreeComputer Vision (images & video) ◦ ◦ ◦ ◦ ◦ ◦Natural Language Processing (text) ◦ ◦ ◦ ◦ ◦ ◦Data Mining & Analysis (tabular) ◦ ◦ ◦ ◦ ◦ ◦Audio/Speech Recognition & Synthesis (audio) ◦ ◦ ◦ ◦ ◦ ◦Robotics / Intelligent Agents ◦ ◦ ◦ ◦ ◦ ◦Expert Systems / Knowledge Representation and Reasoning ◦ ◦ ◦ ◦ ◦ ◦Planning, Scheduling & Optimisation ◦ ◦ ◦ ◦ ◦ ◦Augmented & Virtual Reality ◦ ◦ ◦ ◦ ◦ ◦Social Networks & Graph Analysis ◦ ◦ ◦ ◦ ◦ ◦



D. Interview protocol
Materials needed for the interview:
⃝ Laptop with the protocol (and for back-up recording)
⃝ Phone for audio recording
⃝ Papers
⃝ Pens
⃝ Water
⃝ Chargers (for phone, laptop, and tablet)
⃝ Tablet (for the online consent form and demographical questionnaire)
⃝ A table for quick notes

Interview introduction:Welcome, my name is Kim and I will do the interview with you today. Thank youfor being here. Before we start, I would like to ask you to read the consent formand decide if you agree to it.
Consent form: see Appendix B (during the interviews there was a link to theactual form)
[After they read the consent form]

During this interview we will discuss your experiences within law enforcement(police) and the types of decisions you make within your position. The purpose ofthe interview is for me to learn about the difficulties in your day-to-day decisionswithin your role and interactions with data so that I can understand how we candesign better solutions to help you. After the interview, I remain at your disposalfor any questions. Shall we start the recording now?
[After recording starts ]

(if yes, after rec say)-> Do you confirm that you have read and agreed to theconsent form to participate in this interview?
Short break to let participant answer.
As stated in the consent form, I remind you that this study is only registered forresearch purposes. Shall we start with the questions?
Beginning of the interview:
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1. In this interview we want to discuss what decisions you need to make inyour daily tasks/work and about what information you make these decisionsand which technologies and tools you use in this process.

Before we get into this, could you perhaps briefly explain to me what yourtasks are within your position at the police? / What does a normal workingday look like for you?
2. I want to ask you to remember a day when you had to accomplish a difficulttask. Can you guide me through that day?

• What steps have you taken to accomplish that difficult task?
Since I have to work out the interview in detail and be precise in this, I wouldlike to see what [tool XX] looks like and take screenshots of this.
If they can’t show it, ask:

3. What exactly are we looking at?
4. Could you describe in detail what we see here?

The example of the difficult task should include the following aspects:

1. The decision
• What decision had to be made?

2. Information
• What information did you use? / What information is relevant to yourdecision?• How did you get this information?

– Did you have to search for this information?
– Has anyone given you this information? If so,* Who gave you this information?* What is their role?
– How is this information displayed? Can you show me what thisinformation looks like?

3. Technology used
• Have you used tools to help you with the task?• Do you understand this tool?

– Why or why not?
– If not: What could help to understand this tool?• What do the results of this tool look like? Can you show me?

4. Ohter people
• Do you communicate the information you’ve gained with other people?If so,
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– Who are they?
– What is their role?If not,
– How do you use the results?/What do you do with these results?• Are other people involved in the process?• What kind of tools do you use to communicate the results?
– Can you show me this one?• How do these tools help to explain the results?

Demographics: see Appendix C (during the interviews there was a link to theactual form)
Conclusion of the interview:
We reached the end of the interview. Is there anything else you’d like to commenton? Or are there things that haven’t been discussed yet, but that you think areimportant?
Then I would like to thank you very much for your time and participation.
Some sample questions to guide the discussion:
Decision What kind of information do you use when making the decision?How did you get this information?
doubt Why can’t you explain how you obtained the information?Why can’t you explain how to xxx?Why is it easy to follow?Why is it unclear?Data Can you give me more information on how to get xxx?Reguide the interview Earlier you said..... could you perhaps elaborate on that?
General probing questions

Can you elaborate on that?Can you give an example?What makes you think ...?What do you mean?So, am I right to conclude that....?Silence (tolerance)



E.Consent form
Title of research study: UX/UI design Explabox

Dear participant,
Before deciding to participate in this scientific study, carefully read the followinginformation.
Principal Investigators: Marcel Robeer, marcel.robeer@politie.nl and EvanthiaDimara, e.dimara@uu.nl.
Student researcher: Kim van Genderen, m.s.vangenderen@students.uu.nl.
Supported by: This research is supported by the National Police Lab AI, nationaal-politielab@uu.nl.
Key study information:Below is a brief summary to assist you in deciding about participation. Moredetailed information will follow.
• The purpose of this study is to find out if a specific interface design aidsyour decision making process.
• Anticipated research study participation is approximately 1 hour.
• Participation involves no greater risks than daily life and is comparable totypical computer usage.
• Based on a Quick Scan Ethics and Privacy, this research has receivedapproval from the Research Institute of Information and Computing Sciences.If you have a complaint or comment about the way this investigation wasconducted, you can send an email to ics-ethics@uu.nl. For questions orcomplaints about the processing of personal data, you can send an e-mailtothe Data Protection Officer of Utrecht University via privacy-beta@uu.nl.

Why am I being asked to participate?We ask you to participate in this investigation because you are between 18 and65 years old, and are involved in decision-making as part of your position withinthe police.
What should I know about participating in a research study?
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• Participation in this study is entirely voluntary, whether or not you take partis up to you.
• You can choose not to take part.
• You can agree to take part and later change your mind.
• Your decision will not be held against you.
• You can ask all the questions you want before you decide.
• You do not have to answer any question you do not want to answer.
• You can quit anytime during the study. This can be done after collectingthe data, but also during the collection of the data.

What happens if I say, "Yes, I want to participate in this study"?

• The evaluation will be recorded (audio). You agree to this if you consentto participate in the research. The recordings will be used for researchpurposes only.
• During the first part of the evaluation session, some short general questionsare asked.
• The second part deals with the designed interface.

What happens if I do not want to be in this research, or I change my mind later?Participation in this research is voluntary. You can decide for yourself whether ornot you want to participate in this study. You can withdraw from this study atany time without giving a reason, it will not be held against you. If you decideto withdraw from the study, all data collected from you up to that point will bedeleted.
How will the researchers protect my information?The audio recording is stored on a secure server, after which it can be transcribedso that the opinions of the participants can be captured in text. The audio record-ing will be safely deleted after the transcription has taken place (within 4 monthsafter the study). The transcript is anonymised so that it does not contain anyinformation that could identify you. This anonymised transcript will be used inthis research and possibly in subsequent publications and studies.
Who will have access to the information collected during this research study?Efforts will be made to limit the use and disclosure of your personal information,including research study records, to people who have a need to review thisinformation. We cannot promise complete secrecy.
There are reasons why information about you may be used or seen by otherpeople beyond the research team during or after this study. Examples include:
• University officials, auditors, and Review Board may need access to thestudy information to make sure the study is done in a safe and appropriatemanner.
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How might the information collected in this study be shared in the future? Wewill keep the information we collect about you during this research study forstudy recordkeeping and for potential use in future research projects. Your nameand other information that can directly identify you will be stored securely andseparately from the rest of the research information we collect from you.
De-identified data from this study may be shared with the research commu-nity, with journals in which study results are published, and with databases anddata repositories used for research. We will remove or code any personal infor-mation that could directly identify you before the study data are shared. Despitethese measures, we cannot guarantee the anonymity of your personal data.
The results of this study could be shared in articles and presentations, butwill not include any information that identifies you unless you give permission foruse of information that identifies you in articles and presentations.
Will I be paid or given anything for taking part in this study?You will not receive compensation for participating in this study.
Who can I talk to?If you have any questions, concerns or complaints, please contact the PrincipalInvestigators, Student Researcher or the Supporting Institutions.
If you would like a copy of this consent for your own records, you can printit from the screen. If you cannot print it, you can contact the Student Investigatorwith the contact information above.
If you would like to participate, please tick the "I agree" box below and wewill start the interview study.
If you do not wish to participate in this study, please check the box "I do notagree" below and close the browser.
⃝ I agree
⃝ I don’t agree



F. Evaluation protocol
Evaluation introduction:Welcome! I’m Kim, and I’ll be guiding today’s evaluation. Thank you for partici-pating. Your insights and opinions are important, and there are no wrong answers.
Consent form: see Appendix E (during the evaluation sessions there was alink to the actual form)
[After they read the consent form, start recording]

Let the participants verbally agree that they gave consent
Next, I will show you a tool about October events in Utrecht, in four categories: 1.events,2. demonstrations, 3. football, and 4. public order permit (O.O.V.). After aquick training, you’ll try some tasks to show if you understand the tool.
[Get tool ready]

Here is the updated police calendar. The initial screen shows this week’s events,categorised by four colors in the right-side legend: blue for demonstrations, redfor events, purple for football, and green for public order permits (O.O.V.). Hoverover a color, you will see three risk classes: lighter shades indicate lower risk,and it darkens as risk increases.
Events are rated by a human (person icon) and machine (robot icon), eachindicating their confidence level in the assessment. In the legend: no lines meanhigh confidence, close lines indicate uncertainty, and mid-spaced lines signifymoderate confidence.
Beginning of the interview:• Could you now click on a football event from the current week?
• Could you now click on an event from the current week?
• Could you now click on a demonstration from within the current week?

[IF CORRECT CLICKS MADE, PROCEED. OTHERWISE, TRY AGAIN]

The screen provides detailed information about the demonstration. On the left,you’ll see data used by the human for assessment and on the right, data used bythe machine for assessment.
The machine figures out risk by giving scores to certain words and adding themup for a total risk score.
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Clicking back takes you to the weekly overview.
Can you now click on an event within the current week and tell me what the totalscore is?And, do the same for an O.O.V. event within this week?
[IF TWO TOTAL SCORES ARE CORRECTLY SHOWN, CONTINUE]

Navigate through October by clicking the arrows atop the calendar. Can youshow me events from one weeks ago.And could you show me the events that will take place in two weeks?
Now, click on the month button to view all October events.Please click a low-risk demonstration, according to the machine.
Return to the weekly calendar and click the map button.
This displays daily Utrecht events on a map. Can you find and select the demon-stration on Friday, October 20, and tell me its location?
Training is complete; let’s begin the tasks.
[Think-aloud protocol with some tasks]

I will give you the tasks one by one. one at a time. While you perform eachtask, please think out loud, sharing your thoughts and actions. Once a task iscomplete, I’ll provide the next one.1. Can you select an incident that takes place on Wednesday 18th?
(a) Where does this event incident take place?(b) How many visitors are expected?(c) What is the risk classification according to the machine?(d) What is the risk classification according to the human?

2. Can you tell me on which day in October most events take place?
3. Can you select an event within the week from October 9 to 15, for which therisk classification is different for the human and the machine? This can beany type of event. However the human needs to have given a classification.

(a) Could you tell me what risk classification the machine gives this event,and which classification the human gives for this event?
4. Could you select a demonstration for which the machine is the (most)uncertain about, in the week from October 16 to 22?

(a) Can you give me the exact percentage of the machine’s certainty score?(b) Can you tell me what risk rating the machine gave to this demonstra-tion?
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(c) Can you also tell me why you think the machine gives this risk indicationclassification?

5. Can you click on an event (“gebeurtenis”) during the week from October 23to 29. that has an assessment of the machine but no assessment of thehuman? This can be of any type of event.
(a) For this event, would you trust the machine or would you still want thehuman to look at it?(b) Why?

[DECISION TASK]

Imagine you are responsible for allocating police resources in the last weekof October. Using the new dataset, please identify which event, from any cate-gory, will require the most police resources and explain why. Be sure to speakaloud all your thoughts, considerations, and the information you use from thetool to make your decision. Every bit of your thought process is valuable here!
[GIVE NEW DATASET] [SOME FINAL QUESTIONS I WOULD LIKE TO ADD TO
THE CURRENT SURVEY]

Next, I’d like to ask you some additional questions about your experience with thetool, focusing on both the positive aspects and potential areas for improvement .Specifically:
Helpful Aspects of the Tool:

• What parts of the tool helped you make decisions?
• Can you explain why these parts were helpful?

Comparison with Current Police Planning Design:

• Comparing this tool design with the current version for police planning, doyou think it assists you better or worse in planning and deciding how toallocate resources?
• Why do you feel that way?

Challenges with the Tool:

• Were there aspects of the tool that were confusing or didn’t help muchwhen you were making decisions?
• Why do you think these aspects were challenging or unhelpful?

Unmet Needs or Missing Features:

• Did you find yourself wishing the tool could do something that it did not?
• What additional features or information would have helped you make yourdecision?
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Enhancements for Existing Features:

• Was there a feature that you found somewhat useful but think could beimproved or expanded upon?
• In what way could this feature be improved to better assist you?

Final Question:

• Do you have any other reflections, whether positive or negative, that you’dlike to share about your experience using the tool?
[DEMOGRAPHIC SURVEY]
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