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Abstract 
 
Leukemia is the most prevalent form of pediatric cancer, among which acute myeloid leukemia 
(AML) is the second most common form of pediatric leukemia. Even though the overall 
survival rate increased over the past decades, still 1 out of 4 children with AML does not reach 
the 5-year survival after diagnosis. Even if the children survive, they often encounter severe 
therapy-related side effects. Recently, it was found that splicing is often disturbed in pediatric 
AML (pAML). This finding led to the question whether splicing deregulation is involved in the 
development of pAML, since splicing factor hotspot mutations are also frequently found in 
adult AML. In this study, we mimicked splicing deregulation by treating human hematopoietic 
stem- and progenitor cells (HSPCs) with the splicing inhibitor pladienolide B. In addition, we 
generated a DNA methyltransferase 3A (DNMT3A) knock-out, since DNMT3A is one of the 
most prevalent mutated genes in adult AML and recently it was found that DNMT3A is also 
involved in splicing regulation. We observed an increase in double-stranded breaks and a 
major decrease in R-loops in splicing deregulated HSPCs. Interestingly, this decrease in R-loops 
is contradictory to the increase that was often observed in comparable studies with different 
cell lines. Future studies about splicing deregulation in the hematopoietic system can 
eventually contribute to prevent the development of pAML and stimulate the development 
of new targeted therapies.  
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Introduction 
 
Leukemia is with a prevalence of 30 percent the most common form of pediatric cancer and 
is characterized by disturbed differentiation of hematopoietic cells (Metayer et al., 2016; 
Namayandeh et al., 2020). Acute lymphoblastic leukemia (ALL) is the most common form of 
pediatric leukemia, but also acute myeloid leukemia (AML) and myelodysplastic syndromes 
(MDS) are often observed in children (Cacace et al., 2022; Hofmann, 2015). The overall survival 
rate of pediatric ALL (pALL) is around 90 percent nowadays, but the long-term survival of 
pediatric AML (pAML) is only 75 percent (Devilli et al., 2021; Reinhardt et al., 2022). Despite 
the relatively high survival rate, the treatment often leads to severe long-term side effects, 
ranging from cardiovascular diseases to the development of a second, unrelated cancer 
(Reinhardt et al., 2022; X. Zhang et al., 2023). To date, the development of targeted therapies 
against pediatric leukemia is limited by lack of knowledge about what drives the development 
of pediatric leukemia (Bolouri et al., 2018; Hofmann, 2015; Lee et al., 2023). An increased 
understanding of what processes are involved in the development of pediatric leukemia can 
result in a better prognosis for pediatric AML (pAML) and will also enable the development of 
targeted therapies with fewer side-effects. 
 
Processes underlying the development of AML 
AML is a diverse clonal blood cancer, characterized by incomplete development of 
hematopoietic progenitor cells in the myeloid lineage (Madhusoodhan et al., 2016; Pimenta 
et al., 2021). As in other cancer types, environmental agents and genetic driver mutations 
contribute to the development of AML (Lee et al., 2023; Pimenta et al., 2021). Contradictory 
to other cancers, the somatic mutation burden in AML is low (Gröbner et al., 2018; Ma et al., 
2018). This indicates that the development of AML does not solely depend on the 
accumulation of mutations over time, but also on cellular processes that influence gene 
expression. A potential process that may be involved in the development of AML is splicing. 
In adults, splicing factor genes are frequently mutated in myeloid malignancies (Hershberger 
et al., 2021; Taylor & Lee, 2019; Yoshida et al., 2011a). The mutations in splicing factors were 
often enriched at specific positions in the gene, so-called hotspot mutations, indicating 
positive selection for these mutations in myeloid malignancies. The hotspot mutations in adult 
AML were not found in pAML, but recently it was found that despite the absence of these 
hotspot mutations, splicing is often disturbed in pAML (van der Werf et al., 2023). The high 
frequency of deregulated splicing in both adult- and pAML indicates a role of splicing in the 
development of AML. 

 

Functional consequences of deregulated splicing 
In adults, around 50 percent of the MDS cases and 20 percent of the AML cases harbor a 
mutation in a splicing factor gene (Cheruiyot et al., 2021). Among these splicing factor genes, 
SF3B1 is the most common mutated splicing factor in MDS and also occurs in AML to a lesser 
extent (Huber et al., 2022; Singh et al., 2020). Mutant SF3B1 results in exon skipping and 
alternative 3’ splice side usage. The alternative splicing patterns caused by mutant SF3B1 were 
enriched in transcripts from genes involved in the DNA damage response (DDR) and 
replication pathways (Lappin et al., 2022; Liu et al., 2020). Due to the altered splicing, these 
transcripts are prone to nonsense-mediated decay (NMD), leading to decreased expression 
(Liu et al., 2020). Next to downregulation of DDR genes, also an increase in DNA damage has 
been observed upon SF3B1 inhibition or mutation (Lappin et al., 2022; Liu et al., 2020; Singh 
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et al., 2020). In cells with defective SF3B1, an increase in R-loops and double-stranded breaks 
(ds-breaks) was observed. R-loops are three-stranded structures consisting of DNA:RNA 
hybrids with a single-stranded DNA strand. R-loops normally occur in the genome, in which 
they have a functional role in gene expression regulation (Santos-Pereira & Aguilera, 2015). 
However, an increase in R-loops can cause transcriptional stress and genomic instability 
(Crossley et al., 2019; Santos-Pereira & Aguilera, 2015). The increase in ds-breaks observed in 
SF3B1-defective cells co-occurred with an increase in R-loops and was rescued upon 
treatment with RNase H (Chen et al., 2018; Cheruiyot et al., 2021). This implicates that defects 
in SF3B1 increase the number of R-loops in the DNA, which results in an increase in ds-breaks. 
Together, the decreased expression of DDR genes and increase in R-loops upon deregulated 
splicing can contribute to genomic instability and the accumulation of mutations and 
therefore also potentially cause MDS and AML (figure 1). 
 
 

 

 
DNMT3A involved in splicing regulation 
Next to hotspot mutations in splicing factors, splicing can also be disturbed indirectly, leading 
to the development of AML. For example, a knock-out of the DNA methyltransferase 3A 
(DNMT3A) also lead to aberrant splicing, altered DDR, and an increase in ds-breaks (Banaszak 
et al., 2018; Ramabadran et al., 2023). DNMT3A is indirectly involved in splicing by recruiting 

Figure 1: Overview of effects of deregulated splicing that potentially contribute to the development of 
AML. Deregulation of the spliceosome results in decreased expression of DDR genes via NMD. The decreased 
expression of DDR interferes with downstream ATR pathway, resulting in unrepaired ds-breaks that are 
caused by an increase in R-loops. 
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splicing factors to active transcription sites and binds directly to SF3B1 (Ramabadran et al., 
2023). The interaction between DNMT3A and the spliceosome governs a shift in stem cells 
towards a more differentiated state, which is independent of the methyltransferase function 
of DNMT3A. Since approximately 20 percent of the adult AML patients contain a mutation in 
DNMT3A and these mutations often co-occur with mutations in splicing factors, DNMT3A is 
likely involved in the emergence of AML via its role in splicing regulation (Banaszak et al., 2018; 
Dvinge et al., 2016a; Park et al., 2020). Like hotspot mutations in splicing factor genes, 
DNMT3A mutations are not found in pediatric AML (Bolouri et al., 2018). Nevertheless, it is 
hypothesized that mutations found in other genes in pAML, like WT1, have a similar effect as 
mutations in DNMT3A in adults, and can be used for risk stratification (Bolouri et al., 2018). 
Both the observation that a DNMT3A knock-out has similar effects as mutant splicing factors 
and the fact that DNMT3A is one of the most common mutated genes in adult AML, are 
indications that splicing is involved in the development of AML. 
 
Inducing splicing deregulation in human hematopoietic stem- and progenitor cells 
Already many studies have been performed to investigate the effect of splicing inhibition on 
the accumulation of DNA damage (Lappin et al., 2022; Singh et al., 2020; Sveen et al., 2016). 
These studies were often performed in leukemic cell lineages. The disadvantage of leukemic 
cell lineages is that the leukemic state of these cells could influence the observed effects of 
splicing perturbation. Besides that, it was found that splicing in tumor cells is different from 
splicing in healthy cells to support tumorigenesis (Y. Zhang et al., 2021). This makes it difficult 
to draw conclusions about a direct causal relationship between deregulated splicing and the 
development of AML when using leukemic cells. Next to leukemic cell lineages, also mice were 
used to study the effects of splicing factor hotspot mutations (Mupo et al., 2017). However, 
splicing in mice differs from splicing in humans, limiting the translation of those findings to 
human disease models. To overcome the limitations of leukemic cell lineages and mice, we 
made use of human cord blood-derived hematopoietic stem- and progenitor cells (HSPCs) as 
a model system to study the direct role of splicing deregulation in the emergence of AML. We 
chose HSPCs as model system, since these cells derive from a healthy donor and it is assumed 
that AML originates from these cells (Roboz & Guzman, 2009; Rosendahl Huber et al., 2022). 
We applied various methods to deregulate splicing in cord blood, in which we focused on both 
SF3B1 and DNMT3A, to see with different functional read-outs whether impairment with their 
function resulted in similar effects as shown above. Unfortunately, we did not manage to 
induce splicing factor hotspot mutations in HSPCs via CRISPR base editing, so we mimicked 
the splicing deregulation with the SF3B1 inhibitor pladienolide B (PladB). Remarkably, we saw 
a decrease in the number of R-loops in both splicing deregulated- and DNMT3A knock-out 
HSPCs. This indicates that in vitro in a healthy genetic background, R-loops do not lead to an 
increase in ds-breaks, and that there is presumably a difference in transcriptional activity 
between healthy- and splicing deregulated cells. Together, our results indicate that splicing 
deregulation can be involved in the development of AML via downregulation of R-loops, but 
more studies are necessary to confirm this hypothesis. This confirmation will enable the 
development of new targeted therapies against pAML and improve the prognosis in the 
future. 
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Results 
 

Generation and validation of aberrant splicing models in human HSPCs 
Genetic engineering of human HSPCs to modulate splicing in a direct manner 
In this study, we tried to modulate splicing in different ways to answer the question whether 
deregulated splicing is involved in the emergence of AML. First, we aimed to obtain an in vitro 
system that closely represents splicing deregulation in vivo, by generating adult AML splicing 
factor hotspot mutations in human HSPCs (figure 2A). Here, we focused on the frequently 
occurring hotspot mutations U2AF1(Q157R), SF3B1(K666N) and SF3B1(K700E) (Seiler et al., 
2018; Yoshida et al., 2011b). Since conventional CRISPR/Cas9 has a low homology-dependent 
repair editing efficiency, we used CRISPR base editing to generate the hotspot mutations, 
which was shown to be very efficient in HSPCs (Siegner et al., 2022). As CRISPR base editing 
proteins are not commercially available yet and electroporation of plasmids is toxic for HSPCs, 
we transfected cord blood derived HSPCs with mRNA encoding the base editor protein and 
the corresponding guide RNA (Lattanzi et al., 2019). We used Sanger sequencing to detect the 
presence of the hotspot mutation (figure 2A). Unfortunately, we did not observe any hotspot 
mutation in the electroporated HSPCs. This indicates that the base editing efficiency of our 
transfection is at least below the Sanger sequencing detection limit of five percent. Next, we 
troubleshooted all different steps of our transfection method, in order to solve the base 
editing issues and enable the generation of the splicing factor hotspot mutations. 
 
CRISPR base editors not functional after mRNA transfection 
We hypothesized that the absence of the hotspot mutations in the Sanger traces could be 
explained by different aspects of the protocol, like the base editor sequence, the base editing 
efficiency itself, or the intracellular translation of the base editor mRNA to a functional protein. 
First, we checked whether the base editor sequences contained a mutation that interfered 
with its function. Sanger sequencing of both plasmid and cDNA revealed no mutation in the 
sequence (data not shown). This indicated that the absence of the hotspot mutations in the 
Sanger traces was caused or by inefficient base editing or by defects in the intracellular 
translation of the base editor mRNA.  
 
Next, we assayed the base editing efficiency in several ways. First, we aimed to test whether 
the percentage of base edited cells perhaps could enrich over time via a proliferative 
advantage of the splicing factor mutant cells. This would indicate that the editing efficiency is 
too low to detect with Sanger sequencing, but that the base editing itself is functional. 
However, even after the culturing limit of four weeks for HSPCs, we did not detect a hotspot 
mutation (data not shown). Second, we transfected the myeloid cell line Kasumi-1 with 
different settings to test whether the base editing efficiency is specifically low in HSPCs. 
Nevertheless, also in Kasumi-1 cells, we did not detect a hotspot mutation with Sanger 
sequencing (data not shown). This indicates that the absence of hotspot mutations did not 
depend on the used cell type. Third, we assayed the transfection efficiency with GFP mRNA, 
to check whether mRNA is transfected inside HSPCs with the used Neon electroporation 
system and settings. After 24h after electroporation, we saw that almost all HSPCs were GFP 
positive after electroporation, based on flow cytometry (figure 2B). On top of that, the 
addition of base editor mRNA did not lead to increased cell death compared to electroporated 
HSPCs without mRNA (figure 2C). However, the viability reached only ten percent, indicating 
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that the base editor mRNA is not toxic for the cells, but that the electroporation itself is toxic. 
Nevertheless, the fact that almost all cells were GFP positive after electroporation and the 
observation that the base editor did not lead to increased cell death, show that the used 
transfection method could not explain the absence of the hotspot mutations in the Sanger 
traces.  
 
Since the base editor sequences did not contain mutations and the absence of the hotspot 
mutations could not be caused by the transfection efficiency of HSPCs, we hypothesized that 
the base editor mRNAs were not converted to functional base editor proteins inside the cells. 
To test this hypothesis, we checked the functionality of the base editor inside HSPCs by making 
use of a highly efficient control gRNA. As positive control gRNA, we made use of a TP53(Y220C) 
gRNA that showed high efficiency with the adenine base editor that we used (Geurts et al., 
2021). Next to that, we increased the amount of base editor mRNA, as it was shown that there 
is a positive correlation between the amount of adenine base editor mRNA and the base 
editing efficiency (Jiang et al., 2020). Both the positive control gRNA and increase in amount 
of base editor mRNA did not result in functional base editing in HSPCs (data not shown). To 
rule out that the base editing efficiency of TP53 was below the Sanger sequencing detection 
limit, we also performed Nutlin-3a selection on the TP53-electroporated cells to enrich the 
bulk cellular population for TP53 mutants (Kucab et al., 2017). Even after Nutlin-3a selection 
we did not detect the hotspot mutation with Sanger sequencing. This confirmed our 
hypothesis that at least the adenine base editor does not become functional inside HSPCs 
after electroporation. Therefore, we assumed that the base editor mRNA was not translated 
after electroporation. To test this assumption, we performed a western blot targeting the Cas9 
region of the base editor protein after electroporation. Antibody specificity was validated by 
doxycycline induced Cas9 expressing HEK293T cells as positive and negative control (figure 
2D). As expected, we saw a band at 150 kDa in the positive control sample. For the GC-base 
editor, we also observed a band at 150 kDa, whereas we expected the mass to be around 200 
kDa due to the additional domains coupled to the Cas9 protein. This indicates that the GC-
base editing proteins do not contain their base editing domains and are therefore not 
functional. The samples electroporated with ABEmax contained a band around 200 kDa, 

indicating complete translation. The Cas9 antibody signal was weak, but since the control -
actin signal was also weak, this indicates that the adenine base editor is translated efficiently 
in HSPCs (figure 2D). Probably, something in the post-translational production of the adenine 
base editor is disturbed, causing the base editor to be nonfunctional despite complete 
translation. 
 
Alternative models to modulate splicing 
Since we were not able to generate splicing factor hotspot mutations in HSPCs, we developed 
two different models to deregulate splicing in order to study a causal relationship between 
deregulated splicing and the development of pAML. In the first model, we aimed to mimic the 
effect of SF3B1 hotspot mutations via the SF3B1 inhibitor pladienolide B (PladB). PladB binds 
to SF3B1 and interferes with its binding to the spliceosome (Kotake et al., 2007). This effect is 
similar to the effect of SF3B1 hotspot mutations, since the hotspot mutations alter the 
conformation of the SF3B1 protein and therefore alter the interactions with the spliceosome 
and the pre-mRNA (Canbezdi et al., 2021). Based on literature, we treated the HSPCs with 
100nM PladB for 24h, after which we performed the functional read-outs (Kumar et al., 2022). 
In the second model, we deregulated splicing in an indirect manner via generation of a 
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DNMT3A knock-out (KO) in HSPCs with conventional CRISPR/Cas9. We generated this second 
aberrant splicing model, to test the hypothesis that a DNMT3A knock-out has a similar effect 
as splicing deregulation on HSPCs and to have a different model next to pharmacological 
inhibition of splicing (Ramabadran et al., 2023). To be able to answer the research question 
whether there is a causal relationship between deregulated splicing and the development of 
AML, we made use of different functional read-outs for both aberrant splicing models. As 
functional read-outs we compared the number of ds-breaks and of R-loops, and the activation 
and expression of several DDR genes between our aberrant splicing models and healthy 
HSPCs. These functional read-outs were namely altered in immortalized cell lines upon 
splicing deregulation and their effects could contribute to the development of AML (sources). 
Therefore, if we would observe a similar effect of splicing deregulation in healthy HSPCs 
compared to the immortalized cell lines that would further confirm our hypothesis that there 
is a causal relationship between splicing deregulation and the development of (p)AML. 

Figure 2: Troubleshooting the ineffective generation of hotspot mutations in HSPCs. A) Schematic 
representation of experimental method. HSPC isolation from CB, followed by electroporation of the CRISPR 
complex after two days, and Sanger sequencing for detection of the hotspot mutation. B) Western Blot staining 

of Cas9 in 30 g or 60 g HSPC lysates, electroporated with the adenine base editor (ABE) or GC base editor (GC 
BE) mRNA. Dox-induced Cas9-expressing HEK293T lysate used as both positive and negative control. Control 

protein staining for -actin. C) CB-derived HSPC viability 24h after electroporation measured on cytoflex cell 
sorter. Blue control CB sample electroporation did not contain mRNA (left bar), red CB sample electroporation 

contained both BE mRNA and 0,4 g GFP mRNA (right bar). D) Histogram of measured GFP intensity with cytoflex 
cell sorter. Blue histogram displays control HSPCs, red histogram displays HSPCs electroporated with GFP mRNA. 
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Functional read-outs of aberrant splicing models in human HSPCs 
Increase in ds-breaks upon PladB treatment 
As it was shown that PladB treatment resulted in an increase in ds-breaks in other 
immortalized cell lines, we wondered whether PladB treatment has a similar effect in healthy 
HSPCs (Nguyen et al., 2017). To study the number of ds-breaks in single cells, we performed 

immunofluorescence microscopy, in which we counted the number of individual p-H2AX foci 
per cell after different treatments, which is specific for a histone modification that occurs as 
response to ds-breaks (figure 3A). As positive control for the ds-breaks, we irradiated a fraction 
of the cells. Overall, the HSPCs that were treated with PladB contained significantly more foci 
per nucleus compared to the control HSPCs, with a mean difference of six foci per nucleus 
(p=0.012, figure 3B). This finding indicates that pharmacologically deregulated splicing in 
HSPCs leads to an increase in ds-breaks, as expected. We also tested the effect of PladB 
treatment on irradiated HSPCs, since we hypothesized that more ds-breaks would remain 
after PladB treatment due to disrupted DNA repair (Pederiva et al., 2016). The mean number 
of ds-breaks was slightly higher in PladB-treated, irradiated HSPCs compared to the untreated, 
irradiated HSPCs, but this difference was not significant (figure 3B). This finding indicates that 
there is not a large difference in DNA repair efficiency directly after irradiation between PladB-
treated HSPCs and control HSPCs. Nevertheless, it could still be that there is a difference in 
DNA repair efficiency between PladB-treated HSPCs and control HSPCs, which only becomes 
significant after a longer period after irradiation. 
 
Bulk analysis shows decrease in ds-breaks upon PladB treatment and DNMT3A knock-out 
Next, we aimed to confirm our immunofluorescence microscopy results in bulk. For bulk 

analysis, we made use of FACS to quantify the total intracellular p-H2AX intensity per cell, 
which is a more approachable method for high-throughput analysis compared to 
immunofluorescence microscopy. To test the hypothesis that a DNMT3A KO has a similar 
effect as splicing deregulation on HSPCs, we also analyzed DNMT3A KO HSPCs in bulk for 

intracellular p-H2AX intensity (Ramabadran et al., 2023). Contradictory to the microscopy 

results, the total intracellular p-H2AX intensity decreased significantly upon PladB treatment 
in the bulk population (p<0.00001, figure 3C, supplementary table S3). The same effect was 
observed in DNMT3A KO HSPCs compared to the untreated HSPCs (p<0.00001, figure 3C). In 
addition to the single aberrant splicing models, we also aimed to test the combinatorial effect 
of both aberrant splicing models by treating DNMT3A KO HSPCs with PladB. The total 

intracellular p-H2AX intensity of the PladB-treated DNMT3A KO HSPCs showed a significant, 
but minor increase compared to untreated DNMT3A KO HSPCs (p=0.028, figure 3D, 
supplementary table S3). These findings indicate that splicing deregulation via PladB 

treatment or via a DNMT3A KO decreases the intracellular p-H2AX intensity compared to 
healthy HSPCs. However, when both aberrant splicing models are combined, the splicing 

deregulation seems to increase the intracellular p-H2AX intensity compared to healthy 
HSPCs. These outcomes did not change by altering the gating of the viable cell fraction in the 

FACS analysis, indicating a true decrease in p-H2AX intensity in the HSPCs of our aberrant 
splicing models compared to healthy HSPCs. Next to the effect of splicing deregulation on 

intracellular p-H2AX intensity, we also aimed to further test the hypothesis that the repair of 
ds-breaks is disturbed upon splicing deregulation (Pederiva et al., 2016). Since we did not 
detect a significant effect of splicing deregulation on DNA repair directly after irradiation with 
microscopy, we increased the culturing period after irradiation to test whether the difference 
in DNA repair becomes visible over time. We pretreated HSPCs one day with PladB, irradiated 
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both the pretreated- and untreated HSPCs, and continued the PladB treatment of pretreated 
HSPCs for two days until FACS analysis. We hypothesized that the ds-breaks in the untreated, 
irradiated HSPCs should mostly be repaired after culturing, but the ds-breaks in the PladB-

treated HSPCs would not be repaired. Indeed, we observed that the total p-H2AX intensity in 
untreated, irradiated HSPCs was significantly higher but comparable to the signal of untreated 
HSPCs, indicating effective DNA repair in the irradiated condition (p=0.000032, figure 3E, 
supplementary table S3). However, we were unable to test the hypothesis that DNA repair is 
restricted upon splicing deregulation with our approach, as almost all cells died upon a 
combination of PladB treatment and irradiation. In conclusion, the microscopy data indicate 
an increase in ds-breaks upon splicing deregulation in HSPCs, whereas the FACS data indicate 
a decrease in ds-breaks in bulk both upon PladB treatment and in DNMT3A KO HSPCs.  We 
consider the immunofluorescence microscopy results as more reliable, because with 

microscopy separate p-H2AX foci are visible and quantified, whereas in FACS the effect of 

splicing deregulation is studied by quantifying the total p-H2AX intensity of both background 

signal and ds-breaks. Therefore, it could be that the background p-H2AX intensity measured 
in FACS interferes with the signal that derives from the ds-breaks, resulting in the observed 
differences in outcomes between FACS and microscopy. 
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Decrease in R-loops upon splicing deregulation 
It was hypothesized that the increase in ds-breaks upon splicing deregulation was induced by 
an increase in R-loops (Singh et al., 2020). Therefore, we decided to test the difference in 
number of R-loops in HSPCs upon PladB treatment and DNMT3A KO, to explain the increase 
in ds-breaks that was observed with microscopy. First, we aimed to see whether there was 
colocalization between R-loops and ds-breaks via confocal immunofluorescence microscopy. 
However, the brightness the nonspecific antibody binding to cytoplasmic RNA concealed the 
nuclear signal, making it impossible to detect colocalization between R-loops and ds-breaks 
(supplementary figure S2). Others have also encountered this problem when using the S9.6 
antibody and tried to solve nonspecific binding with RNases (Smolka et al., 2021). Despite the 
RNase treatment, the cytoplasmic S9.6 intensity was still bright in their data. Therefore, 
instead of immunofluorescence microscopy, we performed a dot-blot with isolated DNA and 
stained the blot for DNA:RNA hybrids, which was proven to be a suitable method for specific 
detection of R-loops in bulk (Ramirez et al., 2021). We measured fluorescence intensity from 
the R-loop staining for each tested DNA concentration upon both PladB treatment and in 
DNMT3A KO HSPCs (figure 4A,B). These measurements indicate that the overall number of R-
loops in HSPC nuclei decreases upon splicing deregulation. Next, we tested the effect of PladB 
treatment in DNMT3A KO HSPCs. Here, we also observed a decrease in R-loop intensity upon 
PladB treatment (figure 4C,D). In conclusion, we saw a decrease in bulk R-loop intensity in 
both PladB-treated- and DNMT3A KO HSPCs compared to untreated HSPCs, indicating a 
decrease in R-loops upon splicing deregulation. This decrease correlated with the decrease in 

intracellular p-H2AX intensity observed in bulk cell sorting, but not with the results observed 
with microscopy. Contradictory to our hypothesis, these findings suggest that the ds-breaks in 
our aberrant splicing models are not induced by R-loops, and that R-loops probably contribute 
to the development of AML in a different way than via the induction of genomic instability. 

  
Activation of the DNA damage response in HSPCs not detected upon splicing deregulation 
It was shown that the ds-breaks observed upon deregulated splicing specifically activates the 
ATR pathway, but despite the activation of the ATR pathway the ds-breaks were not repaired 
(Nguyen et al., 2018). Therefore, it was hypothesized that splicing deregulation causes 
downstream inhibition of the ATR pathway, which would explain how ds-breaks can 
accumulate in splicing deregulated cells. To test this hypothesis, we performed a Western Blot 
that was stained for both activated ATM protein and activated ATR protein, to check the 
activation of both homology dependent repair pathways upon splicing deregulation. 

Figure 3: Number of ds-breaks in HSPCs upon PladB-treatment and DNMT3A knock-out. A) Confocal 

microscopy images of HSPCs, stained for ds-breaks with p-H2AX (red) and DAPI staining (blue) indicating the 
nuclei of non-irradiated cells (left panels) and irradiated cells (right panels). Upper panels treated with DMSO, 

lower panels treated with 100nM PladB for 24h. Scale-bars 10 m. B) Widefield microscopy vulcano-plot of 

quantified number p-H2AX foci/nucleus for each condition. N=50 for each condition. Statistical analysis 
Kruskall-Wallis test. *p<0,05. ns = non-significant. C,D,E) Cell sorting analysis histograms of intracellular p-

H2AX staining. C) Comparison of unstained HSPCs in duplo (negative controls) (grey); HSPCs (DMSO) (red); 
HSPCs (100nM PladB) (blue); DNMT3A KO HSPCs (orange). D) Comparison of DNMT3A KO HSPCs (DMSO) 
(blue) with DNMT3A KO HSPCs (100nM PladB) (red). E) Comparison of HSPCs (DMSO) (red); HSPCs (100nM 
PladB) (blue); two days priorly irradiated HSPCs (orange). 
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We expected that only the activated ATR protein would give a signal, based on the increase in 
ds-breaks upon PladB treatment that was observed with fluorescence microscopy, and the 
observation that ATM was not activated in splicing deregulated immortalized cell lines (Dvinge 
et al., 2016b; Singh et al., 2020). Besides that, we also stained the blot for activated P53 to 
check for downstream activation of the ATR pathway.  Since P53 is a target of many pathways, 
it could be that the activated P53 signal on the Western Blot did not derive from the ATR 
pathway. Nevertheless, we hypothesized that if deregulated splicing interferes with the 
downstream part of the ATR pathway, the activated P53 signal in our aberrant splicing models 
would be lower compared to the untreated- or irradiated HSPC samples then. Next to the DDR 
proteins, we also stained the Western Blot for DNMT3A, to confirm the knock-out efficiency 
in addition to the Sanger sequencing results. Unexpectedly, we did not detect any signal 

besides the control protein -actin, even not in the irradiated samples that were used as 
positive control for the activation of the ATR pathway (supplementary figure S3A). The 

presence of -actin indicates that the protein transfer was successful, meaning that either the 
protein concentration was below the detection limit, or the ATR pathway was not activated in 

Figure 4: Decreased number of R-loops in PladB-treated- and DNMT3A KO HSPCs. A) Image of dot-blot 
stained for R-loops. Experimental conditions depicted on left. A DNA dilution series was pipetted in duplo on 
blot from high to low amount of DNA. B) Graphical representation of measured mean R-loop intensity from 
dots in figure A. Conditions depicted in the legend. SE error bars. C) Image of dot-blot stained for R-loops for 
conditions DNMT3A KO +/- PladB. D) Graphical representation of measured mean R-loop intensity from dots 
in figure C. Conditions depicted in the legend. SE error bars. 
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our model systems. Therefore, we increased the amount of loaded protein lysate of the 
negative control HSPCs, PladB-treated HSPCs and DNMT3A KO HSPC lysates. Again, we did not 

detect any signal except from the -actin signal (figure 5A). Next, we tested the presence of 
total ATR protein on the blot to check whether the ATR protein expression in HSPCs was below 
the detection limit. The ATR antibody gave a dim signal in each sample (supplementary figure 
S3B). The dim signal confirms low expression of ATR in HSPCs, meaning that the 
phosphorylated fraction of ATR could fall below the detection threshold of our methods. 
Therefore, we cannot objectively draw conclusions about whether deregulated splicing 
interferes with the downstream activation of the ATR pathway. Replacing the used antibodies 
with more sensitive antibodies should enable us to study the effect of deregulated splicing on 
the ATR pathway. 
 

 

 
 
XPA expression may be decreased via nonsense-mediated decay upon splicing deregulation 
A hypothesis about how deregulated splicing can interfere with the ATR pathway and why 
DNA damage is not repaired, is that splicing deregulation causes downregulation of DDR gene 
expression via nonsense-mediated decay (NMD) (Han et al., 2022). Therefore, we measured 
with qPCR the difference in gene expression of three DDR genes RAD51, PARP1 and XPA upon 
PladB treatment and in DNMT3A KO HSPCs, to study the effect of deregulated splicing on 
different DDR pathways. We expected a downregulation of RAD51 in both PladB-treated- and 
DNMT3A KO HSPCs, based on the decreased expression observed in T-ALL cells upon SF3B1 
inhibition (Han et al., 2022). Unfortunately, we failed to detect the RAD51 mRNA with our 
method. For each treatment condition we observed a decrease in XPA expression compared 
to untreated HSPCs (figure 5B). Since the decrease in XPA expression was observed in each 
aberrant splicing model, it seems that XPA is a target of NMD induced by deregulated splicing. 
Contradictory to the XPA results, the expression of PARP1 was inconsistent between the 
treated conditions. We observed a 28 percent increase in PARP1 expression in the PladB-
treated condition and a fourfold increase in PARP1 expression in the untreated DNMT3A KO 
HSPCs (figure 5B). However, we observed a 33 percent decrease in PARP1 expression in the 
PladB-treated DNMT3A KO HSPCs (figure 5B). We were unable to explain this difference 
between the different treatment conditions. Due to the limited cell numbers that we were 

Figure 5: No detectable DDR activation upon PladB-treatment or DNMT3A knock-out. A) Image of Western 

Blot stained for presence of p-ATR, p-ATM, DNMT3A, p-P53 and -actin. HSPC treatment conditions are 
depicted below. B) Bar plot presenting relative quantification (RQ) values of PARP1- and XPA expression of 
samples depicted in the legend compared to expression levels in untreated HSPCs. RQ = 1 means same 
expression level as in untreated HSPCs. 
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able to sample from primary HSPC, we were only able to perform one qPCR measurement for 
each condition. As a result, we were not able to perform any statistics on this data or confirm 
the decrease in XPA expression and the contradictory PARP1 results in replicative experiments. 
Therefore, the qPCR measurements need to be repeated with other HSPC cultures to confirm 
these outcomes and determine the influence of deregulated splicing on different DDR 
pathways. Besides that, the addition of a NMD inhibitor in these future studies should confirm 
that the altered expression is due to NMD and not for example due to the experimental 
conditions. 
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Discussion 
 
In this project we aimed to investigate the effect of deregulated splicing on DNA damage and 
disrupted DNA repair in healthy HSPCs, to see whether deregulated splicing can contribute to 
the development of AML. Whereas most studies used leukemic cell lines to study the effects 
of splicing deregulation, we made use of HSPCs because AML probably originates from HSPCs 
(Roboz & Guzman, 2009). In this study, we deregulated splicing in HSPCs both 
pharmacologically with the SF3B1 inhibitor PladB, and indirectly via the generation of a 
DNMT3A KO. We observed an increase in ds-breaks upon PladB treatment, but a decrease in 
R-loops in both PladB-treated and DNMT3A KO HSPCs. These findings indicate that splicing 
deregulation could contribute to the development of AML, but in a different way than is 
proposed in literature (Chen et al., 2018; Cheruiyot et al., 2021; Singh et al., 2020).  
 
Contradictory ds-breaks outcomes 
In this project, we quantified the number of ds-breaks per nucleus with immunofluorescence 
microscopy to study the effect on single cell level and be able to see the nuclear localization. 
As expected based on literature, we saw a significant increase in ds-breaks upon PladB 
treatment with microscopy (figure 3B, Lappin et al., 2022, Nguyen et al., 2017). This 
observation demonstrates that also in a healthy hematopoietic background, splicing 
deregulation leads to an increase in ds-breaks and is not a side-effect of a leukemic genetic 
background. In addition, this finding indicates that splicing deregulation can contribute to the 
development of AML, as genomic instability is one of the hallmarks of cancer. Since our 
microscopy protocol was low-throughput, we aimed to confirm the increase in ds-breaks in 
bulk with FACS. Remarkably, FACS showed a decrease in ds-breaks upon PladB treatment, 

which is probably due to nonspecific binding of the p-H2AX antibody (figure 3C,E). To 
determine whether the background staining indeed influenced the FACS outcomes, we could 

make use of a p-H2AX antibody gradient in a follow-up experiment, and optimize our FACS 

staining protocol to be able to quantify the p-H2AX foci in bulk. Nevertheless, it is also 
recommended to test whether the FACS detectors are sensitive enough to detect a difference 

of six p-H2AX foci per nucleus on average (figure 2B). Therefore, it would be good to also 
optimize our immunofluorescence microscopy method in a high-throughput manner, in order 
to validate the FACS outcomes. After establishing a protocol to quantify the number of p-

H2AX foci per nucleus in bulk, additional testing using our aberrant splicing models and 
positive controls, such as DNA damaging agents, should confirm our microscopy findings that 
splicing deregulation leads to genomic instability. 
 
Expression and activation of DNA damage response genes in HSPCs below detection limit 
It was hypothesized that deregulated splicing can contribute to the development of pAML due 
to downstream interference with DNA repair, which results in the persistence of ds-breaks and 

therefore in an increase in mutations (Nguyen et al., 2018). Based on the increase in p-H2AX 
foci in PladB-treated HSPCs and irradiated HSPCs observed with microscopy (figure 3B), we 
expected activation of the ATR pathway in these conditions, but decreased activation of P53 
in our aberrant splicing models (Chen et al., 2018; Nguyen et al., 2018). Unfortunately, the 

Western Blot showed no signal besides the control protein -actin (figure 5A, supplementary 
figure S3A). Because of the absence of signal in the positive control sample with irradiated 
HSPCs, we are not able to draw conclusions about the repair of ds-breaks in our aberrant 
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splicing models. Two possible explanations for the absence of p-ATR signal are that blocking 
with ELK interfered with detection of phosphorylated proteins, or the protein concentration 
was below the detection limit of the used antibodies. Since ELK blocking was proven to be 
successful in the detection of p-ATR and p-P53 with the same antibodies that we used in this 
study, we hypothesize (Christodoulou et al., 2022). Further optimization with a higher amount 
of loaded protein lysate and perhaps also BSA blocking should solve this issue. A way how 
deregulated splicing could interfere with DNA repair is via NMD of DDR genes (Han et al., 
2022). Since the detection levels of the tested DDR genes were comparable to background 
noise in this study, further testing and optimization of the qPCR protocol is necessary to be 
able to confirm NMD of DDR genes induced by deregulated splicing. Eventually, 
comprehension of the influence of deregulated splicing on DNA repair and the DNA damage 
response can lead to the development of new targeted therapies against (p)AML. 
 
R-loop level may be dependent on transcriptional activity of cells 
Next to interference with the repair of ds-breaks, it was hypothesized that splicing 
deregulation also induces ds-breaks via an accumulation of R-loops (Singh et al., 2020). 
Remarkably, we observed a decrease in bulk R-loop level in our aberrant splicing models 
(figure 4A-D). A possible explanation for the decrease in overall R-loop level is that splicing 
deregulation reduces transcriptional activity in these cells (Sveen et al., 2016). If there are 
fewer sites of active transcription, also the number of R-loops drops, since R-loops are formed 
at sites of transcription. A hypothesis on how splicing deregulation can reduce transcriptional 
activity, is that splicing inhibition leads to RNA polymerase pausing after the promotor and 
interferes with transcription elongation (Castillo-Guzman et al., n.d.). However, further 
research is necessary to confirm this explanation, since there are also multiple studies that 
showed an increase in R-loops upon splicing deregulation (Cheruiyot et al., 2021; Lappin et 
al., 2022; Singh et al., 2020). The major difference between these studies and our study is that 
these studies were performed in tumor-derived cell lines or CD34+ cells that derived from MDS 
patients, whereas we made use of cord blood-derived HSPCs. The difference in used cell line 
could be responsible for the contradictory results, as the overall transcriptional activity in 
tumor cells is higher compared to healthy cells (Bywater et al., 2013). Because of the 
difference in transcriptional activity, it may be that splicing deregulation has a different effect 
on R-loop accumulation in a cancerous background compared to a healthy background. 
Besides that, it could also be that the decrease in transcriptional activity upon PladB treatment 
is a drug-mediated effect that does not occur upon splicing factor hotspot mutations, as we 
used a relatively high PladB dose of 100 nM. Nevertheless, the decrease in R-loops implicates 
that the increase in ds-breaks observed with microscopy cannot be caused by stress induced 
by an accumulation of R-loops. This implicates that the increase ds-breaks observed here in a 
healthy background are caused by another factor. Further research on the exact mechanisms 
is required to understand how splicing deregulation leads to the emergence of ds-breaks. 
 
Altered transcriptional activity may contribute to the development of pAML 
Now that we discussed the main effects of PladB treatment and DNMT3A KO in healthy human 
HSPCs, we still do not have a clear answer to the question whether splicing deregulation can 
cause the development of pAML. Nevertheless, we do have a hypothesis about the working 
mechanism based on the results in this project. Since ds-breaks can induce somatic mutations, 
we hypothesize that splicing deregulation results in an increase in ds-breaks and therefore 
also in an accumulation of somatic mutations (Martincorena & Campbell, 2015). These 
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somatic mutations could interfere with specific cellular pathways and eventually transform 
the cells to a malignant state. If the DNA repair is indeed restricted in splicing deregulated 
cells, that would explain why the accumulation of somatic mutations can take place. However, 
the overall mutational burden in pAML is low compared to other tumor types, which implies 
that the induction of ds-breaks cannot be the only mechanism via which splicing deregulation 
causes tumor development (Gröbner et al., 2018; Ma et al., 2018). It is known that R-loops 
are normally present in the genome and involved in transcription regulation (Lee et al., 2023). 
We hypothesize that the decrease in R-loops observed in this study results in an altered gene 
expression pattern. This altered gene expression pattern can give the cells a proliferative 
advantage and decrease for example the expression of genes involved in myeloid 
differentiation, which stimulates the cells to become blasts. Together, the altered gene 
expression pattern induced by R-loops and accumulation of somatic mutations by ds-breaks 
could contribute to the development of leukemia and explain why splicing deregulation is 
often observed in pAML. 
 
In vitro translation could resolve base editing issues 
A first step towards testing our hypothesis about the role of splicing deregulation in the 
development of pAML, is to generate adult splicing factors hotspot mutations in HSPCs. It was 
shown that different splicing factor hotspot mutations have different effects on the 
conformation of the splicing factor and resulted in different splicing patterns, even though the 
same gene was mutated (Canbezdi et al., 2021). Therefore, the effect of PladB-binding to the 
SF3B1 could differ from hotspot mutations, because PladB-binding can alter the conformation 
of SF3B1 in a different way than hotspot mutations. The disadvantage of the splicing factor 
hotspot mutations is that they are not detected in pAML, so it could be that the consequences 
of altered splicing are different in children compared to adults. Nevertheless, we think that 
hotspot mutations more closely represent in vivo splicing deregulation than splicing factor 
inhibition with a drug. In this study we were not able to generate the adult splicing factor 
hotspot mutations by electroporating the base editor mRNA. We assume that the absence of 
hotspot mutations was due to incomplete or incorrect translation and/or protein folding of 
the base editor, and therefore, we propose an alternative strategy. A way to circumvent this 
issue is to translate the base editor mRNA in vitro and electroporate the base editor protein. 
In vitro production of an adenine base editor in bacteria has already been proven successful 
for base editing of human HSPCs (Martin-Rufino et al., 2023). Once genetic models in a 
wildtype background are created, similar functional assays as mentioned in this study could 
be executed and optimized, to confirm our findings about the direct effects of splicing 
deregulation in HSPCs. Besides that, it would be interesting to compare the number of R-loops 
and the transcriptional states of the genetic models with pAML splicing factor mutant cells, in 
order to test our hypothesis about the function of R-loops in the development of pAML. In 
addition, it would also be interesting to perform single cell whole genome sequencing with 
these genetic models, in order to find other processes that are potentially disrupted upon 
splicing deregulation and could possibly contribute to the development of pAML. These 
studies can eventually lead to the development of new targeted therapies with fewer side 
effects and also help to prevent the development of pAML in the end.  
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Materials and methods 
 
Cell culture 
Human CD34+-HSPCs derived from cord blood samples were cultured in StemSpan SFEM 
media (SCT, #09650), containing 100 ng/mL SCF (Miltenyi, #130-096-696), 100 ng/mL Flt3-
ligand (Miltenyi, #130-096-480), 20 ng/mL IL-6 (SCT, #78050), 10 ng/mL IL-3 (SCT, #78040), 50 

ng/mL TPO (Miltenyi, #130-095-754), 100 g/mL Primocin (InvivoGen, #ant-pm-1), 500nM 
UM729 (SCT, #72332) and 750 nM SR1 (SCT, #72344). HSPCs were cultured in culture dishes 

in a density of 1E5/mL at 37 C/ 5% CO2. Culture media was refreshed three times a week. 
Kasumi-1 cells were cultured in RPMI 1640 media (ThermoFisher, #A1049101) supplemented 

with 10% 1x FBS at 37 C/ 5% CO2. The Kasumi-1 cells were cultured in T25 falcon flasks at a 
density of 5E5 cells/mL. The media was refreshed twice a week. 
 
Magnetic cell separation (MACS) of CD34+-HSPCs 
Human CD34+-HSPCs were isolated using a CD34 microbeat kit (Miltenyi, #130-100-453) 
according to manufacturer’s protocol. In summary, human cord blood vials stored in liquid 

nitrogen were thawed quickly in a 37 C water bath. The cells were washed twice with 
preheated IMDM media (ThermoFisher, #31980030) supplemented with 10% FBS. Afterwards, 
the cells were washed once with cold MACS buffer (PBS pH 7.2 supplemented with 0.5% BSA 
and 2mM EDTA). After washing, the cells were stained in a mixture of MACS buffer, FcR 
blocking reagent (Miltenyi, #130-100-453) and CD34-beads (Miltenyi, #130-100-453) for 30 
minutes on ice. The CD34+-cells were isolated on a LS-column (Miltenyi). The CD34+-cell 

fraction was resuspended in StemSpan SFEM complete culture media and kept at 37 C/ 5% 
CO2. 
 
GC base editor plasmid maxi-prep 
Two different GC-base editor plasmids in bacterial stabs were ordered from Addgene based 
on the results from Koblan et al. (2021) (#163554, #163527, supplementary table S1). For both 
base editors, one plasmid was amplified overnight in LB media supplemented with ampicillin 

at 37 C. The plasmids were isolated from the bacteria, using the NucleoBond Xtra Maxi kit 
(Macherey-nagel) according to manufacturer’s protocol. The plasmids were resuspended in 

milliQ and stored at -24 C until further usage. Both plasmids were sequence verified with 
Sanger sequencing (Macrogen, primers in supplementary table S2). 
 
CRISPR base editor mRNA generation 
For the adenine base editor ABEmax, the pCMV_ABEmax plasmid (Addgene, #124163, 
supplementary table S1) was linearized by SapI enzyme (Thermofisher, #ER1931) in Tango 
buffer (Thermofisher). The linearized plasmid was purified using QIAquickPCR purification kit 
(Qiagen) according to manufacturer’s protocol. ABEmax mRNA was produced from the 
linearized plasmid using the HiScribe T7 ARCA mRNA kit (with tailing) (NEB, #E2060) according 
to manufacturer’s protocol. The mRNA was purified using the RNeasy Mini Kit (Qiagen) 
according to manufacturer’s protocol. The mRNA was divided into single-use aliquots and 

stored at -80 C. For the GC-base editor, the pCMV_UdgX-Anc689-NG-nCas9-RBMX base 
editor (Addgene, #163554, supplementary table S1) was chosen based on the online tool 
mentioned in the article by Koblan et al. (2021). The plasmid was linearized by PciI enzyme 
(NEB, #R0655S) in buffer r3.1 (NEB). To produce the GC-BE mRNA the same protocol was 
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followed as for the ABEmax mRNA. Both base editor mRNAs were sequence verified, via cDNA 
production with the SuperScript II RT kit (ThermoFisher) according to manufacturer’s protocol, 
followed by Sanger sequencing (Macrogen). In addition, gel electrophoresis was performed to 
confirm that no side products were present in the mRNA sample (data not shown). 
 
Human cord blood-derived HSPC electroporation 
The isolated CD34+-cells were cultured for two days before electroporation. The cells were 
washed once with 1x PBS and resuspended in Neon electroporation buffer T (Invitrogen). For 

each electroporation, 1E5-2E5 cells were resuspended in 10 L buffer T.  The crRNAs (IDT, 
supplementary table S2) and tracrRNA (IDT, #1072533) were dissolved in nuclease-free duplex 
buffer (IDT). sgRNAs were produced by mixing dissolved crRNAs and tracrRNA in equal 

amounts, followed by heating at 95 C for 5 minutes and cooling down to room temperature. 

In case of base editing, 3 g of base editor mRNA was mixed with 3.2 g sgRNA, in a total 

volume of approximately 2 L. For the generation of a DNMT3A knock-out, in which we used 

the conventional CRISPR/Cas9 system, 0.9 L of both 100 M sgRNAs was added to 0.3 L 10 
mg/mL S.p. Cas9 nuclease V3 (IDT, #1081058). The base editing or CRISPR/Cas9 mixture was 

pipetted to 10 L cell suspension per electroporation. As negative control for each 
electroporation, one electroporation was performed with scrambled sgRNA (IDT, #1072544). 
For electroporation, the Neon Transfection System (ThermoFisher) was used according to 
manufacturer’s protocol. The HSPCs were electroporated with the HSPC-optimized settings 
1600V; 10 ms; 3 pulses (Gundry et al., 2016). After electroporation, the cells were transferred 

to 1 mL preheated StemSpan SFEM complete media without antibiotics. After 24h, 100 g/mL 
Primocin (InvivoGen, #ant-pm-1) was added to the media. 
 
Kasumi-1 cell electroporation and optimization 

Approximately 2E5 Kasumi-1 cells were resuspended in 10 L Neon electroporation buffer R 
(Invitrogen). The electroporation procedure was the same as for electroporation of HSPCs, but 
with adjusted electroporation settings: 1350V, 20 ms, 1 pulse. The electroporated Kasumi-1 
cells were pipetted in preheated RPMI with 10% FBS media. After 5h, 100 U/mL 
Penicillin/Streptomycin was added to the media. For the optimization of the electroporation 
settings, the ABEmax sgRNA mixture was replaced with nuclease-free duplex buffer 

(ThermoFisher), containing 0, 0.5 or 2 g pMax-GFP plasmid (NEB). For each amount of 
plasmid three different electroporation settings were tested: 1350V, 35 ms, 1 pulse; 1650V, 20 
ms, 1 pulse; and 1800V, 15 ms, 1 pulse. After 48h, the electroporated Kasumi-1 cells were 
analyzed on a Cytoflex S flow cytometer for GFP expression. Data was analyzed using FlowJo 
(v10.8.2). Cells were first gated for viable cells, followed by single cell gating and GFP-positive 
gating (representative gating in supplementary figure S1A). 
 
Sanger sequencing genome editing 

Approximately 50.000 cells were pelleted and resolved in 30 L DirectPCR lysis buffer 

supplemented with 0.3 L proteinase K (Qiagen, #19131). The cell suspension was incubated 

overnight at 60 C, 250 rpm. Proteins were inactivated by heating the suspension at 96 C for 
20 minutes. The suspension was centrifuged at 12,000 rpm for 5 minutes, and the supernatant 
containing the DNA was transferred to a new tube. The supernatant was used as template in 
PCR with the 2x G2 green GoTaq Hotstart master mix (Promega) and primers covering the 
genome editing region (IDT, supplementary table S2). The PCR product was purified using the 
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QIAquickPCR purification kit (Qiagen), according to manufacturer’s protocol. The purified PCR 
product was sent for Sanger sequencing (Macrogen). 
 
Imaging 
Round glass coverslips were covered with poly-D-lysine coating. Approximately 2E6 HSPCs 
were irradiated at a cell density of around 3E5 cells/mL with 2.014 Gy, to induce ds-breaks just 
before putting the HSPCs on the coverslips. Approximately 5E5 HSPCs were pipetted on each 
coverslip, and after 2h of incubation at RT the liquid was removed. The cells were fixated with 
4% PFA and permeabilized with 0.1% Triton X-100 in PBS. The permeabilized cells were blocked 
with 5% ELK solution in PBST for 1h at RT. Primary antibodies P-Histone H2A.X (S139) (Cell 
Signaling Technologies, #9718T, 1:500) and S9.6 (Kerafast, #ENH001, 1:100) were diluted in 

0.5% ELK in PBST, pipetted on the coverslips and incubated overnight at 4 C. The secondary 
antibodies anti-rabbit IgG AF594 (Invitrogen, #BMS306F1-100, 1:500), anti-mouse IgG AF488 
(Invitrogen, #2220848, 1:500) and DAPI (1:2000) were dissolved in 0.5% ELK in PBST were 
added to the coverslips and incubated for 1h at RT. The coverslips were attached to microscopy 
slides by using Fluoromount mounting media. The microscopy slides were imaged on both a 
Leica DMi8 widefield microscope with a 40x oil objective, and a Leica SP8 live confocal 
microscope with a 63x oil objective. Imaging settings can be found in supplementary table S4. 
 

Quantification p-H2AX foci widefield microscopy 
Widefield LIF-files were loaded in FIJI (v2.0.0-rc-69/1.52i) and the z-stacks were conferred to 

maximum-projections. The number of p-H2AX foci per nucleus was quantified with the FIJI 
plugin ComDet v.0.5.5, by selecting individual nuclei. Plugin particle size was 2 pixels and 
intensity threshold 19 a.u. Statistical analysis was performed by using a Kruskal-Wallis test in 
Prism (v9.5.1 (528)). 
 

FACS intracellular p-H2AX staining 
Approximately 2E5 HSPCs per condition were fixated with 4% PFA for 20 minutes on ice. The 
cells were permeabilized in milliQ supplemented with 0.5% saponin, 0.5% BSA, 10 mM HEPES, 

140 mM NaCl, 2.5 mM CaCl2. Phospo-H2AX FITC JBW301 antibody (Merck, #16-202A) was 
added in a 1:200 dilution and incubated for 1h on ice. The cells were washed and resuspended 

in 100 L FACS buffer and fluorescent intensity was measured on the Cytoflex S flow 
cytometer. The same laser settings were used for each intensity measurement. The FACS data 
was analyzed with FlowJo (v10.8.2). First, the FACS plot was gated for viable cell fraction, 
followed by single-cell gating. The fluorescent intensity of the gated cell fraction was depicted 
in the final histogram (representative gating: supplementary figure S1B). Statistical analysis 
was performed on the FlowJo data, using a student’s t-test and a Chi-Squared test in FlowJo 
(v10.8.2) (supplementary table S3). 
 
Dot-blot for R-loop quantification 
For each experimental condition, approximately 1.5E6 cells were harvested for bulk R-loops 
quantification. The DNA was extracted using a phenol/chloroform extraction according to the 

protocol in Ramirez et al. (2021). The DNA was resolved in 12 L TE buffer. The DNA 
concentration was measured using the Qubit dsDNA BR Assay kit (ThermoFisher) with a Qubit 
2.0 Fluorometer according to manufacturer’s protocol. To compare the number of R-loops 
between different conditions, a two-fold DNA dilution series was made with TE buffer. The 
dot-blot was performed in duplo according to the protocol in Ramirez et al. (2021), with the 
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primary antibody S9.6 (Kerafast, #ENH001) and the secondary antibody anti-mouse IgG IRDye 
680RB (LI-COR, #925-68070). The antibody intensity was measured on an Odyssey device. The 
R-loop intensities were quantified in FIJI (v2.0.0-rc-69/1.52i), by multiplying the mean 
intensity and area of each dot. Standard deviation was calculated based on duplicate results 
in Microsoft Excel. 
 
Western Blot 
Protein lysates in SDS with DTT buffer and the Precision PageRuler Prestained Protein ladder 
(ThermoFisher, #26616) were run on an 8% acrylamide gel. The proteins were blotted on a 
Trans-Blot Turbo mini nitrocellulose membrane (Biorad), using a Biorad Trans-Blot Turbo 
Transfer System with the standard high molecular weight blotting settings. The membrane was 

blocked with 5% ELK in TBST for 1h at RT. The membrane was stained overnight at 4 C with 
primary antibody solution in 0.5% ELK in TBST. Used antibodies in this project: CRISPR/Cas9 
[7A9] (Epigentek, #A9000-010, 1:500), DNMT3A (64B1446) (Novus Biologicals, #NB120-
13888SS, 1:1000), p-ATR (S428) (Cell Signaling Technologies, #2853T, 1:1000), ATR (Abcam, 
#ab2905, 1:1000) p-ATM (S1981) (Cell Signaling Technologies, #5883T, 1:1000), p-P53 (S15) 

(Cell Signaling Technologies, #9286T, 1:1000), -actin (Merck, #MABT523, 1:5000). The 
membrane was stained with the corresponding secondary antibody anti-mouse IgG IRDye 
680RD (LI-COR, #925-68070, 1:10.000), or anti-rabbit IgG IRDye 800CW (LI-COR, #925-32211, 
1:5000) in 0.5% ELK in TBST for 1h at RT. The membrane was imaged with an Odessey device 
with automated laser intensities. The blots were analyzed with FIJI (v2.0.0-rc-69/1.52i). 
 
qPCR DNA damage response genes 

RNA was extracted from the cell pellets that were stored at -80 C, using the RNeasy Mini Kit 
(Qiagen) according to manufacturer’s protocol. The RNA concentration was measured using 
both a nanodrop and the Qubit RNA broad range kit (ThermoFisher) with the Qubit 2.0 
fluorometer according to manufacturer’s protocol. cDNA was produced from the isolated RNA 
using the SuperScript II RT kit (ThermoFisher) according to manufacturer’s protocol. 5 ng cDNA 
was used in each qPCR reaction with the 2x DyNAmo HS SYBR Green qPCR master mix (Thermo 
Scientific) and qPCR primers (supplementary table S2). The qPCR reaction mixtures were 
pipetted in a 384-wells plate, and qPCR was performed in a Biorad CFX384 Real-Time System 

qPCR device. The relative expression was calculated with the formula: 2-Ct.  
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Supplementary 
 
Layman summary 
 
All different kinds of blood cells in the body are formed from blood stem cells in the bone 
marrow. In the case of leukemia, the transformation from a blood stem cell into a mature 
blood cell is disturbed. Therefore, the formed blood cells will not become functional, but do 
occupy space in the blood system. This leads to less space for healthy blood cells, resulting for 
example in anemia, fatigue, and infections. Normally in cancer, an accumulation of DNA 
mutations disturbs different cellular processes, resulting in a transformation of healthy cells 
into malignant cells. However, children have not encountered a lot of DNA damaging agents 
yet. Besides that, especially in a subtype of leukemia called acute myeloid leukemia (AML), 
the mutation load is much lower than in other cancer types. This indicates that probably 
another process in the cell is involved in the development of AML than solely the accumulation 
of mutations. 
 
A cellular process that is suspected to contribute to the emergence of AML is splicing. Splicing 
enables the production of a larger number of different proteins from the same piece of DNA 
and takes place during transcription. In transcription, a pre-mRNA is produced from a gene. 
The pre-mRNA consists of alternating protein-coding parts, called exons, and sequences that 
are not part of the final protein, called introns. During transcription, multiple different splicing 
factors assemble to the pre-mRNA to form a protein complex called the spliceosome. The 
spliceosome removes the introns and couples the exons together to form a functional protein-
coding mRNA. When a splicing factor is defective, the splicing of a pre-mRNA cannot take place 
properly anymore, resulting in for example retained introns or skipped exons in the mRNA. 
Because of the altered sequence of the mRNA, the protein sequence is also different, and 
therefore these proteins often lose their functionality or are degraded.  
 
In both adult and pediatric AML, splicing is frequently disturbed. Other studies have shown 
that disturbed splicing leads to decreased expression of genes that are involved in the repair 
of DNA damage. On top of that, it was found in different cell lineages that disturbed splicing 
directly led to an increase in DNA damage. Therefore, it is hypothesized that mutations in 
splicing factors leads to an accumulation of DNA damage, and because of dysfunctional DNA 
repair proteins this DNA damage is not repaired. Whereas most studies used leukemic cell 
lineages, we used human cord blood stem- and progenitor cells (HSPCs) in this study to test 
the effects of splicing deregulation, because it is assumed that the development of AML starts 
in those cells. In addition, HSPCs are healthy cells, which enables us to study the effect of 
splicing deregulation more directly compared to leukemic cell lineages. Our findings show an 
increase in DNA damage in HSPCs upon pharmacological deregulation of splicing. Besides that, 
our findings indicate that splicing deregulation also could lead to altered transcriptional 
activity. This finding forms a relatively new explanation how splicing deregulation could 
contribute to the development of AML. Nevertheless, more studies are needed to directly 
study the effect of splicing deregulation on transcriptional activity. 
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Supplementary Figures 

 
 

  

Supplementary figure S1: FACS gating examples. A) Representative gating in FlowJo of cytoflex sorted 
Kasumi-1 cells 48h after electroporation with GFP plasmid. Selected panel top figure is viable cell fraction. 
Middle figure represents single cell selection. Selected cells in bottom figure are GFP-positive. Numbers 
represent selected percentage of cells of all cells in that plot. B) Representative gating in FlowJo of cytoflex 

sorted human cord blood-derived HSPCs that are stained with p-H2AX FITC JBW301 antibody. Top panel 
selects viable cell fraction and middle panel selects single cell fraction of viable cells. Numbers represent 
selected percentage of cells of all cells in that plot. Bottom figure represents histogram of single cells 

selected in middle panel, with p-H2AX FITC intensity on x-axis and cell count on y-axis. 
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DAPI 

p-H2AX 
S9.6 

Supplementary figure S2: S9.6 antibody binds nonspecific in cytoplasm. Representative image of human 
cord blood derived HSPCs analyzed with a confocal microscope. Nuclei are stained with DAPI, cells are stained 

for ds-breaks with p-H2AX antibody (red) and for R-loops with S9.6 antibody (green). S9.6 antibody localizes 

to the cytoplasm of all cells, resulting in an overexposed green cytoplasm. Scale bar is 10 m. 
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Supplementary figure S3: Western Blot DDR activation. A) Western Blot stained for p-ATR, p-ATM, DNMT3A, 

p-P53 and -actin.  20 g of total protein lysate loaded in each well. Different treatment conditions 

mentioned on bottom. B) Western Blot stained for total ATR (active and inactive). 60 g of total protein lysate 
loaded in each well. Different treatment conditions mentioned on the bottom. 
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Supplementary tables 
 
Supplementary table S1: Used plasmids. Table presenting the used plasmids in this study. The column ‘Plasmid 
name’ contains the name of the genetic base editing construct in the plasmid. The column ‘Specifications’ 
contains the catalog number of the plasmid, the genetic backbone in which the base editor sequence is cloned, 
and the antibiotics resistance gene. The column ‘Aim in study’ contains a description about the base editor type 
and which hotspot mutations it was used for in this study. *Plasmid ordered and isolated from bacteria as back-
up, but not used further. 

 
 

Plasmid name Specifications Aim in study 

pCMV_ABEmax # 124163; pCMV backbone; ampicillin 
resistance 

Adenine base editor, used for 
U2AF1(Q157R), SF3B1(K700E) 
and TP53(Y220C) 

pCMV_UdgX-Anc689-UdgX-
NG-nCas9-RBMX 

# 163554; pCMV backbone; ampicillin 
resistance 

GC base editor, used for 
SF3B1(K666N) 

pCMV_Anc689-NG-nCas9* # 163527; pCMV backbone; ampicillin 
resistance 

Different GC base editor, not 
used to generate hotspot 
mutations 
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Supplementary table S2: Used primers. Table presenting the primers used in this study. Column ‘Target’ contains 
the name of the gene or plasmid for which the primers are used. The column ‘Type’ contains the kind of 
experiment for which the primer is used, and whether the primer is in forward (Fw) direction or reversed (Rv) 
direction. The column ‘Name’ contains the name of the primer on the tube, or how the primer is listed. The 
column ‘Sequence’ contains the nucleotide sequence of the primer in 5’ to 3’ direction. *The sequence of this 
plasmid is verified, but the plasmid is not used further for cDNA production. 

 
Target Type Name Sequence 

CMV promotor Sequencing, Fw S26_CMV_Fw aagtacgccccctattgacg 
 

SF3B1(K666N) crRNA SF3B1_K666N gtacaatcttaataccagtg 

PCR, Fw; 
Sequencing 

L21 accaactcatgactgtcctttct 

PCR, Rv L22 attggtggatttacctttcctct 

SF3B1(K700E) crRNA SF3B1_K700E agcagaaagttcggaccatc 

PCR, Fw L21 accaactcatgactgtcctttct 

PCR, Rv; 
Sequencing 

L22 attggtggatttacctttcctct 

U2AF1(Q157R) crRNA U2AF1_Q157R gccgtcagtatgagatgggg 

PCR, Fw; 
Sequencing 

L103, Fw2 cgccgtgaggaagatgcg 

PCR, Rv L103, Rv2 aggagacatttactacctcgtgtg 

TP53(Y220C) crRNA crRNA_TP53_Y220C cctatgagccgcctgaggtc 

PCR, Fw SvD031_TP53(Y220C)_Fw ctgaggtgtagacgccaact 

PCR, Rv SvD032_TP53(Y220C)_Rv gacaaccacccttaacccctc 

Sequencing, Fw SvD033_TP53(Y220C)_seq cagtactcccctgccctcaac 

DNMT3A knock-
out (exon 10) 

crRNA crRNA_DNMT3a_KO_1 aggtggccagcagccgcgcg 

crRNA crRNA_DNMT3a_KO_2 tgacactgccaaggccgtgg 

PCR, Fw; 
Sequencing 

SvD034_DNMT3a_KO_Fw gggcttgagcagaacggagg 

PCR, Rv SvD035_DNMT3a_KO_Rv ggttctagccaaccaacagagagc 

pCMV_ABEmax Sequencing, Fw SvD030_pBE-
general_cDNA_Fw 

caccatgaaacggacagccg 

SvD006_pBE-general_seq ggataagaagcacgagcggc 

SvD008_pBE-general_seq 
 

agagctgcacgccattctgc 

SvD010_pBE-general_seq agccccgccattaagaaggg 

SvD012_pBE-general_seq caagaccgagattaccctggcc 

SvD014_pBE-general_seq acggatcgacctgtctcagc 

Sequencing, Rv SvD005_pBE-general_seq gggtacttctcgtggtaggcc 

pCMV_UdgX-
Anc689-UdgX-
NG-nCas9-
RBMX (GC base 
editor) 

Sequencing, Fw SvD030_pBE-
general_cDNA_Fw 

caccatgaaacggacagccg 

SvD002_pGC-RBMX-B_seq ctgccgatgtgagaccttct 

SvD004_pGC-RBMX-BE_seq acacaggccgtgttcggag 

SvD006_pBE-general_seq ggataagaagcacgagcggc 

SvD008_pBE-general_seq agagctgcacgccattctgc 

SvD010_pBE-general_seq agccccgccattaagaaggg 

SvD012_pBE-general_seq caagaccgagattaccctggcc 

SvD014_pBE-general_seq acggatcgacctgtctcagc 

SvD016_pGC-RBMX-BE_seq caccaccaccacgagattatacttaccg 

Sequencing, Rv SvD005_pBE-general_seq gggtacttctcgtggtaggcc 

pCMV_Anc689-
NG-nCas9* 

Sequencing, Fw SvD030_pBE-
general_cDNA_Fw 

caccatgaaacggacagccg 

SvD026_pGC-BE_seq tctaccagctgttccatcacatgg 
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SvD006_pBE-general_seq ggataagaagcacgagcggc 

SvD008_pBE-general_seq agagctgcacgccattctgc 

SvD010_pBE-general_seq agccccgccattaagaaggg 

SvD012_pBE-general_seq caagaccgagattaccctggcc 

SvD014_pBE-general_seq acggatcgacctgtctcagc 

cDNA ABEmax PCR, Fw; 
Sequencing 

SvD030_pBE-
general_cDNA_Fw 

caccatgaaacggacagccg 

SvD006_pBE-general_seq ggataagaagcacgagcggc 

SvD008_pBE-general_seq agagctgcacgccattctgc 

SvD010_pBE-general_seq agccccgccattaagaaggg 

SvD012_pBE-general_seq caagaccgagattaccctggcc 

PCR, Rv; 
Sequencing 

SvD005_pBE-general_seq gggtacttctcgtggtaggcc 

SvD007_pBE-general_seq cccggttgtccttcaggaatgg 

SvD009_pBE-general_seq tccaccaccttcactgtctgc 

SvD011_pBE-general_seq cttccggatctcgccgttgg 

SvD025_pGC-BE_seq tcggcggttctttttgagcc 

cDNA GC base 
editor 

PCR, Fw; 
Sequencing 

SvD030_pBE-
general_cDNA_Fw 

caccatgaaacggacagccg 

SvD002_pGC-RBMX-B_seq ctgccgatgtgagaccttct 

SvD004_pGC-RBMX-BE_seq acacaggccgtgttcggag 

SvD006_pBE-general_seq ggataagaagcacgagcggc 

SvD008_pBE-general_seq agagctgcacgccattctgc 

SvD010_pBE-general_seq agccccgccattaagaaggg 

SvD012_pBE-general_seq caagaccgagattaccctggcc 

SvD014_pBE-general_seq acggatcgacctgtctcagc 

SvD016_pGC-RBMX-BE_seq caccaccaccacgagattatacttaccg 

PCR, Rv; 
Sequencing 

SvD001_pGC-RBMX-BE_seq cctccagaaggtctcacatcgg 

SvD003_pGC-RBMX-BE_seq ctcgccgatcatcatgatgcg 

SvD005_pBE-general_seq gggtacttctcgtggtaggcc 

SvD007_pBE-general_seq cccggttgtccttcaggaatgg 

SvD009_pBE-general_seq tccaccaccttcactgtctgc 

SvD011_pBE-general_seq cttccggatctcgccgttgg 

SvD013_pGC-RBMX-BE_seq cgctagatcctccagagtcacc 

SvD015_pGC-RBMX-BE_seq gatcacgaccatatccatctctatcgc 

GAPDH qPCR, Fw GAPDH Fw cacatcgctcagacaccatg 

qPCR, Rv GAPDH Rv tgacggtgccatggaatttg 

RAD51 qPCR, Fw R12 Fw caacccatttcacggttagagc 

qPCR, Rv R12 Rv ttctttggcgcataggcaaca 

PARP1 qPCR, Fw R3 Fw agcgtgtttctaggtcgtgg 

qPCR, Rv R3 Rv catcaaacatgggcgactgc 

XPA qPCR, Fw R11 Fw tgtgataactgcagagatgctg 

qPCR, Rv R11 Rv ccccattgtgaatgatgtgga 
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Supplementary table S3: Significance bulk p-H2AX data. Table presenting statistics of comparison p-H2AX signal 
between different conditions in bulk with FACS. Column ‘Comparison’ represents the two compared tested 
conditions. The column ‘Figure’ represents the figure number in this report in which the conditions are plotted 
in a histogram. The column ‘Mean’ represents the mean intensity for both conditions of comparison (first – 
second) analyzed with FlowJo. The column ‘St.dev’ represents the standard deviation for both conditions of 
comparison (first – second) analyzed with FlowJo. The column ‘P-value’ contains the p-value number for each 
comparison calculated with a standard student’s T-test. The column ‘Chi-Squared T(X)’ contains the outcomes of 
a different statistical test for each condition performed with FlowJo. The comparison is significantly different (p 
< 0.01) if T(X) > 4. 

 
Comparison Figure Mean (a.u.) St.dev (a.u.) P-value Chi-Squared 

T(X) 

CB (DMSO) – CB (100 nM 
PladB) 

3C 50948 – 36715 23185 – 29050 <0.00001 
 

2859.90 

CB (DMSO) – DNMT3A 
knock-out 

3C 50948 – 45699 23185 – 22102 <0.00001 
 

385.18 

DNMT3A knock-out 
(DMSO) – DNMT3A knock-
out (100 nM PladB) 

3D 137273 – 142331 4,79E5 – 371716 0.027951 
 

434.10 

CB (DMSO) – CB (100nM 
PladB) 

3E 68206 – 60935 34638 – 43673 <0.00001 
 

532.33 

CB (DMSO) – irradiated CB 
(DMSO) 

3E 68206 – 71878 34638 – 44987 0.000032 124.90 
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Supplementary table S4: Imaging settings. Table presenting the used imaging settings for both the widefield- and 
the confocal microscope. Each column presents a different setting for the microscopy type mentioned in the first 
column. *Column ‘Laser channel’ presents light pathway chosen for imaging, which is a specific filter cube for 
the widefield microscope, or a laser and detector combination based on the specific used fluorophore for the 
confocal microscope. ** Gain in percentage as a Hyd-detector was used instead of a PMT-detector. 

 
Microscope Laser channel* Gain (a.u.) Exposure (ms) Laser power (a.u.) Z-stack size 

(m) 

Widefield Leica 
DMi8 Live 
  

Blue 1 75 - 1  

Green 1 5 - 

Yellow 1 200 - 

Confocal Leica SP8 
Live 

DAPI 10%** - 1 0,45 

488 650 - 2 

594 650 - 1 

 


