
UTRECHT UNIVERSITY

GRADUATE SCHOOL OF NATURAL SCIENCES

Department of Mathematics and Information Science

Human Computer Interaction

Designing a visualization tool to aid operators in decision making for

manual interventions on assembly-line based processes.

First examiner:

Jens Gulden

Second examiner:

Evanthia Dimera

Student:

Sander Slagman

In cooperation with:

Voortman Steel Group

H. Kastenberg

September 13, 2023



Abstract

After the rise of industry 4.0, there have been major in-

novation to monitor the status of production processes

amongst a plethora of industries. These innovations

however, have mostly been aimed at monitoring pro-

cesses and machines to convey their status, ef�ciency

and technical problems, but failed to take into account

the human element of decision making based on the

information presented. Therefore, this research focuses

on developing a visual aid to assist operators in the

decision making process when executing manual in-

terventions. A deeper understanding is gained on the

information required by machine operators, their men-

tal representations of expected information, and the

type of decision making process that is applied. Using

this newly acquired knowledge, several designs for a

possible solution are brought forward, and their im-

plementations bene�ts are discussed. We have found

that a solid implementation can reduce stress in ma-

chine operators whilst also increasing their ef�ciency.

Further possible advancements based on the opinions

of machine operators, stakeholders and other experts

are discussed, and can provide a solid basis for further

research.
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1 Introduction

1 Introduction

In the processing and manufacturing industry, ef�-

ciency is a major performance indicator of a manufac-

turing plant. Many innovations to increase ef�ciency

are developed to stay competitive in today's indus-

try. One way to increase ef�ciency is to prevent break-

downs at machines within the assembly line, to re-

duce downtime. To accomplish this, a combination

of scheduled maintenance and “�xing breakdowns as

they happened” is still widely applied within the in-

dustry (Martin, 1994). The caveat of this strategy is

that it can lead to over-maintaining introducing down-

time where it wouldn't be necessary, or valuable time

wasted diagnosing a breakdown as it happens. Al-

though there have been substantial improvements in

applying maintenance more effectively, using systems

such as Maintenance Opportunity Planning (Chang et

al., 2007), Random Preventive Maintenance, and crisis-

related Reactive Maintenance (Jasiulewicz-Kaczmarek

& Gola, 2019), there are still improvements to be made

within the subspace of tool monitoring and planning of

replacements and other manual interventions that are

not classed as maintenance. As of the rise of Industry

4.0 (Lasi et al., 2014), also known as Smart Industry, a

lot of multi-modal data can be extracted from machines

to monitor the status of consumables, such as tools, cur-

rent machine parameters, planned jobs, etc. Although

systems have been developed to improve machine tools'

performance and capability, such as an iPSS system for

CNC by Zhu et al. (2011), or to monitor systems to show

the current status of an assembly line, these systems

seem to lack an intuitive way to convey necessary ac-

tions to a machine operator. Focusing on intervention

and maintenance, these systems are not giving clear ad-

vice on what the best approach would be to �x a certain

problem, as these methods are mainly focused on giv-

ing service solutions (Reményi & Staudacher, 2014) as

opposed to instructions or advice. This does not only

apply to consumable changes but also to other manual

interventions (Jwo et al., 2021) that might be required

within an assembly line. In literature, these manual in-

terventions are also referred to as reactive maintenance

(Wan et al., 2015).

The focus of this research is to aid machine opera-

tors in the decision-making process of when, how, and

what type of manual intervention needs to be executed.

Therefore, using an algorithm that takes into account

a multitude of manufacturing domains, such as manu-

facturing tasks, manual tasks, machine data, resources,

and materials (Zor et al., 2011), a system can be devel-

oped to extrapolate time windows in which predictable

(consumable) interventions can be executed and recom-

mend these to the user. It has been shown that recom-

mendation systems can improve the quality of human-

made decisions while reducing the search effort for in-

formation (Chen et al., 2013), while also reducing stress

in machine operators and reducing machine downtime.

These predicted interventions can then be acted upon

by a machine operator when deemed necessary and/or

�tting. We suspect that this will give the following ad-

vantages; A machine operator is better prepared as the

system can show what kind of manual intervention is

predicted and give the time window in which it best can

be executed. A machine operator can select the best time

to execute the manual intervention within the time win-

dow to uphold the ef�ciency of the assembly line. Re-

quired interventions and or maintenance on the same

machine that are predicted in a similar period can be

grouped into one, reducing machine stops.

To give clear advice to an operator, the output of

this algorithm has to be visualized intuitively, provid-

ing data within the blink of an eye. For this reason,
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2 Literature Review

the scope is narrowed in order to develop a visual-

ization tool to aid in planning reactive and predictive

maintenance and interventions in the short-term future.

To achieve this, decision-making is seen as a user task

within the domain of information visualization, as op-

timal machine maintenance and use of consumables re-

quires the expertise of a human operator, resulting in the

fact that computational solutions may not result in the

optimal ef�ciency (Dimara & Stasko, 2022; Sedlmair et

al., 2012). This leads us to the following research ques-

tions:

“How to design a visual aid to assist operators in the

decision-making process for the execution of manual interven-

tions in assembly-line based processes?”

Based on the main research questions, the following

sub-questions arise:

“What visualization strategies should be applied to create a

high-level link between the different manufacturing domains,

extracted expected interventions, and the operator?”

“How do operators encounter and deal with manual inter-

ventions in assembly-line-based manufacturing processes?”

“What information does an operator need to be well in-

formed when executing manual interventions at assembly-

line based machines?”

2 Literature Review

To �nd prior work done on this topic, a literature review

was conducted, aimed at decision-making in visual-

izations, and visualization techniques for (multimodal)

data in processing and manufacturing industries. From

these related works, visualization techniques can be ex-

trapolated to speed up our own design process.

2.1 Task abstraction

2.1.1 Visualization task identi�cation

In order to understand what would be a good visualiza-

tion technique, it is important to grasp what tasks the

operator will conduct on the data. Pillat et al. (2005)

provides us with a taxonomy of tasks related to mul-

tidimensional visualizations that can be divided into 2

categories, Visual Exploration or Analyzing and Inter-

mediate or Support tasks. These tasks within these cate-

gories can later on be re�ned and applied to the domain

of manufacturing.

Table 1

A taxonomy of users' tasks in visualizations
Visual Exploration /
Analyzing

Intermediate / Support

Identify Visualize
Determine Con�gure
Compare
Infer
Locate / Lookup

Note: Taken from Pillat et al. (2005)

The tasks that are most applicable to our system are

given a short description below.

2.1.1.1 Identify This task corresponds to any action

of �nding, discovering or estimating based on the visual

information. This task is regarded to be complete once

the user has found the information he or she is looking

for.

2.1.1.2 Determine This task refers to calculations,

de�nitions or indications on the data. These could be

statistical values, such as means and variances, but is

also applicable to our scenario, as the task begins each

time the user checks the data for a certain value and

ends when a calculation is completed or the users goal

is changed.
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2.2 Visual aided decision making

2.1.1.3 Compare This task refers to the user compar-

ing different visual elements in the representation to al-

low him or her to make informed choices. This applies

to our research in the sense that the operator might want

to be able to compare manual intervention interval win-

dows of different machines and make informed deci-

sions on which intervention to address �rst.

2.1.1.4 Infer After identifying, determining, or com-

paring information, the operator should be able to infer

knowledge on the intervention windows. The aim of

this task is to give the user a better insight into his or

her goal.

2.1.1.5 Locate / Lookup This task is related to �nd-

ing speci�c data in the visual representation. For in-

stance, all possible interventions are represented into a

central timeline, but the operator would like to �nd the

intervention window for one speci�c machine within

the timeline. This task could be made easier using �l-

ters and or sorting, as described in the con�gure task.

2.1.1.6 Con�gure Con�guration is a support task to

alter the output of the graphical representation of the

system. This can contain but is not limited to altering

visual representation by zooming or panning, dimen-

sions, �lters and. sorting. This task should be as intu-

itive as possible to optimize the ef�ciency of the system,

minimizing the time an operator is playing around with

the settings.

2.2 Visual aided decision making

Newell and Simon (1972) and Simon (1977) identify 3

main stages within the process of human decision mak-

ing. These are intelligence, design, and choice. During

the intelligence stage, the user will collect data relevant

to the problem, or task, at hand. This stage can also be

referred to as sensemaking, or data exploration (Dimara

& Stasko, 2021; Keim et al., 2006; Weick et al., 2005).

During the design phase, the user comes up with so-

lutions to the problem or task at hand. This is where the

to be designed tool could proof effective in aiding the

user and have a large impact. During the choice phase,

the user draws a conclusion from the solutions provided

in the design phase, deciding what best �ts the current

context that the user is working in. Context could be

modelled and considered when proposing possible so-

lution, but as there are many human elements that are

not predictable in the assembly industry, this would be

an impossible task.

Figure 1

3 step decision making model by Herbert Simon (Newell &
Simon, 1972; Simon, 1977)

Note: Taken from Dimara and Stasko (2021)

In order to provide suf�cient data to the operator be-

tween the intelligence and the design phase, a thorough

study needs has been conducted into the tasks that op-

erators encounter, and how these tasks can be best vi-

sualized. In order to create a basis for this, the vi-

sualization strategies of similar systems that deal with

data from assembly lines have been examined. (Padilla

et al., 2018) provides a framework for decision mak-

ing with visualizations across a multitude of disciplines.

They present the de�nition for visualizations and de-

cision making: “A visualization is an external visual

representation that is systematically related to the in-

formation it represents, where the information it repre-

5



2.2 Visual aided decision making

sents might be about objects, events, or more abstract

information.” (Bertin, 1983; Hegarty, 2011; Stenning

& Oberlander, 1995), where decision making is: “ A

choice between two or more competing courses of ac-

tion.” (Balleine, 2007). To design a good visualization

for machine operators, we have to get a clear insight in

their decision making process. Therefore, we need to

determine the following; Are operators applying intu-

itive, low effort, autonomous decision making (Type I)

or contemplative, effortful, informed decision making

(Type II) (Kahneman, 2011)? Furthermore, do operators

apply a top-down, or bottom-up encoding mechanism

when trying to answer the conceptual question related

to their task? And is this mechanism consistent between

tasks and operators? According to (Pinker, 1990), the

bottom-up approach guides the viewer through the fol-

lowing steps. First, the viewer creates a visual descrip-

tion, a mental encoding of the visual stimuli presented

by the visualization. Next, the viewer tries to match

the visual description to the most similar mental graph

schema known. When this match is found, the visual

description becomes instantiated, meaning a deeper un-

derstanding of the visualization is reached, allowing the

viewer to answer the conceptual question using this in-

stantiation of the graph. The top-down approach how-

ever, works in a reverse manner. The viewer �rst tries

to construct a mental representation based on interro-

gation of the conceptual question, where is determined

what information is necessary to reach a satisfactory an-

swer. However, no matter the approach taken by the

viewer, the outcome of the decision making process or

response should be the same (Patterson et al., 2014). The

approach does, however, impact visual encoding, pat-

tern recognition, and working memory, as the top-down

approach is more direct, aimed at answering the con-

ceptual question, where the bottom-up approach gives

the viewer a more global understanding of the visual-

ization. Based on the task at hand, different approaches

could be more ef�cient. To design a solid visualiza-

tion for the decision making process a machine opera-

tor would experience, (Padilla et al., 2018) provides the

following steps in their framework.

• Identify critical information needed for the users'

task.

• Determine which elements will attract the users at-

tention.

• Create a visualization that aligns as close as possi-

ble to a users' mental schema of the data.

• Reduce the number of cognitive transformation re-

quired for the decision-making process.

• Understand if the user is using Type I or Type II

cognitive processing

• Evaluate the impact of individual differences such

as graphic literacy and numeracy on visualization

decision making.

2.2.1 Visualization task abstraction

To gain a better understanding of what kind of tasks

the user is executing on our proposed tool, we need to

zoom out from the domain speci�c task, and describe

these task in a more abstract way. (Munzner, 2009)

describes these abstract task as domain- and interface-

agnostic operations performed by users. In order to dis-

ambiguate the means and end of our future users task,

we will answer three questions that are central to the

topology of abstract visualization tasks as proposed by

(Brehmer & Munzner, 2013). These questions are: why

is the task performed, how is the task performed, and

what are the tasks inputs and outputs?. (Schulz et al.,

2013) also applies this methodology, but expands upon

it with questions in order to grasp the context and inten-

tions of the user, using the following additional ques-
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2.2 Visual aided decision making

tions: Where in the data does the task operate?, When is

a task performed?, and Who is executing a task?. By ap-

plying these questions, they are able to specify the target

and the cardinality of data entities within the target, the

order of tasks, if multiple, and the type of user. As who

is unambiguous in the scope of this research, namely

machine operators, we will not do a further analysis into

differences among possible targeted user groups.

2.2.1.1 Why? To answers this question, we �rst need

to determine the level of speci�city of our users task

is. These range from high-level (consume), mid-level

(search), to low-level (query). Consumption is best de-

scribed as a task in which the user needs to consume

information in a domain context. This can be driven by

a need to present information or to discover and ana-

lyze new information. Enjoyment is also placed at this

level, but is out of scope for this research. In our case,

we want present data for the user to consume and to

guide them through a decision making process, as well

as giving instructions. (Friel et al., 2001) Search tasks

require the user to �nd or discover elements of inter-

est into the visualization. As we want to make infor-

mation as readily available to an operator as possible,

we will assume that the location of the data is know to

the user. However, the lookup tasks as described by

(Andrienko & Andrienko, 2006; Pillat et al., 2005) still

entails to pinpoint the element of interest in the visu-

alization. Once the element(s) of interest has been lo-

cated, the user can either identify, compare or summa-

rize the information in these elements. Here, the use

case of our system becomes more broad, as an operator

might just want to know the next upcoming interven-

tion (identify), or check which interventions can be ex-

ecuted at the same time, or at that require similar tools

(compare). The operator could also just be looking at

the visualized interventions at a whole, to see if there

is enough available time to do other activities that are

his or her responsibility, in which case they would sum-

marize the data. In conclusion, a user of the proposed

system would consume data, which the system presents

in order to aid the decision making process. From all of

this presented data, the user would lookup elements of

interest in order to identify characteristics, such as inter-

vention location, tools needed, time, etc., or to compare

or summarize these characteristics over multiple tasks.

2.2.1.2 How? Now that it is clear what kind of tasks

our users will perform with our visualization tool, we

can focus on how we can facilitate these tasks, or con-

�gure our visualization (Pillat et al., 2005). Brehmer and

Munzner (2013) has extracted multiple methods from

several extant classi�cation systems and has grouped

them into three classes: encoding, manipulating, and

introducing. Encoding is how data is represented as vi-

sual elements within our tool, and is to be designed to

be as intuitive as possible for machine operators. Ma-

nipulation, or con�guration allows operators to change

the output of the visual representation, using techniques

such as changing encodings, dimensions, output and

others as described in 3.1.1. The class of introduction

encompasses anything that has to do with the state of vi-

sual elements. Keywords in this group are, annotation,

import, derive, and record. As per the temporal chrono-

logical nature of the data that is to be ingested by the

system, introduction of new elements is rather straight

forward, as they would just be appended to existing

data. Introduction however, also describes the altering

of existing data and/or elements by updating them with

new information if conditions change or more data for

a speci�c elements becomes available.

2.2.1.3 What? There is no clear answer as of what

comprises a visualization according to Brehmer and
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2.3 Visualization strategies in similar systems

Munzner (2013). Their research showed that classi�ca-

tion of “what”, if present, ranged from entire datasets to

precise speci�ed data-attributes. However, a single ab-

solute requirement is de�ned, which states that we must

explicitly distinguish between the input and output of a

task. Schulz et al. (2013) describes the “what” questions

as characteristics of a visualization task: “What does a

task seek?'. These characteristics are also referred to as

features or patterns, that capture the aspects of data that

the tasks wants to reveal. Schulz et al. splits these char-

acteristics into two categories, low-level and high-level.

Low-level refers to observing singular values of a partic-

ular object, while high-level focusses on more complex

patterns and derivations from the given data, such as

outliers, correlations, other statistical values, etc. These

input and output, and therefore the characteristics of the

data therefore depends heavily on the aim of the opera-

tor, as described in the last section of “Why?”.

2.2.1.4 Where in the data? In order to determine the

target of the users' task within the represented data, the

following relations are de�ned:

• Temporal relation, which links the data objects to

time intervals.

• Structural relation, which links multiple data ob-

jects to each other.

Given the suspected temporal nature of the visualiza-

tion, as interventions are tied to time intervals, the tar-

get strongly depend on what knowledge the operator

wants to extract from the visualization, as described in

in “Why?” and “What?”. The target can range from

�rst data object on screen, to an analysis of the temporal

spacing between elements. This same principle holds

for the cardinality of the data, which is also explicitly

stated in (Schulz et al., 2013). The target can consist

of single instances for highlighting details, multiple in-

stances for acquiring context, or all instances for getting

a complete overview. However, it is bene�cial to deter-

mine the target of highly recurrent tasks, and to guide

the user to this target. If an operator is mainly concerned

with the next upcoming intervention, and intermittently

wants to achieve an overview, it can be advantageous to

guide the user to the �rst element by default. However,

this could clash if an intervention has priority, in which

case the guiding aspect of the visualization should shift

accordingly.

2.2.1.5 When? During preliminary stakeholder ses-

sions, we determined that operators would use the visu-

alization tool in an opportunistic way, as it is likely that

the system will be deployed at monitors already present

at machines. If an operator is operating a machine, he or

she is already interacting with these displays. It is likely

that this also carries over to other industries, as since the

rise of industry 4.0, digitization is very prominent in all

industries, including assembly processes (Ghobakhloo,

2020; Lu et al., 2020). Additionally, an expansion could

be build upon the proposed system to allow for mo-

bile noti�cation when the start time of an intervention

passes a set threshold. Visualizing all the data on a mo-

bile device is not advisable as the screen space is rather

limited for the amount of detail that operators need to

execute an intervention. However, both of these addi-

tions are placed outside the scope of this research and

referred to as possible further research.

2.3 Visualization strategies in similar sys-

tems

Now that a more clear idea is established on what task

we can suspect the operators to execute on a visual aid,

we can start to look at similar applications of multi-

modal visualizations in manufacturing settings. Zhou

et al. (2018) gives a clear overview of visualizations used
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2.3 Visualization strategies in similar systems

in an industrial setting for different phases of a manu-

facturing process (�g. 2). Studies that are of interest for

this research are mainly located in the “Iron and Steel

Industry” row and the “Visualization for Production

Phase” column. Zhou continues to give a brief overview

of all this research but a more in-depth look reveals rel-

evant information regarding design choices for visual-

izations. Xu et al. (2017) proposed ViDX, a visual diag-

nostic tool aimed at assembly line performance in smart

factories (�g. 3). Although this is more in-depth than the

scope of this current research and mostly uses histori-

cal data where we would like to peak into the future, it

still proposes interesting ideas. Just like in our research,

Xu et al. designed a visualization tool focusing on a

main assembly line that consists out of multiple work-

stations, and/or machines. Their approach of gathering

data using Programmable Logic Controllers (PLC's) cor-

responds to our research, as each PLC can be seen as a

node in the system, each providing its own data relative

to that of the assembly line. This data is later used to

populate a Marey's graph, which is expanded to show

more historical fault data, label events with fault codes,

and detect outliers in the system. The main takeaway

from this paper is to use a temporal-based visualization

to be able to show an operator what a machine did, is

doing, and will be doing, and what can be expected in

the future. Although we will mainly focus on the lat-

ter, historical data can be used to explain the system's

choices, which can prove useful for diagnostics and an-

alytics.

W. Wu et al. (2018) describes a visual analytic ap-

proach for equipment condition monitoring in smart

factories in the process industry (�g. 4). Their aim

is to build a visual analytics system with a semi-

supervised framework to help managers and operators

de�ne health status of online equipment and derive

meaningful rules or patterns for effective equipment

condition monitoring In their report, they state that time

series data is ubiquitous in smart factories, as most ma-

chines can send snapshots of their current status along

with a timestamp. Based on this statement, they con-

tinue to argue that analyzing this time series-based data

is a basic condition for monitoring the state of consum-

ables and equipment in factories. A lot of research has

been done on time-based visualization (Aigner et al.,

2011), with the most prevalant methods graphing time

on the X-axis. Within these approaches, changes of one

or multiple attributes can be shown with respect to time

(Harris, 1999; W. Wu et al., 2014). These approaches

could form a solid basis for our �rst designs. Wu et al.

contiues by listing a few design requirements that could

be of great interest for our own design, suchs as “Inter-

active Feature Extraction”, allowing operators to iden-

tify target sensors, and visualizing the extracted data,

which the operater could correlate with their own ex-

pertise to gain trust in the system without having to un-

derstand the algorithms behind the feature extraction.

Sun et al. (2020) has developed a tool called Plan-

ningVis, a dashboard developed to give a visual analyt-

ics approach to production planning in smart factories.

Certain aspects of this research could be transferred to

our own research and applied to the planning of manual

interventions. Their dashboard visualizes the expected

outcome of a production plan and how this compares to

other plans, allowing a manufactures to select the most

ef�cient way to produce a part. Sun et al. uses glyphs

to show different plans and their differences, where the

detailed production view is visualized in a linear fash-

ion based on orders. Changing the input of this system

to take in machine parameters and future executions,

we should be able to create a similar system to show

the impact of manual interventions, explaining when

and why they should be executed in a certain time in-
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2.3 Visualization strategies in similar systems

Figure 2

A taxonomy of research for smart manufacturing applications

Note: Taken from Zhou et al. (2018)

terval. Although this would require in-depth analyzing

of planned jobs and all the possible outcomes based on

machine con�gurations and when interventions are ex-

ecuted, this approach, or a similar one on a higher level,

could considerably add to the trust in a system as an op-

erator could see the expected impact of the choices to be

made (Shin, 2021). More general visualization strategies

for time oriented data are described by (Aigner et al.,

2007), where they present a systematic view of possible

visualizations. In addition to this, Aigner continues to

cite Tufte (1988), who describes relations between time

oriented data that can be applied in our tool, in order to

convey relations of different interventions to the opera-

tor (�g. 5).

Sackett and Williams (2003) proposes a visual aid to

support manufacturing and supervisory staff in manu-

facturing decision-making (�g. 6). Their main design

objectives for this system are as follows:

• Improved communication to the production line

and management employees.

• Intuitive understanding of derivative production.

• Rapid and better quality decision-making.

Sackett & Williams continue to state the importance that

the system should present information in a language-

neutral format in order to cater to a wide audience of

personnel. Furthermore, a good visual aid should pro-

vide broader access to information regarding a process

in general. An informative visualization should provide

intuitive insight, meaning less detailed knowledge and

comprehension of the process in question are required

in the �rst place, allowing for more cognitive load to be

allocated to the decision-making process.

The visualization put forward as a solution by Sack-
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2.3 Visualization strategies in similar systems

Figure 3

ViDX: Visual Diagnostics of Assembly Line Performance in Smart Factories

Note:Taken from Xu et al. (2017)

ett and Williams (2003) contains three main elements,

of which two are regarded as visual (�g. 6). First, a

scatterplot, representing sequence performance. Sec-

ond, gauges representing performance trends in differ-

ent manufacturing areas. Sackett and Williams (2003)

notes that using the visual information provided by the

tool, its users were more con�dent in making decisions

that impact the manufacturing process. Furthermore,

there was strong agreement that the information pro-

vided, would allow for more �ne-grained control in the

manufacturing process and allow personnel to give bet-

ter indications to the status of products in the assembly

lines.

Aigner et al. (2007) also describes a visualization as

presented by Aigner et al. (2005) called PlanningLines

(�g. 7), a representation of time oriented data includ-

ing temporal uncertainties. A representation that could

very well suit our use case, as per its ability to indicate a

possible start and end time of a manual intervention, as

well as the possible predicted duration of an interven-

tion, further increasing the knowledge in operators in

order to aid their decision-making process.

2.3.1 The Manufacturing Domain

In order to create a good visual aid for the operators a

solid understanding of different tasks within the man-

ufacturing domain is required, as approaches can differ

among these tasks Zor et al. (2011) denotes the follow-
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2.3 Visualization strategies in similar systems

Figure 4

The system interface for detail inspection developed by Wu et al.

Note: Taken from W. Wu et al. (2018)

Figure 5

Temporal relations, between points (a) and intervals (b)

Note: Taken from Aigner et al. (2007)

ing elements and their manufacturing domain counter-

parts.

Table 2

Elements in the manufacturing domain
Element Manufacturing Domain
Activity (Manufacturing) Task
Human activity Manual Task
Information Operating Data, Ma-

chine Data
Material Goods, Raw Material,

Parts
Resource Humans, Machines,

Tools, Consumables
Note: Taken from Zor et al. (2011)

A manufacturing task is the (automated) execution

of a preprogrammed job within the machine. Our re-

search aims to ensure these tasks are executed smoothly

by removing as many stops as possible or shortening the

12



2.3 Visualization strategies in similar systems

Figure 6

Sequence visualization application user interface showing three component areas and multiple vehicle types in scatter plot.

Note:Taken from Sackett and Williams (2003)

duration of these stops. An overview of current manu-

facturing tasks can be bene�cial for an operator, but as

there are already many of these systems in place, we will

exclude this from the scope of our research. We want

to focus on manual tasks, presenting as much informa-

tion as possible to an operator about the requirements

of a task before it needs to be executed, allowing for

swift completion, and creating an intuitive dashboard

to show information about these tasks to operators. Ma-

chine data, material and parts, machines, tools, and con-

sumables will serve as the input of our system. Ad-

ditional visualization of these parameters on their own

13



3 Method

Figure 7

PlanningLines: Novel Glyphs for Representing Temporal
Uncertainties and their Evaluation

Note: Taken from Aigner et al. (2005)

can add to the explainability of our system, arguing for

the necessity and time placement of interventions. This

data could also be extended further into the future to

allow operators to make their own conclusion about a

machine's needs, even though no manual intervention

is (yet) predicted.

Sackett et al., (2006) provides a broad overview of

data visualization opportunities in manufacturing, too

many to list here, but a table overview is given in Ap-

pendix A. Based on the review of Sackett et al., (2006),

we can conclude that, seen from table 2, there are many

different elements of the manufacturing domain, each

best represented by using different visualization strate-

gies.(Sackett et al., 2006). Combining these into a co-

herent dashboard is expected to yield the best result in

ef�ciency and usability for our system.

3 Method

To apply our research, a case study at Voortman Steel

Group (VSG) is conducted. Voortman Steel Group is a

leading manufacturer of steel parts and steel manufac-

turing machines. Using their knowledge, infrastructure

and leading edge in assembly line automation, a solu-

tion to the proposed research questions can be designed

and tested.

Within VSG, there are two main manufacturing de-

partments using assembly lines on which this research

can be applied. Voortman Steel Construction (VSC) fo-

cusses on creating steel parts for the construction indus-

try using an automated assembly line. These parts con-

sist out of fabricated steel beams, which have been cut

to size, milled and/or drilled and marked for later man-

ual assembly. Voortman Parts Manufacturing (VPM) fo-

cuses on creating steel parts out of plate material, using

a bed cutting and milling process. As the research is

most applicable to an assembly line setting, we focused

on VSC, and for the sake of consistency, their current

assembly line setup is used as an example for the re-

mainder of this research. That being said, this research

can easily be expanded to either different con�gurations

and/or different sectors that use assembly line manu-

facturing.

3.1 VSC system description

The steel beam manufacturing line at VSC consists of a

multitude of machines. First, beams are loaded on the

in-feed buffer, after which they are fed onto the manu-

facturing line. The �rst step in the process is the blasting

of the steel in order to clean and prepare it for further

processing. Afterwards, the beams are fed into an in-

scriber. The inscriber can carve numbers or other marks

into the beam to ease the manual assembly process on

a construction site. The next step is drilling and/or

milling. The beams are fed into a triple-axis drill where

holes are created on the speci�ed spots. Next, the line

splits into two saws that will cut the processed beam up

into individual parts. Afterwards, the line joins again to

feed the parts through a plasma / oxyfuel cutter where
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3.2 Iterative Design

any additional modi�cation can be made if required, be-

fore reaching the out-feed buffer. A high-level overview

of this process can be found in �g. 8.

3.2 Iterative Design

In order to come up with the best possible solution,

an iterative design method is used. Using an iterative

method with intermittent evaluations, problems within

designs can be identi�ed and mitigated, or even elim-

inated (Nielsen, 1993). First, a mock-up prototype has

been developed, in order to gain footing in understand-

ing the problem at hand and have a starting point for

user requirement engineering. Next, the iterative design

process will commence, in order to produce designs in-

creasing in �delity and to match our target groups' ex-

pectations.

3.3 User requirements

To get a solid basis for high-�delity designs, a user re-

quirement study has been conducted. Multiple methods

were applied, such as stakeholder interviews, user focus

groups, and design requirements from similar systems.

3.4 Evaluation

In order to evaluate if there is merit in our proposed so-

lution, different tests have been conducted on the �nal

design. As our time frame is limited, a full-scale imple-

mentation was not feasible, a demo case, however, was

achievable. The demo presented a high-�delity inter-

face seeded with randomly generated simulated data.

In this demo case, operators were asked to conduct a

suite of tasks to test the usability of the system accord-

ing to the System Usability Scale (Brooke, 2002) and to

see if operators feel they would bene�t from the system

using a qualitative evaluation (Myers & Avison, 2002;

Sackett & Williams, 2003). Lastly, expert opinions are

acquired from a variety of internal and external sources,

such as interviews and by proxy in literature.

3.5 Overall method overview

As we did not adhere to any conventional methodology,

a small graphic has been created to gain a more solid un-

derstanding of the process (Figure 9). First, prototypes

(Section 4) were created as a basis for user requirement

engineering (Section 3). Based on these requirements,

more designs were made, tested, and evaluated in an it-

erative design cycle (Section 7), before settling on a �nal

design (Section 8). This �nal design has been evaluated

more extensively and has been used to draw our main

conclusions from (Section 9 & 10).

4 User Requirements

In addition to designing a good visual aid to assist op-

erators in making well-informed intervention execution

choices, we must also apply good interaction design, in

order to ensure a high usability of the tool. In order to

keep the design focused, a few software requirements

were set up. As for identifying these requirements, dif-

ferent methods have been applied, such as extrapolating

requirements from similar systems, stakeholder inter-

views and observational methods (Sedlmair et al., 2012),

as well as feedback on initial designs.

Establishing good user requirements can be a dif�cult

task, which is why we've chosen to apply the MoSCoW

prioritization method for software requirement priori-

tization (MoSCoW for SRP or fuzzy MoSCoW)(Ahmad

et al., 2018), allowing us to focus what is most impor-

tant. Ahmad et al. expands on standard MoSCoW by

de�ning functional requirements (FR), which describe

the functionality of the software, and non-functional re-

quirements (NFR), which describe how the system is
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4 User Requirements

Figure 8

VSC Assembly line layout

Figure 9

Simpli�ed methodology �owchart

supposed to be, describing the quality of the system

(Afreen et al., 2016). Although NFRs have received

less attention than FRs within requirement engineer-

ing (Chung et al., 2012), they are signi�cant as they

deal with software quality (Mairiza & Zowghi, 2011).

MoSCoW works with the following classi�cations:

• MH - Must have, this functionality must be in-

cluded, even if it will cost more signi�cant re-

sources.

• SH - Should have, this functionality should be in-

cluded, as it is expected by the user.

• CH - Could have, this functionality can bene�t the

user, and could be included if resources allow it.

• WH - Wont have, this functionality should not be

integrated into the system.

As an in-depth look into the calculation is outside the

scope of this research, only a small overview is given.

Further details can be found in Appendix D.

Moscow for SRP applies the following method to cal-

culate priorities for Design Requirements:

1. Apply a MoSCoW score to every FR and NFR

2. Convert the MoSCoW score to Triangular Fuzzy

Numbers

3. Evaluate every FR against every NFR and calculate

a combined prioritization score using the following

formula (1):

å n
i= 1 Pk = P(WFRk 
 WNFRi ) (1)

Where Pk is the prioritization score of functional re-

quirement k, evaluated over all non-functional require-

ments n, and W the Triangular Fuzzy Number respec-

tive to the MoSCoW score of the FRk (table 3) or NFRi

(table 4).
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4.1 Functional Requirements

Table 3

MoSCoW categories and TFN values for FR
MoSCoW TFN
Must Have (.66, 1, 1)
Should Have (.33, .66, 1)
Could Have (0, .33, .66)
Wont Have (0, 0, .33)

Note:Taken from Ahmad et al. (2018)

Table 4

MoSCoW categories and TFN values for NFR
MoSCoW TFN
Must Have (5, 7.5, 1)
Should Have (2.5, 5, 7.5)
Could Have (2.5, 2.5, 5)
Wont Have (7.5, 1, 1)

Note:Taken from Ahmad et al. (2018)

4.1 Functional Requirements

In this section, all Functional Requirements (FR) are

listed, these requirements describe what the system

should be able to do, and what interaction should be

available to a user.

FR1: Visualization of temporal data.

The application is able to visualize temporal data

in order to assist in the planning of interventions.

FR2: Show the current status of machines.

The application is able to show the current status

of machines within the line.

FR3: Provide detailed information about an upcoming

intervention.

In order to support the operator as well as possi-

ble, as much information should be provided on

the upcoming intervention, allowing the opera-

tor to make well-informed decisions and prepare

beforehand.

FR4: Allow for grouping of interventions within a sim-

ilar time interval.

The application is able to group interventions on

the same machine that are expected within a sim-

ilar time frame in order to increase the ef�ciency

of operators and reduce machine downtime.

FR5: Allow for adaptive opportunistic intervention

planning.

If an operator is working at a machine, and there

is another intervention that can already be exe-

cuted but was originally planned for further into

the future, the operator should be noti�ed of this

possibility.

FR6: Allow for �ltering.

The application allows the user to �lter on certain

machines, events, and/or other variables to allow

for quicker identi�cation of the desired data.

FR7: Allow for zooming.

The application allows the user to zoom in on

events, in order to increase the spatial resolution

of the event, and allow for more data to be visible

within the event.

FR8: Allow for navigation.

The application allows the user to navigate for-

ward in time, allowing the user to discover ele-

ments that would otherwise not �t on the screen.

FR9: Allow for reordering of elements.

The application allows the user to reorder el-

ements in the timeline graphic. As in a later

design, all elements are combined in a singu-

lar timeline, this requirement will not be further

evaluated.

4.2 Non-Functional Requirements

In this section, all Non-Functional Requirements (NFR)

are listed, accompanied by a short description.

NFR1: The functioning of the system is intuitive.

The integrated functions in the system is easy to
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4.3 Prioritization Scores

use.

NFR2: The functioning of the system is precise and ac-

curate.

Using a function should not deteriorate the preci-

sion of the system, values should not change, and

a close-to real-world representation is kept.

NFR3: The functioning of the system has a quick re-

sponse time.

The system should not induce any long loading

times when processing a request from the user.

4.3 Prioritization Scores

In this section, the prioritization scores for all FRs are

calculated.

Table 5

MoSCoW scores for FR in respect to NFR
NFR FR MoSCoW

NFR1

FR1 MH
FR2 CH
FR3 MH
FR4 SH
FR5 SH
FR6 MH
FR7 MH
FR8 MH

NFR2

FR1 MH
FR2 MH
FR3 MH
FR4 SH
FR5 CH
FR6 MH
FR7 MH
FR8 MH

NFR3

FR1 MH
FR2 CH
FR3 SH
FR4 CH
FR5 CH
FR6 MH
FR7 MH
FR8 MH

Table 6

Importance weights for NFR
NFR MoSCoW
NFR1 MH
NFR2 SH
NFR3 SH

Table 7

Prioritization scores for FR
FR Score
FR1 15,093
FR6 15,093
FR7 15,093
FR8 15,093
FR3 13,685
FR4 8,928
FR2 8,346
FR5 7.270

4.4 Additional Secondary Requirements.

In this section, additional design requirements are dis-

cussed that, due to their nature, do not lend themselves

to be evaluated using the MoSCoW for SRP method. Ex-

amples of these requirements are visual elements, such

as additional cues, but also more general requirements

that do not describe functionality within the system.

Additional requirements that will arise during further

phases of the design process will also be listed here.

ASR1: Implementation of some form of user authentica-

tion

Implement a (secure) method of identi�cation in

order for operators to access their personaly cus-

tomized dashboard and manage their settings.

While implementing this feature we have to keep

in mind that due to the conditions in which the

system is to be deployed, biometrics are not suit-

able, and physical access tokens are not desirable

either, as these can get lost, break, or left at the

terminal. As no sensitive data is to be stored on
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4.5 Implementation Requirements

the system, and there really is no incentive for a

user to pretend to be a different operator, a simple

4-digit PIN should suf�ce.

ASR2: Include visual cues related to tasks (icons)

Including icons within bars in the timeline visu-

alization will allow operators to quickly identify

the nature of an intervention, without the need to

look up additional details. These icons need to be

checked for their explain -ability and need to be

consistent in the entire system.

ASR3: Allow for feedback if an intervention was not ex-

ecuted within the predicted timeframe.

As discussed before, both stakeholders and a line

manager were strongly opposed to “giving a per-

formance score” to operators. However, both par-

ties felt that some form of feedback could still be

bene�cial, but needs to be presented in such a

way that the user will not feel he or she is be-

ing evaluated based on performance. One pos-

sible solution we came up with to mitigate this

potential issue is to extend the predicted interval

for an intervention past the suggested latest exe-

cution time to the point the intervention was ac-

tually executed. This way, there is still feedback

to the user, and delayed intervention can be an-

alyzed, but the inducement of negative emotions

can be minimized or prevented. After further dis-

cussion based on design 1.1, we opted to not im-

plement this feature from the beginning, rather

than pointing it out as a possible solution may the

need for this feedback arise. Based on feedback,

it was also concluded that if this feature were to

be implemented, it should be done in a differ-

ent view from the main operator's home view, so

as to not cloud the main purpose of the system,

which is to aid in the planning of interventions.

Adding more and more additional information

to the graphic will complicate reaching this goal,

which is something that should be avoided.

4.5 Implementation Requirements

In order to implement the proposed system, the follow-

ing software implementation requirements (SIR) have to

be met. These requirements are mostly related to being

able to extract the necessary data to feed the system.

SIR1: Extract operations to be executed on materials.

To allow the system to extract expected interven-

tions, it needs to be fed with the operations to be

executed on materials that are currently on the as-

sembly line. This data includes, but is not limited

to:

• Material properties, such as height, thick-

ness, length, and current rotation.

• What diameter and locations of holes to be

drilled?

• The locations of saw cuts.

• The location of plasma cuts.

• All other machine operations.

SIR2: Extract operation lists of machines.

To make a more accurate prediction once a ma-

terial has entered a machine, its automation list,

containing all the operations by that machine,

and possible tool changes, should be pushed to

the system. This way, the accuracy of the time

window of a predicted interval can be improved.

SIR3: Push machine states.

To expand upon the system and show an opera-

tor an overview of all the current statuses of ma-

chines in a singular overview, it could be bene-

�cial to also push machine states to the system.
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5 Stakeholder Interviews

This, however, is not a requirement to predict in-

terventions. Within VSC, this is currently done

using the MQTT-protocol.

SIR4: Implement a database.

In order for the system to save and retrieve inter-

vention information, a database is recommended.

After some research, we recommend an Object-

Oriented-Database, such as MongoDB. Using an

OOD-schema, each interval can be a single entry,

storing all necessary information about said inter-

val.

5 Stakeholder Interviews

To have a clear idea of what manual interventions arise

during an assembly process, or other processes that con-

tain machines linked in a production line, stakeholder

interviews were conducted with operators from differ-

ent companies. The �rst few interviews were held at

customers of Voortman, to limit ourselves to the steel

manufacturing industry and to get a more in-depth look

into the interventions used for our case study. Inter-

views at companies located in a different industry were

conducted later on when a more polished initial design

is available to see how the reported approach would

transfer to other industries. The interviews were open-

ended, allowing the operator to express their needs and

�aws with the current system as they saw �t. We limited

ourselves to 3 main questions, and a few conversation-

steering questions if an interview drifted too far off-

topic. These interview questions can be found in Ap-

pendix B.

5.1 Encountering Interventions

All operators were conformable about how they noticed

when an intervention is necessary. Atop of the machines

produced by Voortman is a light pole that can be in

a few states, where the most applicable to our case is

blue, which means the machine is in need of an opera-

tor. Other cases can be green, meaning that the machine

runs automatically, �ashing green, ready for start, yel-

low for a safety interruption and red for the machine

being down.

Depending of the context in which operators work,

if they have other task or responsibilities, the operator

was not always directly aware of the state of these light

poles. An operator that only tends to machines is more

focused on the state of all the machines, as opposed to

an operator that also has logistical tasks such as load-

ing or unloading material. Furthermore, depending on

the layout of the production line and other responsi-

bilities, the whereabouts of an operator can differ sig-

ni�cantly when a machine needs intervention. These

whereabouts can either be at other machines the oper-

ator is tending to, which impact is greater if a large pro-

duction line is deployed, or other locations in the pro-

duction facility dependent of the operators' responsibil-

ities.

As for most companies where operators where inter-

viewed, there is some form of segregated responsibility

for machines where one operator will tend to machines

in the �rst section of the line, and a second operator to

the last section. However, both operators will execute

intervention on all machines if they notice a machine

is not tended to quickly enough, independently on why

the operator that should be responsible for that machine

is not acting upon the intervention. This segregation is

not present when a company only has a few machines

con�ned in a small space, where a single operator is al-

ways close the control panel.
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5.2 The nature of interventions

5.2 The nature of interventions

Operators, depended on the type of machine they are

stationed at, reported a wide variety of possible in-

terventions that need to be executed. These can vary

from the cleaning of material or debris to consumable

changes, whether because a different tool is needed or

the tool has reached the end of its lifetime and needs

to be replaced, to the alignment of material on belts, to

ensure machines work accurately. Overall, consumable

changes were the most prominent, while also being the

type of intervention that is the most predictable. How-

ever, the nature of the consumable change can have a

signi�cant impact on the prediction, as there is no con-

clusive way to determine the end of life of a consum-

able without an element of human inspection. Opera-

tors noted that based on the kind of material, for e.g.,

its hardness, and thickness of the material has a great

deal of impact on a tool's lifecycle. Our system would

have to take all these factors into account in order to ac-

curately predict when a tool's lifecycle is actually over.

The current solution to this issue is that a machine will

simply keep track of how many operations a tool has ex-

ecuted and noti�es the operator when a certain thresh-

old is crossed. An operator, if he deems that the tool can

still be used, can override this, but has to do so every

successive operation that uses the tool.

Dependent of the context of the operator and the state

of the production line, (e.g. material is present in buffer

zones between machines), opinions varied about the im-

pact of interventions on the production process, as not

every piece of material has the same processing time.

This suggests that the location of the intervention and

the state of the production line does have to be consid-

ered in order to prioritize certain interventions over oth-

ers. As a rule of thumb, operators mentioned that they

would �rst tend to machines where the outfeed buffer,

the location where the materials processed by that ma-

chine go, is mostly empty. This is to ensure that any

machines doing further operations on the same pieces

of material will not also stop because of the preceding

machine being stopped. Therefore, taking priority of in-

terventions into account when designing our visualiza-

tion has become a crucial factor that is still missing in

preliminary designs.

5.3 Dealing with interventions

When an operator is executing an intervention, varied

materials can be required. These can range from con-

sumables themselves, to a variety of tools needed to in-

terchange consumables or clean materials. Operators

felt that providing details could streamline the interven-

tion process, especially for newer operators with little

experience. As mentioned before, different machines

can have different priorities regarding their interven-

tions. This also applies when interventions share the

same or overlapping time windows. Also, as mentioned

in section 5.1, operators have some unwritten rules of

who is responsible for what. As these differ from opera-

tor to operator, we can not model all their possible rules,

to assign tasks automatically. For all operators that had

different responsibilities in addition to tending to ma-

chines, interventions had a higher priority over their

other tasks and were executed as soon as feasible.

6 First Prototypes

In order to get a conversation �owing about design re-

quirements and to get a better understanding on what

is desired by the stakeholders, some Lo-Fi prototypes

were created. These designs include some basic navi-

gational functionality, but are not using any data. The

main focus of these designs are layout, representation

and functionality.
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6.1 Prototypes

6.1 Prototypes

In this section, design choices for the �rst prototypes are

discussed. Afterwards, the prototype are evaluated to

see what changes are desirable.

6.1.1 Layout

For the �rst design, a top-down approach was chosen

with modularity in mind. This means that a line oper-

ator could have a central location within a workshop,

e.g., a factory that has multiple assembly lines, and can

have a complete overview, selecting lines, machines and

machine speci�c consumables. Due to the large variety

of the machines, the last few layers can differ across the

machines selected. A drill for instance will have mul-

tiple consumable drivers, in this case local storages, in

which a multitude of drills can be present. A saw, on the

other hand, will just have a single consumable.

Figure 10

Prototype 1 layout

6.1.2 Visualization strategies

As this is just a �rst prototype, very basic visualiza-

tion strategies where implemented. For the expected

interventions, a compounded timeline is displayed with

marks on places where an intervention is to be expected.

Hovering over one of these markers would show ba-

sic information regarding the intervention. Lines, ma-

chines and consumable drivers are annotated with an

exclamation mark if they required immediate or rather

soon attention from an operator. Selecting a line or ma-

chine would update the timeline to only show expected

interventions speci�c to the current selection. Diving

deeper into the system by selecting, for instance a con-

sumable driver, a detailed overview can be viewed of

the current status of the selected object.

Figure 11

Workshop overview containing production lines

Figure 12

Line Overview containing machines

A great deal of useful feedback was received of the

�rst preliminary design. These will be discussed in

further detail in the design requirements, but a global

overview is given here as they form the basis for the
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Figure 13

Machine Overview

Figure 14

Consumable driver overview (3 Drill units) for a machine.

Figure 15

Detailed overview of a single consumable driver.

second Lo-Fi prototype. The feedback below was given

by supervisors and other stakeholders, such as software

engineers.

• The layout can be changed to exclude the workshop

overview as an operator is typically only assigned

to a single line, reducing the amount of information

that needs to be ingested by the user, improving the

clarity of the dashboard.

• In addition to the compounded time line showing

all interventions, machine speci�c timelines should

be readily available.

• The current design lacks time windows, and what

to do in case of an overlap.

• Instructions and/or advice should be more readily

available to the operator, decreasing the number of

actions an operator needs to execute in order to ac-

cess this information.

• An operator should be able to have a more personal

overview, only showing interventions that are rel-

evant to the user. A subscription-based method

could be applied to facilitate this.

6.2 Second prototype

Based on the �rst prototype and its accompanied feed-

back, a second prototype was created. This proto-

type will have more distinguished features, a better

overview, and provides more detailed information.

6.2.1 Layout

Different system views have been moved to a side menu

that will always be accessible for easy navigation. In this

menu, an operator can navigate to the following screens;

• Operator Home (User speci�c system overview)

• Line Overview (Complete system overview)

• Machines (Machine overview and states)

• Assigned tasks (See all assigned tasks and manage
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subscriptions to speci�c machines)

As a workshop rarely consists of more than one assem-

bly line, the workshop overview was omitted, and the

entry point of the visualization dashboard was changed

to a user-speci�c line overview, annotated as “Home”.

In this overview, the operator will see a visualization

speci�c to him/her. (�g. 16)

6.2.2 Visualization strategies

As the main focus was put on the general layout and

functionality regarding the feedback of the previous

prototype, the visualization strategy hasn't evolved,

with the exception of the implementation of a card sys-

tem.

Figure 16

Operator home

In the line overview (�g. 17, �g. 18), an operator can

see all tasks, regardless of being assigned to the cur-

rently identi�ed user. In addition to this, a card sys-

tem was implemented to give more detailed informa-

tion regarding upcoming interventions. These cards are

in chronological order of expected interventions as seen

in the compounded timeline. Furthermore, these cards

will allow operators to assign the listed task to them-

selves (checkmark), release it back into the pool of unas-

signed tasks (return symbol), or see to whom the task

was assigned. The task can also be discarded if deemed

unnecessary (X). The compounded timeline can also be

expanded to view a timeline per machine in the assem-

bly line, allowing for an easy overview of what has to

be done, at what time, and at which machine.

Figure 17

Line overview

Figure 18

Line overview with an expanded timeline

In the machine view (�g. 19, �g. 20), an overview is

given of all machines in the assembly line, their current

states, events at the machine, and other useful infor-

mation that might aid the operator in making a main-

tenance or intervention decision. A score represent-

ing intervention ef�ciency can also be displayed based

on the number of interventions completed before their

prospected deadline.

In the task allocation view (�g. 21), an operator can
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