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ABSTRACT

Visualization of blood flow in brain vessels is crucial for neurovascular disease patients, including
the evaluation of ischemic stroke treatments. X-ray Digital Subtraction Angiography (DSA) is the
standard imaging modality used for this purpose. So far, visual inspection is the primary way to
assess DSA series. Due to the high temporal resolution of DSA, it holds great potential in facilitating
quantitative assessment of cerebral hemodynamics. Various parametric perfusion images have been
generated from DSA based on temporal blood flow characteristics. This technique is commonly
referred to as perfusion DSA. Such parameters include cerebral blood volume (CBV), cerebral blood
flow (CBF), time to maximum (Tmax), and mean transit time (MTT) and can be generated using
deconvolution techniques. To obtain these deconvolution-based images, an arterial input function
(AIF) is extracted from the internal carotid artery (ICA) region of interest. However, current perfusion
DSA methods require manual annotation of the ICA. In this work, a supervised deep-learning model
for semantic ICA segmentation was trained. Subsequently, an automated application was developed
to generate perfusion DSA images. The results of quantitative statistics indicate that there is no
significant difference between using the automated application that utilizes the Al segmentation model
and the manual annotation method. These findings suggest that this application framework may offer

important benefits in clinical practice and future research.

1. Introduction

Cerebrovascular diseases, such as ischemic stroke caused
by blood vessel blockage, stenosis or aneurysm, are major
contributors to global mortality and long-term disability
(Roth et al., 2020). Ischemic stroke is the most prevalent
type of stroke and develops when there is an obstruction
in an artery of the brain. This occurs when a blood clot
blocks blood flow to the brain, causing tissue damage and
neurological issues (Venema et al., 2017). Endovascular
thrombectomy (EVT) improves outcomes in patients with
acute ischemic stroke by restoring blood flow to the affected
area of the brain (Goyal et al., 2016). This involves injecting
a contrast agent into the brain vessels to enable accurate
imaging and identification of the blockage location (Berkhe-
mer et al., 2015).

Digital Subtraction Angiography (DSA) is the primary
imaging modality used for evaluation during endovascular
treatment. In this minimally invasive treatment, a catheter
is guided towards the occlusion after which the occlusion
is removed (Su et al., 2023). DSA involves capturing a
series of actual X-ray images. Subsequently, DSA images
are generated by taking one image before the injection of
the contrast agent and then subtracting this image from a
series of images taken after the contrast agent has been
injected (Ovitt et al., 1979). This process helps to visualize
the blood flow within the brain and exclude any unrelated
background elements (i.e., skull) from the images. DSA
images are captured in quick succession, enabling the visu-
alization of the contrast agent’s movement through the blood
vessels. By tracking the intensity values, across the series of

images, time-intensity curves (TICs) can be generated. This
is used to provide information about the temporal changes
in contrast agent concentration within the DSA sequence.
The arterial input function (AIF) refers to the average TIC
of a single artery that contains contrast intensity values.
Parameters such as the AUC (area under the curve), peak
concentration, and TTP (time-to-peak) can be automatically
obtained from TICs. On the other hand, to provide quantita-
tive measurements of other hemodynamic parameters, AIF
can be used to compute additional perfusion parameters.

Perfusion DSA is therefore a concept that involves con-
structing perfusion images from DSA data (Su et al., 2023).
Studies have shown that parametric images can provide
quantitative information about cerebral hemodynamics and
can aid the visual assessment of treatment (Strother et al.,
2010; Scalzo et al., 2016). In this work, the internal carotid
artery (ICA) is selected as the input artery in order to extract
the AIF curve, as it is a vessel used frequently for contrast
injection. Subsequently, by employing deconvolution tech-
niques, perfusion parameters such as cerebral blood flow
(CBF), cerebral blood volume (CBV), mean transit time
(MTT), and time to maximum (Tmax) are computed for
visual interpretation and quantitative analysis.

Current perfusion DSA methods require manual anno-
tation of the ICA to extract the AIF (Scalzo et al., 2016).
This is time-consuming. In this work, a supervised deep
learning model is developed for the automatic semantic
segmentation of ICA, from which the AIF is extracted.
Subsequently, deconvolution-based perfusion DSA images
are obtained. The outcome is an automated framework that
takes a DICOM DSA series as input and generates perfusion
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images. The framework is evaluated using a national multi-
center DSA image dataset. Furthermore, experiments are
carried out to improve the segmentation model and generate
comparative statistics. These statistics are used to investigate
the performance of the automated segmentation model in
comparison to manual annotation, as well as to identify
future enhancements for the application framework. To the
best of our knowledge, this is the first automated end-to-
end framework for perfusion DSA generation. Therefore,
a comparison with another method is not available in the
current literature.

The subsequent sections of this paper are structured as
follows: Firstly, the methods used in this work are described
in Section 2. Then, in Section 3, the experiments conducted,
the dataset used, the annotation process, and the evaluation
metrics are presented. The results obtained from the exper-
iments are presented in Section 4, followed by a discussion
in Section 5. Finally, the paper concludes with a summary of
the main findings in Section 6.

2. Methods

In this work, an end-to-end framework application was
developed. The diagram in Figure 1 illustrates the overall
process of the automated application, including the main
operations involved in generating the perfusion parameter
maps. In order to generate the segmentation, it is necessary
to possess both the DSA DICOM files and an Al segmenta-
tion model (weights) file. After generating a MinIP image,
the Al segmentation model generates the ICA segmentation,
which is then combined with the DICOM series to extract
the AIF. From one DICOM series of DSA images, a MinIP

R l
)

Figure 1: Diagram illustrating the execution steps: 1. Generating the segmentation using MinlP and Al segmentation model file;
2. Extracting the AIF; 3. Using deconvolution algorithms, compute perfusion parameter maps.

image is generated. MinIP stands for Minimum Intensity
Projection, which is a technique used to create an image
that displays the minimum pixel intensity value from a stack
of images. The pixel values of MinIP are the minimum
pixel values along the time direction of the DSA image
series. Having the extracted AIF values from ICA, using
deconvolution-based algorithms, the color-coded parameter
images are obtained. This application allows for the gen-
eration of parameter maps for multiple patients (multiple
DICOM files as input).

The subsections include Section 2.1, which describes the
Al segmentation model, and Section 2.2, which details the
process of obtaining perfusion DSA images.

2.1. Al segmentation model

The segmentation model was trained using a standard
deep learning network, U-Net (Ronneberger et al., 2015).
The network (Figure 2), takes DSA MinlP Images as input.
Rather than using DSA frame images, MinlP is used to
enhance the visibility of blood vessels. Hence, MinIP images
are employed for spatial encoding and decoding in a U-
shaped design, comprising five downward layers (yellow
boxes) and five upward layers (green boxes). The architec-
ture of each layer is made up of double-convolution blocks
that apply instance normalization and ReLU activation. The
contracting path uses max pooling while the expanding path
uses bilinear upsampling. The number of feature channels
starts at 64, doubles after each max pooling operation, and
halves after each bilinear upsampling operation. The loss
function is defined as a combination of cross-entropy loss
and a Dice loss (Kervadec and de Bruijne, 2023).
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Figure 2: Network architecture for ICA segmentation in DSA: Input is a MinlP image and the output is a two-channel segmentation
image with black representing the background and white representing the mask. Adapted from Su et al. (2022).
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2.2. Computing deconvolution-based images

Commonly used perfusion DSA parameters, such as
CBF, CBV, MTT, and Tmax, offer valuable insights into
microvascular hemodynamics in brain tissue. Therefore, per-
fusion parameters can be used to assess the severity of
ischemia (Gaillard, 2023).

CBF, short for Cerebral Blood Flow, measures the vol-
ume of blood that passes through a specific brain region per
unit of time. CBF is crucial because it provides valuable in-
sights into brain health and function (ScienceDirect, 2023).
However, CBF in a specific region of brain tissue cannot be
estimated based on the contrast agent concentration curve
alone. Instead, the concentration curve should be considered
in conjunction with the time-dependent curve of the contrast

while MTT is calculated as CBV/CBF, where CBV is determined as the AUC (light green).

agent’s entry or exit from the tissue, known as the AIF
(Liebeskind et al., 2019).

CBY, or Cerebral Blood Volume, complements CBF by
providing information about the amount of blood present in a
specific area of the brain. It is essentially a measure of blood
storage within the brain’s vascular system. Understanding
CBYV helps in diagnosing conditions like brain tumors and
vascular malformations (Wintermark et al., 2005).

MTT, which stands for Mean Transit Time, is a pa-
rameter that quantifies the average time taken by blood
to pass through a given region. It is an important metric
when assessing the efficiency of blood flow within a tissue.
Deviations in MTT can indicate problems such as ischemia
or impaired blood circulation.
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Tmax, or Time to Maximum Enhancement, focuses on
pinpointing when a particular tissue or region receives its
maximum blood supply. This parameter is particularly useful
in identifying areas of delayed perfusion, which could sig-
nify vascular obstructions or other medical concerns (Win-
termark et al., 2005).

An illustration of how these parameters are computed is
shown in Figure 3. You may refer to Fieselmann et al. (2011)
and Brix et al. (2010) for mathematical derivations.

3. Experiments

3.1. Dataset

The data used is from the MR CLEAN Registry (Jansen
etal., 2018), a multi-center (16 centers) observational cohort
study of acute ischemic stroke patients in the Netherlands
between March 2014 and December 2018. The DSA frame
images are 1024 x 1024 pixels, acquired on various systems
(Philips, GE, Siemens) at 0.5-4 frames per second over 10-50
frames.

The ICA segmentations were manually created in MeVis-
Lab (Heckel et al., 2009) using an in-house tool that uses the
region-growing technique. The annotation was done for 150
random patients including both AP and lateral views. An
example of how the masks were created is shown in Figure
4. A radiologist supervised the creation of these masks, and
they are used as a reference in this work.

MinIP Mask
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Figure 4: The figure shows masks created for one patient for
the anterior-posterior (AP) and lateral view. Segmentation was
performed on DSA MinlP images. The top boundary of the
mask is highlighted in yellow on the MinlIP image.

3.2. Implementation

The automatic application is implemented in Python
and the segmentation model was implemented in PyTorch
(Steiner et al., 2019).

As a pre-processing step for both, the automatic appli-
cation and the training of the segmentation model, all DSA
frames are left to their original size (1024 x 1024 pixels)

and the intensity values are normalized to [0,255]. For
the automatic application, there is additional pre-processing
made. The temporal resolution of the DSA frames is linearly
resampled to 1 fps to enable uniform analysis. Furthermore,
the code checks whether there is a frame time vector in the
DICOM header and if there is not, the patient is discarded
from the processing.

The segmentation model was trained on an NVIDIA
RTX A40 GPU. The dataset used is randomly split into
training (50%), validation (30%) and testing (20%) on the
patient level. Both orientations, AP and lateral views are
included in the dataset and randomly distributed into the
splits. The used optimizer is RMSpropo (Hinton et al., 2012)
with 0.9 momentum and weight decay set to 1078 The cho-
sen scheduler is ReduceLROnPlateau (Steiner et al., 2019),
with patience set to 10 epochs, 0.5 decay factor, and 1078
minimum learning rate. Early stopping is also implemented
which configures how long to wait (epochs) after the last
time validation loss improved. It monitors the validation
loss and stops training if the validation loss stops increasing
for 50 epochs. The best-performing model (see Section 3.4)
weights file is included in the automatic application for
predicting the masks.

3.3. Evaluation metrics

The best-performing ICA segmentation model is se-
lected by utilizing the Dice coefficient (Dice score), com-
paring the predicted masks generated by the model with the
reference annotated masks.

Comparative statistics are conducted to quantify and
assess the differences between using generated masks and
manually segmented masks for the computation of the perfu-
sion parameter maps. The Root Mean Square Error (RMSE)
between the extracted AIFs is calculated. Additionally, the
absolute differences between the pixel values of the perfu-
sion parameter maps are calculated, along with the absolute
percentage difference for each pixel value in a reference
parameter map (LLC, 2023). The percentage difference is
calculated as follows:

n-n
il

x 100 ey

where V, represents the pixel value generated from pro-
cessing the generated masks, and V) represents the pixel
value obtained from processing the reference masks. Finally,
differences in perfusion parameters are tested for statistical
significance using the paired t-test.

3.4. Experiment 1 - Data Augmentation

In the initial experiment, data augmentation was intro-
duced to the training set. This included applying horizon-
tal flips and "ShiftScaleRotate" transformations randomly
during training, each with a 0.5 probability. The rotation
was confined to a range of -10° to 10°, while the shift and
scale remained at their default settings of -6.25% to 6.25%
and -10% to 10%, respectively (Albumentations, 2023). The
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Table 1
Data Split experiment details.

Model Reduced Training Data Percentage | Training Set Size (patients) Init Learning Rates
Best-performing N/A 75 N/A
1 10% 67
2 20% 60
3 30% 53 s s e s
7 0% 5 107',1072,1073,107,1073,10°
5 50% 37
6 60% 30
7 70% 23

rotation parameter was adjusted to accommodate the vari-
ability observed in DSA images, but care was taken not to
over-rotate but to maintain realism in the training data. The
initial learning rate was set to 10~ for this experiment. The
goal of this experiment was to establish the best-performing
model for the Al segmentation model, using the validation
Dice score. Furthermore, the overall performance of the test
dataset is reported, taking into account the best-performing
model.

3.5. Experiment 2 - Data Split Analysis

In a second experiment, a Data Split Analysis (see Table
1) was performed to assess the need for acquiring more
data by investigating the impact of reducing the training
data. In this experiment, a certain percentage of data is ran-
domly subtracted from the initial set of training data images,
simulating scenarios with reduced training data. While the
training data was reduced for each set, the validation dataset
was kept the same with the best-performing model (see
Section 3.4). New models were trained using the reduced
training datasets while retaining the same architecture as the
best-performing model. Most of the hyperparameters were
also kept the same, but the initial learning rate was also
varied along with the reduced training sets. The impact of
reduced training data models on performance was analyzed
by visualizing them in relation to different initial learning
rates. The results are reported using the validation Dice score
and the standard deviation of the Dice score.

3.6. Experiment 3 - Post-processing

In some cases, the Al segmentation model can produce a
low Dice score because it incorrectly predicts multiple con-
nected regions. When visually inspecting these connected
regions, it becomes clear that the model has the potential
to provide a well-segmented ICA result. However, it can
still yield a low Dice score due to inaccuracies in predicting
additional regions. To address this, a post-processing script
was implemented in this experiment to consider only the
largest connected component among all generated masks.
The impact of this approach was quantitatively assessed by
examining the average mean Dice score for the test dataset.

3.7. Experiment 4 - Quantitative analysis
For the quantitative analysis, 63 DSA sequences from the
test dataset, with a valid frame time vector in the DICOM

header, were selected. ICA segmentations were generated by
the best-performing model chosen in Section 3.4. A quanti-
tative approach is employed to investigate the differences in
generated perfusion parameters when utilizing the generated
masks in comparison to the reference masks. The compar-
ative statistics are first made at the level of AIF curves,
calculating the RMSE between these curves. Next, for the
perfusion parameters, the absolute differences between the
pixel values in the generated and reference parameter maps
are computed, as well as the absolute percentage change
for each individual pixel in the reference parameter maps
(Equation 1). Percentage change maps yield extremely large
values for extremely low pixel values. Thus, when reporting
percentage change, pixel values lower than 0.01 are adjusted
to 0. For statistics, the mean absolute difference and mean
absolute percentage are reported for each DSA sequence
based on Dice coefficients. Achieving a low RMSE, mean
absolute difference, and mean absolute percentage change is
crucial to accurately quantify the perfusion images. Finally,
a paired t-test was performed to determine the statistical
significance of perfusion parameters. The expectation was
that there would be no significant difference between using
automated segmentation masks and manual segmentation.

To visually compare the generated and reference param-
eter maps, you can find the absolute difference maps for three
patients in the Appendix (refer to Figure 11).

4. Results

4.1. Experiment 1 - Data Augmentation

Figure 5 displays the results for the ICA segmentation
predicted by the U-Net on the test dataset. The mean Dice
achieved for this dataset was 0.875 with a standard deviation
of 0.126.

Applying data augmentation increases efficiency. The
model that applies horizontal flip and shiftscalerotate is the
best-performing (Table 2).

4.2. Experiment 2 - Data Split Analysis

The results of the data split experiment are presented
in Figure 6. Based on the findings, it cannot be concluded
that a significant increase in performance can be achieved
by adding more patients to the training dataset in steps of
10%. In relation to the initial learning rates, fluctuations in
performance are observed more often when the reduction
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Figure 5: Figure showing ICA segmentation results of U-Net. a: the MinlP image; column b: the reference annotation of ICA;
column c: segmentation output of the U-Net model; column d: the error map of U-Net showing the false positives with orange
and false negatives with blue. In the top row, the maximum Dice score performance is shown. A Dice score closer to the mean is
shown in the middle row, and the minimum Dice score performance is displayed in the third row.
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Figure 6: Data Split Experiment results. Performance is reported on the mean validation Dice score and mean validation standard

deviation Dice score.

Table 2

Data Augmentation results reported on the validation Dice
mean (column 2) and validation Dice standard deviation
(column 3).

Model Val Dice Mean | Val Dice Std
horizontal flip 0.905 0.089

+ shiftscalerotate

horizontal flip 0.891 0.104

no augmentation 0.889 0.099

in training data exceeds 30%, particularly for learning rates
higher than 1073,

4.3. Experiment 3 - Post-processing

Before implementing the post-processing step, the av-
erage Dice coefficient for the test dataset was 0.875. How-
ever, after applying the post-processing step, which involves
selecting the largest connected region in the generated seg-
mentation masks, the mean Dice coefficient decreased below
0.875 due to a worst-case scenario. Figure 7 illustrates both
a favourable and an unfavourable scenario. It was noted that
such worst-case scenarios can occur when using this post-
processing step. Nevertheless, if we exclude the specific
patient from the processing, the mean Dice coefficient for
the test dataset increases to 0.882 after post-processing.

Page 6 of 11



a. MinIP b. Reference c. U-Net d. Error Map

Bl o
Good-case X ¥
scenario: ; fé
Dice improved to Sy oy
0.877 el lee . |
R asl .
Dice: 0.756
a. MinIP b. Reference c. U-Net d. Error Map
Worst-case L
scenario: e
(IZ))lce decreased to Vs
5N
Lol ool sl
[ TP iy 3t KN [yay 3z Ky 4
Dice: 0.380

@ cAoverlay @ False positive @ False negative

Figure 7: Good-case scenario and worst-case scenario in the post-processing experiment. With yellow is encircled the largest
connected region considered after post-processing. Columns a. to d. are explained in Figure 5.
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Figure 8: Figure showing differences between using generated masks and manual masks: a. The mean of absolute differences
(y-axis) in perfusion parameters related to the Dice Score on the x-axis. Outliers encircled with yellow for a Dice greater than
0.8; b. The mean absolute percentage change (y-axis) for each perfusion parameter, related to Dice intervals (x-axis).

oos . 4.4. Experiment 4 - Quantitative analysis
In Figure 8a, it can be observed that predictions with a
Dice score above 0.8 exhibit notably low mean absolute dif-
0.06 ferences across all perfusion parameters. This observation is
o reaffirmed in the barplot (8b), which also shows that the pre-
§o,o . dictions with a Dice score exceeding 0.8 have mean absolute
e« . percentage changes below 10%. Furthermore, this pattern is
. . evident in Figure 9 as well, where overall low RMSE values
0.02 o v are obtained for a Dice higher than 0.8. However, it’s worth
. noting some outlier values encircled with yellow in Figure
0.00 8a and Figure 9. Upon closer examination of these outliers, a

03 04 05 06 07 08 09 10 specific pattern was identified. Figure 10 shows a low-high-
Dice Score low (LHL) intensity pattern. This suggests that even if the
Figure 9: RMSE between the extracted AlFs related to the Dice score is higher than 0.8, the Al segmentation model
Dice Score. Outlier encircled with yellow. can especially be improved for these examples.
Ultimately, Table 3 shows that the difference between us-
ing generated and reference masks is not significant (p>0.05)
for the generation of all perfusion parameter images.
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Table 3

Paired t-test. The analysis was performed on the 63 DSA patients considered for the quantitative analysis. The predetermined
significance level is set to 0.05. Al Mean is the mean computed for each perfusion parameter obtained using the generated ICA
masks. Manual Mean is the mean computed for each perfusion parameter obtained using manually created ICA annotations.

Perfusion Al Mean Manual Mean Difference  T-Statistic P-Value Result
Parameters
CBV 0.337 0.342 -0.005 -0.700 0.487 No Significant Difference
CBF 3.740 3.869 -0.129 -1.139 0.259 No Significant Difference
MTT 0.110 0.110 0.000 -0.082 0.935 No Significant Difference
Tmax 0.180 0.178 0.002 0.782 0.437 No Significant Difference
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Figure 10: In the left side of the MinlP column, The Low-
High-Low (LHL) intensity pattern is zoomed in for proper
visualization. Columns a. to d. are explained in Figure 5.

5. Discussion

In this work, a fully automated deep learning-based
method for generating perfusion parameter images from
DSA images is proposed. First, an Al segmentation model
for ICA segmentation is trained and next, the best-performing
model weights file is included in the automated application.
The Al segmentation model is capable of taking multiple
MinIP images and output ICA segmentations.

The experiments performed for tuning the Al segmenta-
tion model proved that data augmentation is an added bene-
fit. The figure showing ICA segmentation results (Figure 5)
shows in the last row, the lowest segmentation Dice of be-
ing 0.309. However, this MinIP presents significant patient
motion. In the work of Su et al. (2021), a motion correction
algorithm was implemented with visible results. Therefore,
this algorithm can be integrated as a pre-processing step for
all/motion-related DSA frames before training. This could
lead to enhancements in the lowest Dice prediction. The
Data Split Analysis did not show that increasing the quantity
of the current training dataset in steps of 10% would result
in a notable better performance.

The quantitative analysis demonstrates that using the
Al segmentation model for generating ICA masks does
not significantly differ (paired t-test) from using manual
reference which is time-consuming to create. It can be noted
that the majority of randomly selected patients included
in the processing with an ICA segmentation Dice score
higher than 0.8 report a low mean absolute difference, mean
absolute percentage change, and RMSE. This indicates that
having segmentations with a Dice of at least 0.8 can be
good enough for generating promising perfusion parameters.
Furthermore, the quantitative analysis also suggests that fur-
ther enhancement is achievable by addressing the accurate
segmentation of LHL intensity patterns. These patterns were
identified as outliers in both the mean absolute difference
and RMSE graphs. One way to achieve this is by incorpo-
rating additional data augmentation during/before training,
such as utilizing a Generative Adversarial Network (GAN)
(Zhao and Bilen, 2021). This refinement is expected to result
in higher Dice scores for the current segmentations that
already exceed 0.8.

Applying the post-processing step of taking the largest
connected component shows some potential but it has a good
and worst-case scenario. The worst-case scenario would
make this approach unfeasible for automated processing. It
is noted that, in the good case scenario, a Dice score of 0.877
(from 0.756) can be obtained. This means that the potential is
there. If we also take into consideration the results obtained
from the quantitative analysis and discard from the process-
ing all the patients with a Dice score lower than 0.7, there is
a chance that patients who have an ICA segmentation score
between 0.7 and 0.8 can also be considered for processing.
However, a more thorough analysis is further required to
completely assess this.

This work employs the foundational U-Net as the Al
segmentation model’s architecture. It is worth noting that the
U-Net model may not be considered one of the most recent
and advanced models in the current literature. Newer state-
of-the-art networks, such as nnUNet (Isensee et al., 2020),
UNet++ (Zhou et al., 2018), and TransUNet (Jieneng Chen
et al., 2021), could potentially offer better performance than
U-Net which is based on the spatial features from MinIP
images.

Expanding on this research, from a clinical perspective,
the Al segmentation model demonstrates its potential to
adapt to different patients. Its implementation in clinical
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practice is highly valuable as it reduces the laborious manual
annotation of the ICA artery. This application could be in-
tegrated with a user-friendly graphical interface (GUI). An-
other viable approach worth considering is a semi-automatic
processing method. In this approach, radiologists can use
the automated tool to achieve accurate segmentation for
most cases, reserving manual intervention for more complex
scenarios. Although this would necessitate a more extensive
GUI, it could prove highly advantageous if the goal is to
implement this work in practice as soon as possible.

6. Conclusion

In conclusion, the automated deep learning-based appli-
cation for generating perfusion parameter images has been
found to produce results comparable to the manual-based
application, which is a time-consuming process due to the
need for manual segmentation of the internal carotid artery.
For most patients in the random test dataset, the automated
application shows minimal differences compared to its man-
ual counterpart. However, there is place for improvement in
the Al segmentation model. Additionally, pre-processing or
post-processing techniques can be added to further enhance
the performance of the automated application. Overall, the
automated application offers important advantages that may
prove valuable both in future research and in clinical prac-
tice.
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Figure 11: In this figure, the absolute difference on all perfusion images is reported for three patients: Patient 1 with the highest
Dice, Patient 2 with a Dice close to the mean and Patient 3 with the lowest Dice. Columns a. to d. are explained in Figure 5.

A. Appendix

Page 11 of 11



