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Section 1: Introduction 

An important human characteristic is the capacity to have meaningful interactions with other 

people (Onland-Moret et al., 2020). This skill is called social competence, and an alternative 

way to describe it is as the behavioural expression of one’s emotional and regulatory 

competences when interacting with others around them (Junge et al., 2020). There is a variety 

of reasons why social competence is so important. First of all, possessing a decent level of 

social competence is necessary in order to become a proper participant of society, as well as to 

reduce the risk of developing emotional and behavioural problems in the future (Onland-

Moret et al., 2020). Humans are social animals, and it is necessary to attain a set of social and 

communication skills in order to fulfil this need to socialize with others. One’s social 

behaviour in adulthood also originates from the socialization process during their childhood, 

so a lack of proper social competence during childhood can distort the desire of socialization 

both during childhood and later in life (Taleipour & Motlaq, 2021). Secondly, previous 

literature has shown that differing levels of social competence are related to expertise in other 

areas, in both the present and the future. An example given is that children that find it easy to 

develop relationships with peers, have a better chance of becoming healthy adults, which in 

turn is associated with better mental health and being a well-functioning member of society 

(Junge et al., 2020). Also, social competence tends to be a solid predictor of social and 

academic success. Furthermore, research has shown that indices of social competence are 

predictors of this competence level later in life. For example, social competence aspects such 

as peer acceptance remain mostly the same across childhood. Hence, understanding a child’s 

peer acceptance situation can aid in predicting the child’s competence level at a later point 

during childhood (Amrei, Shafiri & Taheri, 2020; Junge et al., 2020; Blandon, Calkins & 

Keane, 2010). So, it is clear that there are advantages to having a solid level of social 

competence. On the other hand, worse levels of social competence are associated with a range 

of problems. For example, aggressive behaviour is usually observed in such a situation, as 

well as peer rejection. Interestingly, these factors also seem to be linked, as attempting to end 

conflicts by means of anger or aggressive behaviour is linked to peer rejection. On top of that, 

lacking social competence is correlated with social anxiety and bullying (Junge et al., 2020). 

Given the importance of social competence as a human characteristic and the far-reaching 

implications it can have, many researchers have attempted to find out what leads to or affects 

social competence. Most studies on this topic seem to avoid using causal terms to describe the 

relationship between predictors and the outcome. A possible reason for this is that 
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confounding1 is an important consideration in observational studies, and inferring causality 

from such studies with certainty is not an easy task. It requires a specific set of assumptions to 

be met, and there is still a possibility that unobserved confounders influence the relationship 

(Ananth & Schisterman, 2017; Imai et al., 2011). Most studies focus on predicting social 

competence using a predictor or set of predictors. Despite not aiming to identify causal 

relationships, such prediction studies still provide valuable information about the association 

between (a set of) variables and social competence. This can serve as an initial step in the 

process of understanding the mechanisms that lead to a certain level of social competence. 

Also, it is possible to shape someone’s social competence level using interventions (Junge et 

al., 2020). Hence, being able to predict whether someone is at risk of having a lower social 

competence level could allow those interventions to be used to help them boost their 

competence level. 

From the available studies, several predictors have been identified. In a preschool-focused 

study by Diener & Kim (2004), child-related characteristics such as age, temperament2, and 

level of self-regulation3, as well as maternal characteristics such as affection and separation 

anxiety, were identified as predictors of social competence. Furthermore, the interaction 

between a child’s level of self-regulation and their susceptibility to anger is a predictor of 

prosocial behaviour, which is an important aspect of social competence in the YOUth cohort 

study (Diener & Kim, 2004; Onland-Moret et al., 2020). Other studies have similarly found 

that a child’s characteristics and their parents’ parenting styles are predictive of the child’s 

level of social competence (Blandon, Calkins & Keane, 2010). However, this does not seem 

to always be the case, as for example the implications of a mother’s level of parental control 

on the child’s social competence level may differ depending on the child’s externalizing 

behaviour4 and weak ability to manage their emotions during the toddler phase (Blandon, 

Calkins & Keane, 2010). A different study puts more emphasis on the social environment and 

peer relations as predictors of social competence. In particular, those are the personal 

relationships between the child and their peers, the child and their teacher and the classroom 

climate. Peer relationships enable the child to practice social behaviour and develop social 

skills, while also satisfying their sense of belonging, and a good relationship with the teacher 

 
1 A confounder is defined as a variable associated with the predictor and outcome, that also occurs prior to the 

predictor (Assimon, 2021). 
2 Temperament is often described as the occurrence and intensity of negative emotions (Diener & Kim, 2004). 
3 Self-regulation refers to managing one’s emotions, behaviour and impulses (Onland-Moret et al., 2020). 
4 Externalizing behaviour refers to anti-social behaviour that violates the social norms or behaviour that tends to 

be harmful towards other people (Kauten & Barry, 2020). 
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can encourage the development of social competence. The teacher is also responsible for the 

classroom climate, as they can regulate the structure and atmosphere in the group (De Swart 

et al., 2022). Finally, participating in after-school programs has been identified as a possible 

predictor of social competence, due to those programs providing an environment wherein 

students can engage with each other (Shernoff, 2010).  

Overall, the prediction studies seem heavily focused on young children, which is 

understandable due to the far-reaching implications of social competence on the present and 

the future, as well as indices of social competence being predictive of one’s social competence 

level in the future (Amrei, Shafiri & Taheri, 2020; Junge et al., 2020; Blandon, Calkins & 

Keane, 2010). In this thesis, a similar research will be performed using the YOUth cohort 

study data, which has been conducted in Utrecht and surrounding areas. The motivation 

behind that cohort is finding out how the development of social competence and self-

regulation in children is shaped by the interactions between biological, psychological and 

environmental processes. Not much is known about that yet, as studies generally focus on one 

of these aspects at a time (Onland-Moret et al., 2020). Participants in the YOUth Baby & 

Child cohort are followed from pregnancy until around eight years old, and different types of 

data are obtained over the years (e.g., MRI scans, questionnaires, computer tasks, tests 

performed by a professional at the test centre). The data collection process in this study 

resulted in the accumulation of a large variety of data, which makes it a proper data source for 

the development of prediction models using these different biological, environmental and 

general child factors (Onland-Moret et al., 2020). 

The overall goal of this thesis is to get a better understanding of what leads to different levels 

of social competence, as it is an important characteristic, and the implications can be far-

reaching. From a data science perspective, an attempt will be made to find a subset of 

predictors in the YOUth cohort data that can best predict social competence of six-year-old 

children. As said before, it is hard to make accurate causal statements using observational 

data, but prediction studies by themselves still provide valuable information about the 

associations between (a set of) variables and social competence, which could be used in future 

studies to create causal hypotheses and test them empirically.  
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Section 2: Data 

Section 2.1: About the data 

The data made available for this thesis consist of 104 questionnaires, 216 supplements and the 

Peabody-Picture vocabulary task, which is a common computer task that is used for 

evaluating a child’s vocabulary size with respect to their age (Onland-Moret et al., 2020). 

YOUth also has other types of data, such as MRI scans, but those are not available for this 

project. Regardless, the available data is still quite varied, as the questionnaires cover many 

different topics. A few examples would be the child’s behaviour, social skills, and hobbies, as 

well as the child’s biological information and parents’ characteristics. The questionnaires are 

split into multiple age groups from birth up to around six years old. After the first year the age 

measurements will not be exact, and will be depicted as “around three years old” and “around 

six years old”. The six-year-olds in particular are the focus of this thesis. The dataset that is 

used to measure the social competence level of that group is the Dutch version of the 

Strengths and Difficulties Questionnaire (SDQ) (Onland-Moret et al., 2020). Screening 

instruments such as this one have an important place in child mental health care and research, 

as they try to measure the types and severities of psychosocial problems and strengths (Stone 

et al., 2015). Even though a common SDQ questionnaire consists of five sub-questions, only 

the subscales “prosocial behaviour” and “peer problems” have been used in the YOUth cohort 

study (Onland-Moret et al., 2020; Youth in Mind, n.d.). For each sub-question, the possible 

answers are “not true” (1), “somewhat true” (2) and “definitely true” (3). Table 1 shows the 

exact sub-questions. Depending on the positive or negative connotation of the question, the 

results of each sub-question within a subscale are added up or subtracted to form final 

subscale scores. Whether the two separate subscales are meant to be combined is unsure; 

commonly the scores of the “prosocial behaviour” scale are not combined with the other 

subscales (Bøe et al., 2016). For that reason, these two subscales will be analysed separately 

from each other. 
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Prosocial behaviour Peer problems 

Considerate of other people’s feelings Rather solitary and tends to play alone 

Shares easily with other children Has at least one good friend 

Helpful when someone is hurt, upset or sick  Usually liked by other children 

Kind to younger children Picked on or bullied by other children 

Commonly volunteers to help others  Can get along better with adults than peers 

 

Table 1: sub-questions of the SDQ questionnaire 

A group of 17 different datasets focused on six-year-old children has been selected for 

prediction purposes. This collection contains a variety of data, and just like in the overall 

YOUth data, it contains child-specific, environmental and biological data. For the description 

of each set, please see Appendix A. The key consideration for choosing these datasets 

specifically is data missingness, which is a problem that may result in an array of issues, 

particularly the reduction in performance, data analysis issues and obtaining biased model 

outcomes (Emmanuel et al., 2021). Of the 320 available datasets, 264 (82.5%) have zero 

comparable subjects with the outcome dataset, rendering them unusable. Of the remaining 

sets, the average percentage of intersection is 96% for the ones that focus on six-year-olds, 

outside of a few outlier supplements. This selection process serves as a way to at least avoid 

having too many completely missing rows for questionnaires and supplements at the start of 

the study already, and especially because datasets may have various amounts of missingness 

already. Regardless of this choice, there is still a variety of datasets to be used for prediction. 

It is important to note that the YOUth data is sensitive, and access to the data requires explicit 

permission by the owners of the data, as well as a login code to an external environment 

named SANE. For ethical reasons, the individual subjects will not be mentioned or shown at 

all in this document. The figures and tables show aggregate information, and cannot be traced 

back to the individual. 
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Section 2.2: Data preparation 

Each dataset will go through a series of pre-processing steps. The most important 

considerations are discussed here, and the less important ones (e.g., dataset format, dataset-

specific metadata) can be found in Appendix B. Note that these three major considerations 

will be applied after each other in the pre-processing phase, as the first two focus on retrieving 

usable variables, whereas the third one focuses on filling in the missing values of variables 

obtained in the previous two steps. 

The first major consideration is missingness, which was already discussed in the previous 

section as a problem that may result in different problems (Emmanuel et al., 2021). As simple 

imputation techniques like median and mode imputation will be used to tackle this 

missingness problem, the mean and deviation of the variables may be biased, and correlations 

can be affected (Zhang, 2016). Especially once the amount of missingness for a variable gets 

higher, these imputation methods will heavily affect the variable’s usefulness. Hence, the 

decision has been made to discard variables with more than 25% missingness. This number is 

a bit arbitrary, but it seems already quite generous when some studies suggest to only use it 

when the percentage of missingness is below 10% for a column (Tsikriktsis, 2005). As will be 

discussed soon, almost every resulting variable from the pre-processing process has less than 

10% missingness, so the imputation techniques will not be too invasive. 

The second major consideration is zero-variance and near-zero-variance variables. A zero-

variance variable is by definition not helpful for prediction tasks whatsoever, and can actually 

cause many models to outright fail. On the other hand, having near-zero-variance variables 

may result in issues when using sampling techniques, such as cross-validation, as an unlucky 

sample may result in such a variable ending up with zero variation in one of the samples 

(Kuhn, 2008). Variables that show zero- or near-zero variance will be discarded, and Kuhn’s 

criteria will be used to determine whether a variable belongs to the latter. He suggested that a 

predictor may be near-zero variance if the percentage of unique values in the column is less 

than 20%, and the ratio of the most to second most frequent value is more than 20 (Kuhn, 

2008). An example would be a feature with 100 rows, of which 98 have the value X, and 2 

have the value Y. There are almost no unique values, and the ratio of the most to second most 

frequent value is 98 / 2 = 49. There is a real likelihood that a sample of this variable will show 

zero variance, as it may include only the value X. 
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The final essential consideration is imputation, which was already briefly discussed in the first 

major pre-processing step. The imputation process involves replacing the missing values of 

the categorical variables with the mode, and the numeric variables with the median. An 

advantage of these methods is that they can be applied quite easily, but a notable downside is 

that they can bias the mean and deviation of the variable, and affect correlations with other 

variables (Zhang, 2016). However, the data selection process above ensured that the majority 

of the variables remaining has a low percentage of missingness. The previous two steps result 

in a final dataset of 297 variables, of which 233 (78%) have 5% missingness or less, and 286 

(96%) have 10% missingness or less. Hence, these imputation techniques should not be too 

invasive. Note that the imputation process may generate some near-zero-variance variables, so 

the variable pool shrinks slightly as those are discarded. 

An intermediate step between the second and third consideration is setting aside a test set 

consisting of 20% of the data. This allows the estimated generalization performances obtained 

by the 5-fold cross-validation process to then be compared to this unseen test set (Xu & 

Goodacre, 2018). Hence, every decision from this point onward is only based on this 80% of 

the dataset, to ensure that the test set has not been used for any decision making, and is only 

used to find out how well the models obtained by cross-validation predict truly unseen data. 

The reason for doing this splitting prior to the third step is to avoid the test set getting 

contaminated by other data during the imputation process.  
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Section 2.3: Correlations 

The final data consists of 20 factor variables and 271 numeric variables, of which the latter 

can be split further into 263 ordinal and 8 continuous columns. The factor variables are 

mainly binary questions, such as whether the child uses medicines or whether they participate 

in sports. The numeric variables are generally Likert scales with different ranges. An example 

would be whether the child is able to understand social cues, where the options vary between 

“completely true” and “completely untrue”. Due to this large amount of variables, it is not 

practical to show correlation matrices and plots. Therefore, the statistics will be discussed 

without figures, which should still give a clear idea about the correlations. 

Using the common interpretation of Spearman’s correlation coefficient (Akoglu, 2018), the 

first thing to point out is that almost all predictor variables have a weak correlation (ρ < 0.4) 

with the two outcome variables. Only 10 variables have a moderate correlation (ρ ≥ 0.4) with 

the prosocial behaviour outcome, and only one has a moderate correlation with the peer 

problems outcome. Even though the correlation values between the predictors and outcomes 

are low on average, many are still significant. The prosocial behaviour outcome variable is 

significantly correlated with 102 predictors, and that number is 49 for the peer problems 

outcome. 

The associations between the categorical predictors and outcome variables are computed 

using the Chi-square test of independence. This test is useful when dealing with categorical 

data (McHugh, 2013). Here it will be used to find out whether the outcome variable differs 

significantly for the different categories of the categorical predictors. For the prosocial 

behaviour outcome, only two Chi-square tests turn out to be significant, and even zero for the 

peer problems outcome. 

The features that have a significant correlation with an outcome variable will form the basis 

for the next step in the variable selection process, which will be discussed in the next section. 

However, some variables will be manually removed from this feature list, as they are directly 

included in the outcomes (e.g., the question “my kid is being bullied” should not be used as a 

predictor of the peer problems outcome, as it is one of the five sub-questions). This could 

have been done in the previous section already, but the correlation process has already shrunk 

the sets of data considerably, and shines a light on these variables. Hence, it is making it 

easier to notice such variables and remove them. 
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Disregarding the outcome variables, the correlation matrices can also be used to check 

whether the possible predictor variables have a strong correlation with each other, where 

strong is being defined as 0.7 and above (Akoglu, 2018). Even though this is a prediction 

study and multicollinearity does not have an impact on that like it does in inference studies 

(Paul, 2006), it is still useful to remove one feature from every highly correlated predictor pair 

for redundancy reasons. Moreover, such feature redundancy can result in a dilution of the 

importance scores assigned to every variable in the recursive feature elimination process. 

Hence, Kuhn & Johnson (2019) advice to get rid of highly correlated variables before starting 

the recursive feature elimination procedure, which is a technique that is discussed in the next 

section.  
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Section 3: Methods 

Section 3.1: Method selection 

Three different model types will be used for analysis, which will be linear regression, random 

forest and gradient boosting. For each model, it is useful to give a general overview and how 

it may be useful for this project, after which some more specific details and considerations are 

discussed.  

Linear regression aims to find a set of weights that together with the inputs results in the best 

estimation of the relationship between the inputs and output (Chen & Gu, 2019). Some 

advantages are that it is easy to apply and understand, as well as having interpretable model 

coefficients. It does assume linear relationships between the inputs and output, so if a linear 

combination of variables turns out to be the best performing model in the best subset selection 

process, then the coefficient interpretability aspect is very beneficial for discussion purposes 

(Ray, 2019; Chen & Gu, 2019).  

Whether a model is the best is commonly defined by it resulting in the lowest possible mean 

squared error (MSE), which is a metric that determines how close the predictions on average 

are from the real values. The weights associated with that best model can then be found by 

using optimization techniques like stochastic gradient descent (Chen & Gu, 2019). Gradient 

descent methods attempt to find the minimum of a cost function iteratively, by moving down 

the slope of the cost function derivative until the minimum is reached (Haji & Abdulazeez, 

2021). Another common but different option in linear modelling is to use ordinary least 

squares (OLS) to estimate the optimal model coefficients, in which case the cost function is 

minimized by taking the partial derivatives of that cost function and making them equal to 

zero (Foley, 2022; Emerick, 2011). As was stated before, linear regression assumes that there 

is a linear relationship between the outcome and the predictors (Ray, 2019; Chen & Gu, 

2019). Hence, this ought to be checked. However, as there are a lot of variables, checking 

linearity assumptions becomes a time-consuming process. Therefore, the decision has been 

made to use linear regression, as it is still possible that a few variables showing a linear 

relationship with the outcome end up as the best performing model. Different studies have 

shown that the more complex machine learning prediction models generate more accurate 

predictions on average, but in general it is still a useful idea to start off with linear regression 

before moving on to more complex techniques (Ray, 2019; Chen & Gu, 2019).  
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The other two models are based on decision trees, which are called that way because of the 

tree-like structure. You start from the root of the tree, and move downward by going through a 

series of split decisions, that lead you into certain branches of the tree. Eventually you reach a 

leaf node, which represents a certain predicted classification or value (Ali et al., 2012).  

Random forests for regression are a collection of many of those trees, where each tree is 

created using bootstrapping (i.e., generating random samples of subjects with replacement) 

and a random sample of features, after which the predicted outcome values of the individual 

trees are averaged (Livingston, 2005; Breiman, 2001). This technique has quite some 

advantages. First of all, due to combining many different decision trees, and using 

bootstrapping to randomly select subjects for each tree, the forests are able to largely avoid 

overfitting (Ali et al., 2012). Also, the random selection of features for each tree makes it 

quite robust to outliers and noise (Breiman, 2001). Random forests results are comparable 

with other tree-based techniques (e.g., boosting), and turn out to be robust and highly accurate 

given that there are enough trees such that all the predictor variables have a chance to be 

included in the model (Breiman, 2001; Hegelich, 2016). Also, random forests are able to find 

non-linear relationships and interactions, although it is not exactly clear yet whether it is 

possible to separate marginal effects and interaction effects in the model results (Hatami et al., 

2023; Wright, Ziegler & König, 2016). It is a well performing machine learning model, 

despite having almost no hyperparameters, and the default values of those hyperparameters 

seem to be performing remarkably well already (Bentéjac, Csörgö & Martínez-Muñoz, 2020). 

The model is useful for this thesis, as it provides a range of advantages with little 

hyperparameter tuning required, and does not require manually dealing with outliers in the 

variables. 

However, it is important to note that the outcome of a random forest model is quite dependent 

on the amount of variables that are randomly sampled at each tree split (Hegelich, 2016). 

Hence, during the model training process in this thesis, a few different values of that 

hyperparameter will be attempted and 5-fold cross-validation will find out which one gives 

the best overall predictions. 

An alternative popular tree-based method is gradient boosting. This sequential technique 

relies on iteratively building strong learner decision trees based on very simple weak learner 

decision trees, which can be defined as a trees that only perform marginally better than 

random guessing (Bentéjac, Csörgö & Martínez-Muñoz, 2020). The literal translation of the 

term gradient boosting is improving the error, which becomes clearer after seeing the process. 
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In the first tree the outcome is predicted using all the intended inputs, which can be seen as Y 

= f(X) + error. Then the next tree will predict the error from the first tree using the same 

inputs, which can be written as error = g(X) + error2. The initial prediction then becomes Y = 

f(X) + g(X) + error2, so the second tree improves the first. This process continues until you 

have reached the amount of specified trees in the model (Ayyadevara, 2018). Using gradient 

boosting with regression trees tends to result in models that are interpretable, competitive with 

other machine learning models and very robust (Friedman, 2001). That statement is backed by 

its success in the machine learning world and Kaggle competitions (Natekin & Knoll, 2013; 

Bentéjac, Csörgö & Martínez-Muñoz, 2020). Hence, it is useful to perform gradient boosting 

for this project as well. 

An important distinction between gradient boosting and random forests is that the former has 

a lot more parameters to tune, which may make it a more extensive process compared to 

random forests with just a few hyperparameters to tune (Golden, Rothrock & Mishra, 2019). 

A particularly important one is the learning rate, which refers to how fast you intend to 

improve the model. A low learning rate means the model takes many small steps to learn, 

which ensures that the negative effect of a faulty tree on the prediction can still be corrected 

by future trees. However, a low learning rate results in a longer process, so it is a trade-off 

between computational cost and generalization capabilities. While gradient boosting has more 

hyperparameters to tune, this flexibility gives researchers a lot of freedom to decide what 

direction they want to take with respect to model tuning (Natekin & Knoll, 2013).  
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Section 3.2: Further feature selection for each method 

Even though the correlation analysis already did some feature selection by selecting variables 

that have a significant correlation with an outcome variable, as well as removing a possible 

predictor if it is highly correlated with other predictors, there is still a large variety of 

variables that could serve as potential predictors in the models. The best subset selection 

approach that iterates over every possible combination of features is virtually impossible to 

perform with this many features. There is a variety of feature selection methods that can 

efficiently reduce the data. Even though there is no such thing as a perfect method, there are 

some promising techniques available (Jović, Brkić & Bogunović, 2015). For linear regression, 

the Least Absolute Shrinkage and Selection Operation (LASSO) technique will be used, 

which is a regularized linear regression method that shrinks coefficients of less important 

variables to zero, effectively removing them, so it has a built-in feature selection algorithm 

(Muthukrishnan & Rohini, 2016). LASSO works by minimizing the penalized residual sum of 

squares (RSS), which can be defined as the RSS plus the sum of absolute regression 

coefficients multiplied by the penalty tuning parameter lambda. Values of lambda of higher 

than one will increase the penalty, resulting in more variables shrinking to zero. The ideal 

value of that value is usually determined by means of cross-validation (Ranstam & Cook, 

2018; Columbia University Irving Medical Center, n.d.). Some advantages of LASSO are that 

it is able improve the prediction accuracy and that it is easily interpretable. Less relevant for 

this thesis is that it can also tackle highly correlated predictors by shrinking one of the 

coefficients of the pair to zero, as this was already manually done in the correlation section. In 

general, LASSO tends to be a solid alternative to other feature selection techniques 

(Muthukrishnan & Rohini, 2016). 

As can be seen in Figure 1, LASSO using 5-fold cross-validation shrinks many coefficients of 

both models to zero, so it has indeed managed to considerably reduce the amount of features 

that will be entered into the best subset selection algorithm. Respectively 17 and 18 variables 

are selected for the prosocial behaviour and peer problems models. 
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      Prosocial behaviour           Peer problems 

 

Figure 1: LASSO process results 

For some more complex models (e.g., tree models) that can capture non-linearity and 

interactions, it might be better to use a method that is able to capture those things, as opposed 

to the quite restrictive LASSO. Some of the best performing overall subset selection 

techniques are greedy stepwise wrappers (Jović, Brkić & Bogunović, 2015). One such 

technique is recursive feature elimination (RFE), which is a commonly used technique that 

has proven to be effective and efficient at performing feature selection (Chen et al., 2018; 

Kuhn & Johnson, 2019). It is a relatively straightforward iterative process, as it starts by 

building a model using the entire predictor set, and then moves on to calculating the 

importance of each of those predictors using an importance score. The variable with the 

lowest score is then dropped, and the same process is repeated until the end (Granitto et al., 

2006). Such methods are often used with random forest models, as they have a popular built-

in feature importance method (Kuhn & Johnson, 2019). The variable importance of a variable 

as defined by Breiman (2001) describes the difference in prediction error of the model with 

the full set of variables and prediction error of the model without the variable. The key 

implication is that the removal of an informative variable will increase the prediction error 

(Lu & Ishwaran, 2020). 

Table 2 shows the exact results of the 5-fold cross-validated RFE process. It is useful to read 

it from bottom to top, as the process initially starts using all variables, and then iteratively 

removes variables. Interestingly, for both the prosocial behaviour and peer problems 

outcomes, the RFE process will select all the variables to be included in the model, as those 

models are associated with the lowest RMSE. Why this exactly happens is unclear, but a 

possible hypothesis could be that almost all correlations between an outcome and the 

predictors are weak, and therefore the RFE model cannot pinpoint a small subset that best 

predicts the outcome. In an alternative scenario where we would have not removed the 
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predictors that were already included in the outcome variable (e.g., being bullied), which had 

moderate Spearman correlation values, the RFE process would select only a small handful of 

variables. The scenario right now is impractical, as the goal is to find a small subset of 

variables to be used in the best subset selection process. Hence, the 15 most influential 

features for each outcome variable will be saved to be used in the best subset selection part. 

This is somewhat arbitrary, but the main reason for this is that increasing this number even 

slightly will increase the necessary computation time in the next step by a lot. 

Prosocial behaviour  Peer problems  

Number of 

variables 

RMSE Number of 

variables 

RMSE 

4 1.449 4 1.383 

8 1.411 8 1.362 

16 1.409 16 1.284 

78 1.311 37 1.239 

 

Table 2: RFE process results 

By now, the number of possible predictors has shrunk considerably. A best subset algorithm 

will be applied for the three different model types, in order to find a subset with the best 

estimation of the out-of-sample prediction error. This process will do a 5-fold cross-validated 

model train loop over every combination of one, two, three and four features in the subsets 

obtained by the previous steps. The motivation for not using more than four features is mainly 

for time and computational considerations. The process is already quite intensive, as it has to 

perform 5-fold cross-validated model training, using a different range of hyperparameters, for 

three different model types, and using four different subset sizes. Increasing the subset size 

would be very time-consuming. However, as will be seen in the next section, the speed at 

which the cross-validated RMSE reduces will level off quite fast at about three to four 

variables used. The best models from the best subset process will be analysed. 
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Section 4: Results & analysis 

Section 4.1: Prosocial behaviour 

Table 3 shows the cross-validated RMSE values for the best model of each combination of 

model type and subset size. Each model type will also be evaluated using just the prosocial 

behaviour variable mean as predictor, of which the RMSE values will be used as baseline. 

This is useful, as you can see how the model performs using the most basic specification, and 

it serves as a baseline to which more complex models can be compared (Fugard, 2022). Each 

cross-validated RMSE value also has a number within parentheses behind it, indicating the 

proportion of the baseline RMSE. For the prosocial behaviour models, the random forests 

outperform the linear regression models overall. It is possible that there are some non-linear 

relationships or interactions that are not captured by the linear model, whereas random forests 

are able to capture non-linearity and interactions (Hatami et al., 2023; Wright, Ziegler & 

König, 2016). The random forest models also outperform the gradient boosting models with 

respect to the predictive capacity. This could be due to using the default range of 

hyperparameters as proposed by the writers of the caret package, as gradient boosting may 

require some more tuning than random forests (Golden, Rothrock & Mishra, 2019). However, 

caret still tries a range of hyperparameters, but it may not have been enough. An alternative 

possibility is that unlike random forests, gradient boosting can be affected by outliers 

(Breiman, 2001; Li & Bradic, 2018). Interesting to note is that the speed at which the RMSE 

decreases starts stabilizing for each model type at around three and four variables used, 

although we have no information about what happens for larger subsets. The best performing 

model is a random forest with four variables, which will now be discussed in depth. 

Linear regression 

Count RMSE 

Mean 1.50 (1) 

1 1.38 (0.92) 

2 1.30 (0.87) 

3 1.27 (0.85) 

4 1.24 (0.83) 
 

Random forest 

Count RMSE 

Mean 1.50 (1) 

1 1.36 (0.91) 

2 1.32 (0.88) 

3 1.23 (0.82) 

4 1.19 (0.79) 
 

Gradient boosting 

Count RMSE 

Mean 1.50 (1) 

1 1.41 (0.94) 

2 1.35 (0.90) 

3 1.28 (0.85) 

4 1.28 (0.85) 
 

  

Table 3: Best subset selection results for each model type and number of variables (the 

numbers within the parentheses indicate the proportion of the baseline RMSE value) 
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The table on this page and the figures on the next page provide details about the model with 

the best predictive capacity from the best subset selection process. Table 4 shows the 

descriptions of the variables, after which Figure 2 and Figure 3 offer details about the variable 

importance5 and partial dependence6 respectively. The most important prediction variables are 

the “LS5” questions, which are sub-questions of the self-regulation questionnaire, and higher 

levels of self-regulation have been found to be associated with higher levels of prosocial 

behaviour in children (Diener & Kim, 2004). The partial dependence plots for these self-

regulation variables also depict a positive marginal association, which is in line with this 

article. The other two variables are a bit harder to describe, as it is challenging to find articles 

that specifically relate prosocial behaviour to these concepts. An older article by Eisenberg et 

al. (1996) claims that there tends to be a positive association between prosocial behaviour and 

socially accepted behaviour for children. One could make a case that saying bye to others and 

responding to others saying bye, as well as having a versatile character, are aspects of socially 

accepted behaviour. However, this explanation is not particularly strong, and is based on old 

literature and an assumption. Just like in Eisenberg et al. (1996), the respective conditional 

dependence plots show a positive marginal association. Looking at the variable importance 

plot, it seems that these variables do not account for a large part of the predictive quality, as it 

is mainly the self-regulation questions that give the model its predictive capacity. 

Variable code Meaning RMSETest 

LS5_6_Q20_SC 

 

CONV_SKILL_GREEL_LEAV_SC 

 

LS5_6_Q10_SC 

 

SC1_14_SC 

“Can easily stop when he/she is told 

‘no’” 

“Says bye to others and reacts to others 

saying bye” 

“Prepares for trips by thinking what is 

needed” 

“Versatile”  

 

 

 

1.28 

 

Table 4: Variable meaning and test set RMSE of the best performing random forest model 

 
5 This is Breiman’s (2001) previously discussed variable importance, which is the difference in prediction error 

of the model with the full set of variables and prediction error of the model without the variable (Lu & Ishwaran, 

2020). The R package randomForest also uses this method (Breiman et al., 2022). 
6 Partial dependence plots depict the marginal effect of a variable (i.e., holding other features constant) on the 

prediction, which is useful for showing the direction and type of relationship (Molnar, 2023). 
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Figure 2: Variable importance of the best performing random forest model 

   

   

Figure 3: Partial dependence plots of the best performing random forest model 

Looking back at Table 3, it shows that the best performing random forest model has a cross-

validated RMSE value of 1.19, which is only 21% lower than just using the mean as predictor, 

so four different variables only resulted in a small increase in predictive capacity. The model 

does have roughly the same performance on the unused test set as it did on the validation sets, 

as is shown in Table 4. This RMSE of 1.28 is not unexpected, as the folds differ a bit from 

each other due to the resampling process, and the resampled validation RMSE values varied 

between 1.04 and 1.42.  
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Section 4.2: Peer problems 

This section is structured the same way as the previous one, and the figures show similar 

concepts, except here the best subset selection process and specifics of the peer problems 

outcome models are discussed. Table 5 shows the results of the best subset selection process 

for the peer problems outcome models, and interestingly some observations are similar to the 

prosocial behaviour models from Table 3. The random forest models outperform the other 

two, and therefore the reasons could be similar to the ones mentioned in the previous chapter. 

It may outperform the linear regression models due to its capability of incorporating non-

linearity and interactions (Hatami et al., 2023; Wright, Ziegler & König, 2016). As to why it 

outperforms the gradient boosting models could be due to a lack of thorough hyperparameter 

tuning for this hyperparameter-sensitive model, or due to being more affected by outliers than 

random forests (Golden, Rothrock & Mishra, 2019; Breiman, 2001; Li & Bradic, 2018). Just 

like for the prosocial behaviour models, the speed at which the RMSE seems to level off as 

more variables are added, with only marginal decreases in RMSE between three-variable and 

four-variable subsets. The best performing model is once again a random forest with four 

variables, which will be discussed in depth. 

Linear regression 

Count RMSE 

Mean 1.46 (1) 

1 1.36 (0.93) 

2 1.28 (0.88) 

3 1.23 (0.84) 

4 1.19 (0.82) 
 

Random forest 

Count RMSE 

Mean 1.46 (1) 

1 1.27 (0.87) 

2 1.13 (0.77) 

3 1.11 (0.76) 

4 1.10 (0.75) 
 

Gradient boosting 

Count RMSE 

Mean 1.46 (1) 

1 1.36 (0.93) 

2 1.23 (0.84) 

3 1.16 (0.79) 

4 1.14 (0.78) 
 

 

Table 5: Best subset selection results for each model type and number of variables (the 

numbers within the parentheses indicate the proportion of the baseline RMSE value) 

The table and figures on the next two pages provide details about the model with the best 

predictive capacity from the best subset selection process. Table 6 shows the descriptions of 

the variables, after which Figure 4 and Figure 5 offer details about the variable importance 

and partial dependence respectively. The most influential predictor in this model by far is 

irritability, which is understandable, as children with a higher level of irritability tend to show 

mood and social adaptation disorders. They tend to be aggressive and avoidant, and may 

ignore social order (Zhang et al., 2020; Vidal-Ribas et al., 2016). Aggression in particular is 
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also positively associated with peer rejection (Yue & Zhang, 2023). The positive direction of 

the marginal dependence plot for irritability (i.e., higher irritability associated with higher 

level of peer problems) also seems to be in line with the articles that were just mentioned. The 

second most influential variable is the “LS5” question, which was surprisingly also a 

predictor in the prosocial behaviour model. As was discussed in the previous section, these 

“LS5” questions are part of the self-regulation dataset, and having a lower level of self-

regulation during early childhood may result in peer problems (Saraç, Abanoz & Gülay 

Ogelman, 2021). Interestingly, the marginal dependence plot shows that children with higher 

levels of self-regulation have higher levels of peer problems, holding the other variables 

constant. This is remarkable, and there is no clear explanation for it. As for understanding 

explicit and implicit social rules, it has been shown that children that are unable to follow 

such rules, tend to behave unpredictably and may act unpleasantly during activities (Fabiano, 

Vujnovic & Pariseau, 2010). The conditional dependence plot is in line with this. The final 

variable about bullying other children seems harder to motivate, as literature linking the 

predictor and outcome has not been identified. However, this particular variable seems to 

have very low predictive capacity in this model. 

Variable code Meaning RMSETest 

SC1_2_SC 

LS5_6_Q10_SC 

 

NON_VERB_USE_EXPL_IMPLIC 

 

 

CHILD_DID_2_SC 

“Irritable” 

“Prepares for trips by thinking what is 

needed” 

“Can understand explicit and implicit 

rules at school and in the social 

environment” 

“Bullied other kids by offending or 

laughing at them” 

 

 

 

1.16 

 

Table 6: Variable meaning and test set RMSE of the best performing random forest model 
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Figure 4: Variable importance of the best performing random forest model 

   

   

Figure 5: Partial dependence plots of the best performing random forest model 

Looking back at Table 5, it shows that the model we have been discussing so far has a cross-

validated RMSE value of 1.10, which is 25% lower than just using the mean as predictor. So 

again, four variables only result in a small increase in predictive capacity. The performance on 

the test set of 1.16 as shown in Table 6 is similar to the cross-validated RMSE value of 1.10. 

Again, this is not unexpected, as the folds differ a bit from each other due to the resampling 

process, which in this case results in resampled RMSE values between 0.98 and 1.30.  
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Section 4.3: Considerations about interpreting the results 

This section will discuss some aspects of the data and the thesis decisions that may have led to 

the results from the previous sections, with the intention to show that the outcomes may be 

based on a certain collection of data specifications and research choices. 

It is important to consider the distribution of the outcome variables, as shown in Figure 6. 

Prosocial behaviour can vary between 0 and 15, but the boxplot shows that the majority of the 

values is situated between 13 and 15. A similar observation happens within the peer problems 

outcome, as it can vary between -6 and 9, but most are found between -3 and -1. This means 

that on average, the children in this study show a high level of prosocial behaviour and low 

level of peer problems. A question could be raised whether this distribution resembles the real 

population of Dutch six-year-old children, as this dataset only consists of 152 participants, 

that specifically participated in the cohort study, and are from the province of Utrecht. Hence, 

there are doubts about the generalizability of the results. There may even be doubts about the 

generalizability to the YOUth cohort, as only 152 out of the around 7000 participants in the 

YOUth Baby & Child cohort actually filled in the outcome questionnaire (SDQ). It is no 

surprise that the participant pool shrinks over time in cohort studies, but there may be other 

reasons why there are so little participants in the SDQ questionnaire. Perhaps the questions 

are sensitive and parents refuse to let the child participate. If that is the case, the data could be 

missing not at random. 

  

Figure 6: Boxplots of the prosocial behaviour and peer problems outcome variables 

The result may also depend on the variable selection process. The missingness threshold of 

25% is quite strict, and could have resulted in a drop of relevant variables. However, as was 

said before, the median and mode imputation techniques can heavily affect the variation and 

correlations of affected variables (Zhang, 2016), so there would also be a need for a different 

imputation technique. 
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Likewise, throughout the feature selection process, possibly interesting variables may have 

been removed. Overall, the correlation coefficients, LASSO and recursive feature elimination 

processes will attempt to select the most important features, but some interesting ones may 

have been left out. Unfortunately, it is not possible to check every subset combination, so for 

computational efficiency reasons there needs to be some middle ground. 

Also, there are a lot of model types for machine learning, so it is possible that another model 

specification with a different subset combination has a better predictive capacity. Due to the 

amount of time involved in motivating the model type, learning how it works in some 

capacity and the eventual training and validating, the decision was made to focus on these 

three model types. 
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Section 5: Conclusion & discussion 

Section 5.1: Conclusion 

In this thesis, the goal was to predict two different aspects of social competence, which are 

prosocial behaviour and peer problems. Linear regression, random forest and gradient 

boosting models were chosen for this purpose, and for both outcome variables, the random 

forest models outperformed the other two model types. The non-linearity and interaction 

capturing capabilities were hypothesized to be the reason for outperforming the linear model, 

and reasons for the weak performance of gradient boosting were thought to be due to either 

not tuning the hyperparameters enough, or due to outliers affecting random forests less. As for 

the variables, the correlation analysis already showed that most predictors are weakly 

associated with the outcome variables. Moving forward to the model analyses, it is also 

shown that even the best models have a weak predictive capacity. Compared to the baseline 

models that use the mean as single predictor, the best models only have a cross-validated 

RMSE value that is 21% and 25% lower for the prosocial behaviour and peer problems 

models respectively. If you zoom in on the best prosocial behaviour outcome model, being 

able to stop when being told “no” accounts for the majority of the predictive power of the best 

prosocial behaviour model, whereas that was the case for irritability for the best peer 

problems model. The presence of most predictors, as well as their direction in the partial 

dependence plots, has been traced back to literature, However, it is still hard to make any 

concrete statements about the predictors when the predictive capacity of the models is so 

weak. Therefore, the conclusion of this research is that it is hard to predict the two social 

competence aspects of six-year-old children using the YOUth cohort study, given the data that 

was used and the preprocessing steps that have been taken. 
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Section 5.2: Discussion 

The conclusion discussed the key takeaways from this thesis, as well as how the findings 

relate to literature. This discussion section is meant to summarize the limitations of this thesis, 

to make suggestions for future research, and to briefly add a note about the experience of 

working in the SANE environment. 

Most of the limitations in this thesis were already briefly discussed in Section 4.3, which 

mainly described how the lack of data in the study, as well as decision making, may lead to 

these results. The first issue could have been tackled perhaps by focusing on a younger group 

of children (e.g., 3 years old, instead of 6 years old), as a larger group of children could be 

analysed. As for the decision making aspect, it is necessary to make decisions throughout the 

duration of a thesis, as it is not possible to exhaust every option. However, having a more 

lenient threshold for deleting variables in combination with different imputation techniques, 

as well as having a more thorough hyperparameter range to check for the models, may result 

in better results in the end. Do note that these changes may make the process more intensive. 

This thesis focused on the prediction side, and future studies could go more in depth by 

focusing on the interactions between variables, or alternatively they can focus on generating 

causal hypotheses and testing them using empirical studies. 

To end this thesis, a request was made to add a small paragraph about the experience of 

working on the data in the SANE environment. The secure environment is fast, and it is easy 

to navigate. A suggestion for the future would be to make installing packages more 

straightforward, or to pre-install a large range of possible packages. This would make it easier 

for the researcher to quickly get their hands on a package, without having to send mails each 

time. 
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Appendix A: Datasets chosen for analysis 

This appendix sub-section provides a brief description of the datasets used. The LANGUAGE 

dataset also has a supplement with the same description. Hence, the 17 datasets consist of 16 

different questionnaires, and one supplement. 

Dataset code Description 

CBQ “My child’s personality” 

DAYCARE “The care of my child” 

FCOMP “The parents’ competence feeling with respect to raising a child” 

FEELINGS “My child’s thoughts and feelings” 

GENDER “My child’s gender identity” 

GK “Parenthood and upbringing” 

HEALTH “My child’s health” 

K_GRAM “Data from the growth booklet” 

L_BULLY “Bullying behaviour around my child” 

LANGUAGE “Language use in my child’s social situations” 

MEDIA “Apps, television, games and books” 

NUTRITION “My child’s nutrition” 

Q6 “My child’s problematic behaviour and skills” 

SLEEP “My child’s sleeping habits” 

SPORT “My child’s sports and hobbies” 

V_BIG5 “My child’s personal characteristics” 
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Appendix B: Minor considerations during pre-processing phase 

While the most important pre-processing considerations were discussed in the main text, there 

are still some minor steps that have been taken to ensure having data that is usable. The 

actions below have been performed before any of the major considerations from the main 

text: 

- Make sure that the datasets are in the same format, which consists of checking whether 

the set has only one time variable (e.g., for six-year-olds) and that none of the sets are 

in the long format. 

- Remove dataset-specific metadata, which are simply variables describing some 

common study characteristics such as the location, date and study name. These are 

deemed not interesting for prediction purposes. 

- Take a look at possibly problematic variables (e.g., a lot of missingness, or very low 

variation) and see if it is possible to create a new variable out of it. 

The following few steps have been done after removing the variables due to missingness, zero 

variance and near-zero variance: 

- Textual variables with a large variety of answers (e.g., what shows the child watches) 

will not be used due to the time needed to process such a column. It is not a significant 

problem, as it only happens a few times throughout the datasets. 

- Check whether the variables are in the correct format (e.g., numeric or factor). 

- If ordinal variables have the option “not applicable” or any similar option, and that 

option is not very common in the questionnaire data, then the values corresponding to 

that option will be turned into NA’s. This way the ordinality of the variable can be 

retained and a transformation into factor is not necessary. 

 


