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#### Abstract

Quantum diffusion is a major topic in condensed-matter physics, and the Caldeira-Leggett model has been one of the most successful approaches to study this phenomenon. Here, we generalize this model by coupling the bath to the system through a Weyl fractional derivative. The Weyl fractional Langevin equation is then derived without imposing a nonOhmic macroscopic spectral function for the bath. By investigating the short- and longtime behavior of the mean squared displacement (MSD), we show that this model is able to describe a large variety of anomalous diffusion. Indeed, we find ballistic, sub-ballistic, and super-ballistic behavior for short times, whereas for long times we find saturation, and sub- and super-diffusion.
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## Chapter 1

## Introduction

Quantum diffusion $[\mathbf{1}, \mathbf{2}, \mathbf{3}, \mathbf{4}, \mathbf{5}, \mathbf{6}]$ has been at the attention of researchers for many years, posing the fundamental questions on the description of dissipation in open quantum systems. A more complete understanding of these mechanisms could lead to important breakthroughs in engineering devices that have a better energy efficiency. Despite the existence of several models, numerous unanswered questions remain. For instance, experimental evidence $[\mathbf{7 , 8 , 9}, \mathbf{1 0}]$ indicates that diffusion does not always conform to the linear behavior described by Einstein [11], but instead exhibits a power-law scaling in the mean squared displacement (MSD), commonly known as anomalous diffusion $[\mathbf{1 2}, \mathbf{1 3}]$. One such example is quantum diffusion on a fractal [14], where the exponent scales with the fractal dimension. For readers not familiar with fractals, we provide a short introduction to the topic in App. A. Typically, models that describe anomalous diffusion assume a different environment compared to regular diffusion. Our aim here is to achieve a description of anomalous diffusion within the usual environment using instead a fractional interaction.

In order to build a dissipative model, the environment of a system should be included in the Hamiltonian, since energy is conserved in quantum mechanics. In the CaldeiraLeggett model $[\mathbf{1 5}, \mathbf{1 6}, \mathbf{1 7}, \mathbf{1 8}, \mathbf{1 9}, \mathbf{2 0}, \mathbf{2 1}]$, the system of interest, which we will take to be a single quantum particle, is coupled linearly with a thermal bath that consists of harmonic oscillators. Although this might seem arbitrary at first, it is a very good approximation for coupling a system to an in-equilibrium environment, since each degree of freedom of such an environment must oscillate around a local minimum. The benefit of this approximation is that the harmonic oscillators can be integrated out exactly, thus leading to an effective description of the particle. In doing so, one needs to know the spectral function of the bath, which is given by the imaginary part of the Fourier transform of the retarded dynamical susceptibility. This spectral function is, however, often difficult to measure experimentally, and is therefore often assumed to be linear (Ohmic) for simplicity. This assumption on the reservoir leads to a Langevin equation, which shows linear diffusion. However, more recent
works $[\mathbf{2 2}, \mathbf{2 3}, \mathbf{2 4}, \mathbf{2 5}]$ have shown that a power-law (non-Ohmic) bath leads to a fractional Langevin equation, which will typically have colored noise due to the fluctuation-dissipation theorem, but can also have white noise [23].

In the fractional Langevin equation, the first derivative friction term is replaced by a fractional derivative $[\mathbf{2 6}, \mathbf{2 7}]$. These are operators which generalize the order of derivatives to be not just an integer number, like a first or second derivative, but any real (or even complex) number. There are, however, many different fractional derivatives, which are not all equivalent $[\mathbf{2 5}, \mathbf{2 8}, \mathbf{2 9}]$, and this can often lead to different results. The first main question then is: which fractional derivative should one use? For this, we have to realize that fractional derivatives are non-local operators, which means that it is important to specify the time domain. Refs. $[\mathbf{2 2}, \mathbf{2 3}]$ both use a Caputo derivative, which is only possible if we have a clear initialization time. Since we are interested in dynamics, the boundaries of the action are taken from $-\infty$ to $+\infty$, which is an issue if we want to use Caputo derivatives inside the action. Therefore, we must take the domain of the fractional derivative to be the same as of the action. Furthermore, one would like to preserve the Fourier transform, since this has proven to be a powerful mathematical tool in physics. Hence, we would like a fractional derivative that is compatible with it. Because of these two reasons, we thus select the Weyl fractional derivative $[\mathbf{3 0}, \mathbf{3 1}, \mathbf{3 2}]$.

In spin-boson models $[\mathbf{3 3}, \mathbf{3 4}, \mathbf{3 5}]$, a spin half particle is coupled to a bosonic harmonic oscillator bath. Although reminiscent of the Caldeira-Leggett model, the spin-boson models are accessible to study in the fully quantum domain. In Ref. [34], they show that the effect of a sub-Ohmic bath can be fully characterized by a single effective interaction term. This term consists of two parts from the interaction and one from the Greens function of the bath. One of the conclusions from this was that any complexity in interactions can be described solely by the spectral function of the bath, since that controls this Greens function. Hence, the interaction term is almost always considered in its most elementary form: direct linear interaction. Physically, however, this might not be the most appropriate description of the system of interest. In many systems, the spectral function is known to be Ohmic. Therefore, we will study the other end of the line: What if the bath is kept to its most simple form, Ohmic, and the interaction term is complex? Through fractional partial integration we find that the non-linear power from the spectral function can be transferred to a fractional derivative in the interaction.

Hence, here we generalize the Caldeira-Leggett model by introducing a Weyl fractional derivative coupling term and show that it can describe a whole family of anomalous diffusion. Unlike previous works $[\mathbf{2 2}, \mathbf{2 3}, \mathbf{2 5}]$, we derive a fractional Langevin equation without imposing a non-Ohmic macroscopic spectral function. Motivated by the general velocity depended coupling in Ref. [36], we consider a fractional Weyl derivative to couple the system to the bath. In order to study the Lagrangian, which will now contain a Weyl fractional
derivative, we first derive the Weyl fractional Euler-Lagrange equation in analogy with Ref. [37], but adapted to Weyl fractional derivatives. Then, we are able to derive the Weyl fractional Langevin equation for an Ohmic bath, which we solve analytically using Fox H-functions. We calculate the asymptotic behavior of the MSD and show that it is comparable to previous results of a non-Ohmic Caldeira-Leggett model $[\mathbf{2 2}, \mathbf{3 8}, \mathbf{3 9}, \mathbf{4 0}, \mathbf{4 1}, 42]$.

The outline of this thesis is the following: In Ch. 2 we introduce classical and quantum Brownian motion. To do this we discuss the Langevin equation and the Caldeira-Leggett model. Moving on the Ch. 3, which is novel work, we start by introducing the Weyl fractional derivative. Then, we derive the Weyl fractional Langevin equation. Its solution for the free case is also presented. Next, we investigate the asymptotic behavior of the MSD by making use of less-known mathematics that is introduced in the various sections of App. B. In App. C we numerical investigate some properties of fractals. These will be used in App. D, in which we give a first attempt to derive the fractional Caldeira-Leggett model. However, this derivation has at least one crucial link missing such that this has to be investigated further. Finally, we provide a conclusion and outlook.

## Chapter 2

## Classical and quantum Brownian motion

In 1827, the Scottish Botanist Robert Brown observed the random movement of pollen grains suspended in water [43]. This phenomena is therefore called Brownian motion. It took almost 80 years for the first microscopic explanation of Brownian motion to be given. In 1905, Albert Einstein [11] used statistical physics to explain that the random movement of the pollen particle was due to collisions with the water molecules. In Sec. 2.1.1, we will describe classical motion by studying the Langevin equation $[\mathbf{1 5}, \mathbf{2 5}, \mathbf{4 4}]$. With the rise of quantum mechanics in the $20^{\text {th }}$ century, the race to find a quantum version of Brownian motion was on. The main problem that emerged was to quantize a process that is dissipative, meaning that energy is not conserved. Quantizing a theory that violates energy conservation results in many problems, such as non-unitarity. After Einstein's initial classical description of Brownian motion, it took another 80 years for a suitable quantum version of Brownian motion to be developed. This was done by Caldeira and Leggett in 1983 [17], and is therefore named the Caldeira-Leggett model. They proposed a solution to the violation of energy conservation by embedding the system in a bath of harmonic oscillators, resulting in energy conservation for the total system. The Caldeira-Leggett model $[\mathbf{1 5}, \mathbf{1 6}, \mathbf{1 7}, \mathbf{1 8}, \mathbf{1 9}, \mathbf{2 0}, \mathbf{2 1}, \mathbf{2 5}]$ will be discussed in Sec. 2.2.

### 2.1 Classical Brownian motion: The Langevin equation

### 2.1.1 The Langevin equation

To derive an equation that describes classical Brownian motion, we start with Newton's second law, which is given by

$$
\begin{equation*}
F=M \frac{d^{2}}{d t^{2}} Q(t) \tag{2.1}
\end{equation*}
$$

where $F$ is the collection of all forces acting on the particle with position $Q(t)$ and mass $M$. The force consists of three components, the friction force, $-\eta \frac{d}{d t} Q(t)$, a force coming from an external potential, $-V^{\prime}(Q)$, and a random force, $f(t)$, resulting from the bombardment of the particles in the bath.


Figure 2.1: The trajectory in the $x y$-plane of a particle undergoing a Brownian motion in two dimensions. The initial position and velocity are set to zero.

Combining these terms Eq. (2.1) yields

$$
\begin{equation*}
M \frac{d^{2}}{d t^{2}} Q(t)+\eta \frac{d}{d t} Q(t)+V^{\prime}(Q)=f(t) \tag{2.2}
\end{equation*}
$$

One remaining question is: what is the statistics of the random force, $f(t)$ ? To be consistent with the diffusion equation, which is known to describe the time evolution of the probability density function associated to a Brownian particle, $\langle f(t)\rangle=0$ and $\left\langle f(t) f\left(t^{\prime}\right)\right\rangle=2 \eta k_{B} T \delta(t-$ $t^{\prime}$ ), where $\langle\cdot\rangle$ denotes the ensemble average and the prefactor $2 \eta k_{B} T$ was chosen such that equipartition of the bath holds (since we assume the bath to be in thermal equilibrium). Here, $T$ is the temperature and $k_{B}$ is the Boltzmann constant. When the time correlation is proportional to a delta function, the noise is named "white noise". Eq. (2.2) is called the Langevin equation. It will be important throughout this thesis that the Langevin equation describes classical Brownian motion. Hence, this equation should be recovered in certain approximations and/or limits.

### 2.1.2 Solving the Langevin equation for the free case by Laplace transformation

In the free case, for which $V(Q)=0$, we can calculate $Q(t)$ by taking the Laplace transform on both sides. Using Lem. B.2.2 (see App. B), we obtain

$$
\begin{equation*}
M s^{2} Q(s)-M s Q(0)-M \dot{Q}(0)+\eta s Q(s)-\eta Q(0)=F(s) \tag{2.3}
\end{equation*}
$$

where $F(s)=\mathscr{L}[f(t) ; s]$. Since we have a translation invariant system, we chose $Q(0)=0$, which gives

$$
\begin{equation*}
Q(s)=\frac{F(s)+M \dot{Q}(0)}{s(M s+\eta)} \tag{2.4}
\end{equation*}
$$

Next, we use partial fraction to write $1 /[s(M s+\eta)]=[1 / s-1 /(s+\eta / M)] / \eta$, thus obtaining

$$
\begin{equation*}
Q(s)=\frac{F(s)+M \dot{Q}(0)}{\eta}\left(\frac{1}{s}-\frac{1}{s+\frac{\eta}{M}}\right) . \tag{2.5}
\end{equation*}
$$

Taking the inverse Laplace transform of the above equation yields

$$
\begin{align*}
Q(t) & =\mathscr{L}^{-1}\left[\frac{F(s)+M \dot{Q}(0)}{\eta}\left(\frac{1}{s}-\frac{1}{s+\frac{\eta}{M}}\right)\right] \\
& =\frac{1}{\eta} f(t) * \mathscr{L}^{-1}\left[\left(\frac{1}{s}-\frac{1}{s+\frac{\eta}{M}}\right)\right]+\frac{M \dot{Q}(0)}{\eta} \mathscr{L}^{-1}\left[\left(\frac{1}{s}-\frac{1}{s+\frac{\eta}{M}}\right)\right] \\
& =\frac{1}{\eta} f(t) *\left(1-e^{-\frac{\eta}{M} t}\right)+\frac{M \dot{Q}(0)}{\eta}\left(1-e^{-\frac{\eta}{M} t}\right) \tag{2.6}
\end{align*}
$$

where in the second line we used Eq. (B.13) and in the last line we used Eqs. (B.16) and (B.18). We can now calculate some observables, e.g. $\langle Q(t)\rangle$ and $\left\langle Q(t)^{2}\right\rangle$. We will assume that the bath initially is in equilibrium such that the equipartition theorem holds for it. The equiparition theorem states that for particles $q_{j}, q_{j^{\prime}}$ that are in thermal equilibrium,

$$
\left\{\begin{array}{l}
\left\langle q_{j}(0)\right\rangle=\left\langle\dot{q}_{j}(0)\right\rangle=\left\langle\dot{q}_{j}(0) q_{j^{\prime}}(0)\right\rangle=0,  \tag{2.7}\\
\left\langle\dot{q}_{j}(0) \dot{q}_{j^{\prime}}(0)\right\rangle=\frac{k_{B} T}{m_{j}} \delta_{j j^{\prime}}, \\
\left\langle q_{j}(0) q_{j^{\prime}}(0)\right\rangle=\frac{k_{B} T}{m_{j} \omega_{j}^{2}} \delta_{j j^{\prime}}
\end{array}\right.
$$

the averages are taken over the ensemble. Using the equipartition theorem and $\langle f(t)\rangle=0$, we directly get $\langle Q(t)\rangle=0$. This is what we would expect, since we chose $Q(0)=0$ and
the system is symmetric. For the mean squared displacement, we get

$$
\begin{align*}
\left\langle Q(t)^{2}\right\rangle & =\left\langle\left[\frac{1}{\eta} f(t) *\left(1-e^{-\frac{\eta}{M} t}\right)+\frac{M \dot{Q}(0)}{\eta}\left(1-e^{-\frac{\eta}{M} t}\right)\right]^{2}\right\rangle \\
& =\frac{1}{\eta^{2}} \int_{0}^{t} d \tau \int_{0}^{t} d \tau^{\prime}\left\langle f(\tau) f\left(\tau^{\prime}\right)\right\rangle\left(1-e^{-\frac{\eta}{M} \tau}\right)\left(1-e^{-\frac{\eta}{M} \tau^{\prime}}\right)+\frac{M^{2}\left\langle\dot{Q}(0)^{2}\right\rangle}{\eta^{2}}\left(1-e^{-\frac{\eta}{M} t}\right)^{2} \\
& =\frac{2 k_{B} T}{\eta} \int_{0}^{t} d \tau\left(1-e^{-\frac{\eta}{M} \tau}\right)^{2}+\frac{M k_{B} T}{\eta^{2}}\left(1-e^{-\frac{\eta}{M} t}\right)^{2}, \tag{2.8}
\end{align*}
$$

where in the second line we started looking at Brownian motion, which means that the system is essentially just one of the particles of the bath, meaning that it is in thermal equilibrium with the bath. Therefore, we have $\langle f(t) \dot{Q}(0)\rangle=0$ since $f(t)$ is generated by the bath. In the last line, we used $\left\langle f(\tau) f\left(\tau^{\prime}\right)\right\rangle=2 \eta k_{B} T \delta\left(\tau-\tau^{\prime}\right)$ and the equipartition theorem for the system. Finally, we calculate the integral in Eq. (2.8) to end up with

$$
\begin{align*}
\left\langle Q(t)^{2}\right\rangle & =\frac{2 k_{B} T}{\eta} t+\frac{4 k_{B} T M}{\eta^{2}} e^{-\frac{\eta}{M} t}-\frac{k_{B} T M}{\eta^{2}} e^{-2 \frac{\eta}{M} t}-\frac{3 k_{B} T M}{\eta^{2}} \\
& +\frac{M k_{B} T}{\eta^{2}}-\frac{2 M k_{B} T}{\eta^{2}} e^{-\frac{\eta}{M} t}+\frac{M k_{B} T}{\eta^{2}} e^{-2 \frac{\eta}{M} t} \\
& =-\frac{2 k_{B} T M}{\eta^{2}}+\frac{2 k_{B} T}{\eta} t+\frac{2 k_{B} T M}{\eta^{2}} e^{-\frac{\eta}{M} t} . \tag{2.9}
\end{align*}
$$

For short times $(t \ll \eta / M)$, we can Taylor expand the exponential in Eq. (2.9) up to second order, to get

$$
\begin{equation*}
\left\langle Q(t)^{2}\right\rangle \approx \frac{k_{B} T}{M} t^{2}, \text { for } t \ll \frac{\eta}{M} . \tag{2.10}
\end{equation*}
$$

The long-time behavior ( $t \gg \eta / M$ ) can be calculated by neglecting the exponential in Eq. (2.9) since it decays rapidly, thus giving us

$$
\begin{equation*}
\left\langle Q(t)^{2}\right\rangle \approx-\frac{2 k_{B} T M}{\eta^{2}}+\frac{2 k_{B} T}{\eta} t, \text { for } t \gg \frac{\eta}{M} . \tag{2.11}
\end{equation*}
$$

We can thus conclude that the mean squared displacement in the free case resulting from the Brownian motion described by Eq. (2.2) yields ballistic behavior (quadratic) for short times and diffusive behavior (linear) for long times, which we can visually verify in Fig. 2.2.


Figure 2.2: The mean squared displacement of a Brownian particle is shown in blue. The short-and long-time behavior are represented by orange and green dashed lines, respectively. Here, $\left\langle Q(t)^{2}\right\rangle$ is measured in units of $\eta^{2} / k_{b} T M$ and the time is measured in units of $\eta / M$.

### 2.1.3 Solving the Langevin equation for the free case by Fourier transformation

In this section, we take a non-traditional approach to solve the Langevin equation for the free particle case, namely, we use Fourier transforms. This is done because the next chapter we use Fourier transforms to solve more difficult equations. Let us begin by finding the particular solution, $Q^{p}(t)$, of the Langevin equation. This is done by taking the Fourier transform (2.2) for the case $V=0$. We then obtain

$$
\begin{equation*}
Q^{p}(\omega)=\frac{f(\omega)}{-M \omega^{2}+i \eta \omega} . \tag{2.12}
\end{equation*}
$$

Next, we take the inverse Fourier transform of the above equation,

$$
\begin{align*}
Q^{p}(t) & =\mathcal{F}^{-1}\left[\frac{f(\omega)}{-M \omega^{2}+i \eta \omega} ; t\right] \\
& =\frac{1}{2 \pi} f(t) * \mathcal{F}^{-1}\left[\frac{1}{\omega(-M \omega+i \eta)} ; t\right] \\
& =\left(\frac{1}{2 \pi}\right)^{2} f(t) *\left\{\mathcal{F}^{-1}\left[\frac{1}{\omega} ; t\right] * \mathcal{F}^{-1}\left[\frac{1}{-M \omega+i \eta} ; t\right]\right\}, \tag{2.1.1}
\end{align*}
$$

where in the second and third lines we used Lem. B.1.4 (see App. B). Now, we interpret $\mathcal{F}^{-1}[1 / \omega ; t]$ in the positive $i \epsilon$-interpretation. The mathematical reason for this is because we want to get the same result as was obtained using Laplace transforms in the previous section. A physical interpretation would be that we couple the particle to the bath after $t=0$, such that this part is zero beforehand. This is insured by the Heaviside function, which arises in the positive $i \epsilon$-interpretation. Using Eq. (B.31), we get

$$
\begin{equation*}
\mathcal{F}^{-1}\left[\frac{1}{\omega} ; t\right]=2 \pi i \Theta(t) \tag{2.14}
\end{equation*}
$$

The inverse Fourier transform of $1 /(-M \omega+i \eta)=1 /[M(-\omega+i \eta / M)]$ can be directly calculated by applying the residue theorem (Thm. B.4.1) and Jordan's lemma (Lem. B.4.1), where the closing of the contour is done in the same way as in Ex. B.4.1 (noting that $\eta / M>0)$. This gives

$$
\begin{equation*}
\mathcal{F}^{-1}\left[\frac{1}{-M \omega+i \eta} ; t\right]=-\frac{2 \pi i}{M} e^{-\frac{\eta}{M} t} \Theta(t) . \tag{2.15}
\end{equation*}
$$

Substituting Eqs. (2.14) and (2.15) into Eq. (2.13), gives

$$
\begin{equation*}
Q^{p}(t)=f(t) *\left\{\frac{1}{M}\left[\Theta(t) * e^{-\frac{\eta}{M} t} \Theta(t)\right]\right\} . \tag{2.16}
\end{equation*}
$$

Finally, we apply Eq. (B.5) to calculate the inner convolution, which yields

$$
\begin{align*}
Q^{p}(t) & =f(t) *\left(\frac{1}{M} \int_{0}^{t} d \tau e^{-\frac{\eta}{M} \tau}\right) \\
& =\frac{1}{\eta} f(t) *\left(1-e^{-\frac{\eta}{M} t}\right) \tag{2.17}
\end{align*}
$$

where we implicitly assume that $t>0$.
The homogeneous part of the solution, $Q^{h}(t)$, is found by solving the homogeneous equation in Fourier space, namely

$$
\begin{equation*}
\left(-M \omega^{2}+i \eta \omega\right) Q(\omega)=0 \tag{2.18}
\end{equation*}
$$

which has non-trivial solutions if

$$
\begin{equation*}
\omega=0 \text { or } \omega=\frac{\eta}{M} i \text {. } \tag{2.19}
\end{equation*}
$$

This means that the homogeneous solution is given by

$$
\begin{align*}
Q^{h}(t) & =\mathcal{F}^{-1}\left[A \delta(\omega)+B \delta\left(\omega-\frac{\eta}{M} i\right) ; t\right] \\
& =A+B e^{-\frac{\eta}{M} t}, \tag{2.20}
\end{align*}
$$

where A and B are determined by initial conditions. Since, $Q^{p}(t \leq 0)=0$, and $Q(t)=$ $Q^{p}(t)+Q^{h}(t)$, we find

$$
\begin{equation*}
A=Q(0)-B \text { and } \dot{Q}(0)=-\frac{\eta}{M} B \tag{2.21}
\end{equation*}
$$

which, if we take $Q(0)=0$, yields

$$
\left\{\begin{array}{l}
B=-\frac{M}{\eta} \dot{Q}(0)  \tag{2.22}\\
A=\frac{M}{\eta} \dot{Q}(0) .
\end{array}\right.
$$

The full solution to the Langevin equation is the sum of the particular solution and the homogeneous solution, which is thus given by

$$
\begin{equation*}
Q(t)=\frac{1}{\eta} f(t) *\left(1-e^{-\frac{\eta}{M} t}\right)+\frac{M}{\eta} \dot{Q}(0)\left(1-e^{-\frac{\eta}{M} t}\right) \tag{2.23}
\end{equation*}
$$

which is exactly the solution, see Eq. (2.6), that we obtained by using the Laplace transform. This justifies the positive $i \epsilon$-interpretation used in Eq. (2.14).

### 2.2 Quantum Brownian motion: the Caldeira-Leggett model

In the Caldeira-Leggett model, we consider a particle with mass $M$ and coordinate $Q$ coupled linearly to a bath of harmonic oscillators, each with mass $m_{k}$, frequency $\omega_{k}$ and coordinates $q_{k}$. A schematic overview of this model can be seen in Fig. 2.3. The CaldeiraLeggett model is thus described by the Lagrangian

$$
\begin{equation*}
\mathcal{L}_{C L}=\mathcal{L}_{p}+\mathcal{L}_{\text {bath }}+\mathcal{L}_{i n t}+\mathcal{L}_{C T}, \tag{2.24}
\end{equation*}
$$

where $\mathcal{L}_{p}$ describes the particle, $\mathcal{L}_{\text {bath }}$ accounts for the harmonic oscillators, $\mathcal{L}_{\text {int }}$ describes the linear coupling between the particle and the harmonic oscillators, and $\mathcal{L}_{C T}$ is a counterterm, needed to renormalize the potential to which the particle is subject. Here,

$$
\begin{align*}
\mathcal{L}_{p} & =\frac{1}{2} M \dot{Q}^{2}-V(Q),  \tag{2.25}\\
\mathcal{L}_{\text {bath }} & =\frac{1}{2} \sum_{k=1}^{N} m_{k}\left(\dot{q}_{k}^{2}-\omega_{k}^{2} q_{k}^{2}\right),  \tag{2.26}\\
\mathcal{L}_{i n t} & =Q \sum_{k=1}^{N} C_{k} q_{k},  \tag{2.27}\\
\mathcal{L}_{C T} & =-\frac{1}{2} \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}} Q^{2} . \tag{2.28}
\end{align*}
$$



Figure 2.3: A schematic representation of the Caldeira-Leggett model in which a particle is coupled to a bath of harmonic oscillators.

It is not immediately clear that this Lagrangian is able to describe Brownian motion. The justification of this model is given a posteriori, meaning that the Langevin equation will come out of the equations of motions of this particular Lagrangian. The classical equations of motions can be found through the Euler-Lagrange equations and are given by

$$
\begin{align*}
& M \ddot{Q}=-V^{\prime}(Q)+\sum_{k=1}^{N} C_{k} q_{k}-\sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}} Q,  \tag{2.29}\\
& m_{j} \ddot{q}_{j}=-m_{j} \omega_{j}^{2} q_{j}+C_{j} Q . \tag{2.30}
\end{align*}
$$

The goal is to end up with an equation that describes Brownian motion of the particle, $Q$, namely the Langevin equation, see Eq. (2.2). Thus, we want to eliminate the bath out of Eq. (2.29). To achieve this, we first solve Eq. (2.30). Taking the Laplace transform of Eq. (2.30), which is defined in Sec. B. 2 of App. B, gives

$$
\begin{align*}
q_{j}(s) & =\frac{\dot{q}_{j}(0)}{s^{2}+\omega_{j}^{2}}+\frac{s q_{j}(0)}{s^{2}+\omega_{j}^{2}}+\frac{C_{j} Q(s)}{m_{j}\left(s^{2}+\omega_{j}^{2}\right)} \\
& =\frac{\dot{q}_{j}(0)}{s^{2}+\omega_{j}^{2}}+\frac{s q_{j}(0)}{s^{2}+\omega_{j}^{2}}+\frac{C_{j} Q(s)}{m_{j}}\left(\frac{1}{\omega_{j}^{2}}-\frac{1}{\omega_{j}^{2}} \frac{s^{2}}{s^{2}+\omega_{j}^{2}}\right), \tag{2.31}
\end{align*}
$$

where we used Lem. B.2.2 in the first line and in the last line we separated a term that will cancel the term coming from $\mathcal{L}_{C T}$. Th solution in the time domain is obtained by taking the inverse Laplace transform of Eq. (2.31), which results in

$$
\begin{equation*}
q_{j}(t)=\frac{\dot{q}_{j}(0)}{\omega_{j}} \sin \left(\omega_{j} t\right)+q_{j}(0) \cos \left(\omega_{j} t\right)+\frac{C_{j} Q(t)}{m_{j} \omega_{j}^{2}}-\mathscr{L}^{-1}\left[\frac{C_{j} Q(s)}{m_{j} \omega_{j}^{2}} \frac{s^{2}}{s^{2}+\omega_{j}^{2}} ; t\right], \tag{2.32}
\end{equation*}
$$

where we used Eqs. (B.20) and (B.21). Next, we use two properties of the inverse Laplace transform given by Eqs. (B.13) and (B.15), noting that we chose $Q(0)=0$ since our system is translation invariant. This yields

$$
\begin{align*}
q_{j}(t) & =\frac{\dot{q}_{j}(0)}{\omega_{j}} \sin \left(\omega_{j} t\right)+q_{j}(0) \cos \left(\omega_{j} t\right)+\frac{C_{j} Q(t)}{m_{j} \omega_{j}^{2}}-\frac{d}{d t} \mathscr{L}^{-1}\left[\frac{C_{j} Q(s)}{m_{j} \omega_{j}^{2}} \frac{s}{s^{2}+\omega_{j}^{2}} ; t\right] \\
& =\frac{\dot{q}_{j}(0)}{\omega_{j}} \sin \left(\omega_{j} t\right)+q_{j}(0) \cos \left(\omega_{j} t\right)+\frac{C_{j} Q(t)}{m_{j} \omega_{j}^{2}}-\frac{d}{d t}\left[\frac{C_{j} Q(t)}{m_{j} \omega_{j}^{2}} * \cos \left(\omega_{j} t\right)\right] . \tag{2.33}
\end{align*}
$$

Inserting the above solution into Eq. (2.29), gives

$$
\begin{equation*}
M \ddot{Q}+V^{\prime}(Q)+\sum_{k=1}^{N} \frac{d}{d t}\left[\frac{C_{k}^{2} Q(t)}{m_{k} \omega_{k}^{2}} * \cos \left(\omega_{k} t\right)\right]=\sum_{k=1}^{N} C_{k}\left[\frac{\dot{q}_{k}(0)}{\omega_{k}} \sin \left(\omega_{k} t\right)+q_{k}(0) \cos \left(\omega_{k} t\right)\right] . \tag{2.34}
\end{equation*}
$$

To simplify the above equation, we calculate the spectral function of the bath, which is defined by

$$
\begin{equation*}
J(\omega) \equiv \operatorname{Im} \mathcal{F}\left\{-i \theta\left(t-t^{\prime}\right)\left\langle\left[F(t), F\left(t^{\prime}\right)\right]\right\rangle\right\} \tag{2.35}
\end{equation*}
$$

where $F(t)$ is the force exerted by the particle on the harmonic oscillators of the bath. The spectral function can be more easily calculated as the imaginary part of the dynamical susceptibility of $F(\omega)=\sum_{k=1}^{N} C_{k} q_{k}(\omega)$. Taking the Fourier transform of equation (2.30) yields

$$
\begin{equation*}
q_{j}(\omega)=-\frac{C_{j}}{m_{j}\left(\omega^{2}-\omega_{j}^{2}\right)} Q(\omega) \tag{2.36}
\end{equation*}
$$

The above equation tells us that $q_{j}(\omega)$ is a function of $Q(\omega)$. The dynamical susceptibility is thus given by

$$
\begin{align*}
\chi_{B}(\omega) & \equiv \frac{\partial F(\omega)}{\partial Q(\omega)} \\
& =-\sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k}\left(\omega^{2}-\omega_{k}^{2}\right)} . \tag{2.37}
\end{align*}
$$

The Caldeira-Leggett spectral function is thus given by

$$
\begin{align*}
J_{C L}(\omega) & =\operatorname{Im}\left[\chi_{B}(\omega)\right] \\
& =\frac{\pi}{2} \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}}\left[\delta\left(\omega-\omega_{k}\right)-\delta\left(\omega+\omega_{k}\right)\right] \\
& =\frac{\pi}{2} \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}} \delta\left(\omega-\omega_{k}\right), \tag{2.38}
\end{align*}
$$

where in the second line we used Eq. (B.43) and in the third line we imposed that physical frequencies are positive, $\omega>0$, and $\omega_{k}>0$ such that $\delta\left(\omega+\omega_{k}\right)$ can be dropped. Now, we can turn our focus back to Eq. (2.34), where we define the friction force as

$$
\begin{equation*}
F_{f r} \equiv \sum_{k=1}^{N} \frac{d}{d t}\left[\frac{C_{k}^{2} Q(t)}{m_{k} \omega_{k}^{2}} * \cos \left(\omega_{k} t\right)\right] \tag{2.39}
\end{equation*}
$$

To see why this is a friction force, we insert the Caldeira-Leggett spectral function that is given by Eq. (2.38) into the above equation, finding

$$
\begin{align*}
F_{f r} & =\frac{d}{d t}\left\{\int_{0}^{t} d \tau \int_{0}^{\infty} d \omega \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}} \delta\left(\omega-\omega_{k}\right) \cos [\omega(t-\tau)] Q(\tau)\right\} \\
& =\frac{2}{\pi} \frac{d}{d t}\left\{\int_{0}^{t} d \tau \int_{0}^{\infty} d \omega \frac{J_{C L}(\omega)}{\omega} \cos [\omega(t-\tau)] Q(\tau)\right\} . \tag{2.40}
\end{align*}
$$

To simplify the above expression, we assume an Ohmic bath, which means that the spectral function can effectively be described by

$$
J_{C L}(\omega)= \begin{cases}\eta \omega & \text { for } \omega<\Omega  \tag{2.41}\\ 0 & \text { for } \omega>\Omega\end{cases}
$$

where $\Omega$ is a high-frequency cut-off $(\Omega \rightarrow \infty)$ and $\eta$ the macroscopic friction coefficient. The above function can also be seen in Fig. 2.4. Substituting Eq. (2.41) into Eq. (2.40) gives

$$
\begin{align*}
F_{f r} & =\frac{2 \eta}{\pi} \frac{d}{d t}\left\{\int_{0}^{t} d \tau \int_{0}^{\infty} d \omega \cos [\omega(t-\tau)] Q(\tau)\right\} \\
& =2 \eta \frac{d}{d t}\left\{\int_{0}^{t} d \tau \delta(t-\tau) Q(\tau)\right\} \\
& =\eta \dot{Q}(t) \tag{2.42}
\end{align*}
$$

where in the first line we used the cosine representation of the delta function and in the third line we obtain a factor of $1 / 2$ because the the evaluation of the delta function sits exactly on the boundary ${ }^{1}$. This justifies our definition of $F_{f r}$ since this reproduces the classical form of a friction force under the Ohmic bath assumption. Turning our focus to the RHS of Eq. (2.34), which we define to be a random white noise force,

$$
\begin{equation*}
f(t) \equiv \sum_{k=1}^{N} C_{k}\left[\frac{\dot{q}_{k}(0)}{\omega_{k}} \sin \left(\omega_{k} t\right)+q_{k}(0) \cos \left(\omega_{k} t\right)\right] . \tag{2.43}
\end{equation*}
$$
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Figure 2.4: The spectral function of an Ohmic bath, which means that for frequencies lower than a high frequency cut-off, $\Omega$, the spectral function is given by $J_{C L}(\omega)=\eta \omega$ and is zero for frequencies higher than the cut-off. $J_{C L}(\omega)$ is measured in units of $1 / \eta$ and we chose for $\Omega=3$.

We will show that this is indeed a white noise force by calculating its statistics. To do this, we assume that the bath is in thermal equilibrium, such that in the classical limit the equipartition theorem must hold (see Eqs. (2.7)). This implies that $\langle f(t)\rangle=0$. Focusing our attention to the autocorrelator, we get

$$
\begin{align*}
\left\langle f(t) f\left(t^{\prime}\right)\right\rangle= & \left\langle\sum_{k k^{\prime}} C_{k} C_{k^{\prime}}\left[\frac{\dot{q}_{k}(0)}{\omega_{k}} \sin \left(\omega_{k} t\right)+q_{k}(0) \cos \left(\omega_{k} t\right)\right]\left[\frac{\dot{q}_{k^{\prime}}(0)}{\omega_{k^{\prime}}} \sin \left(\omega_{k^{\prime}} t^{\prime}\right)+q_{k^{\prime}}(0) \cos \left(\omega_{k^{\prime}} t^{\prime}\right)\right]\right\rangle \\
= & \sum_{k k^{\prime}} C_{k} C_{k^{\prime}}\left[\frac{1}{\omega_{k} \omega_{k^{\prime}}}\left\langle\dot{q}_{k}(0) \dot{q}_{k^{\prime}}(0)\right\rangle \sin \left(\omega_{k} t\right) \sin \left(\omega_{k^{\prime}} t^{\prime}\right)+\left\langle q_{k}(0) q_{k^{\prime}}(0)\right\rangle \cos \left(\omega_{k} t\right) \cos \left(\omega_{k^{\prime}} t^{\prime}\right)\right. \\
& \left.+\frac{1}{\omega_{k}}\left\langle\dot{q}_{k}(0) q_{k^{\prime}}(0)\right\rangle \sin \left(\omega_{k} t\right) \cos \left(\omega_{k^{\prime}} t^{\prime}\right)+\frac{1}{\omega_{k^{\prime}}}\left\langle q_{k}(0) \dot{q}_{k^{\prime}}(0)\right\rangle \cos \left(\omega_{k} t\right) \sin \left(\omega_{k^{\prime}} t^{\prime}\right)\right] \\
= & k_{B} T \sum_{k} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}}\left[\sin \left(\omega_{k} t\right) \sin \left(\omega_{k} t^{\prime}\right)+\cos \left(\omega_{k} t\right) \cos \left(\omega_{k} t^{\prime}\right)\right], \tag{2.44}
\end{align*}
$$

where in third line we used Eqs. (2.7). Now, we can use the formula for the cosine of a difference to get

$$
\begin{align*}
\left\langle f(t) f\left(t^{\prime}\right)\right\rangle & =k_{B} T \sum_{k} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}} \cos \left[\omega_{k}\left(t-t^{\prime}\right)\right] \\
& =k_{B} T \int_{0}^{\infty} d \omega \sum_{k} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}} \cos \left[\omega\left(t-t^{\prime}\right)\right] \\
& =\frac{2 k_{B} T}{\pi} \int_{0}^{\infty} d \omega \frac{J_{C L}(\omega)}{\omega} \cos \left[\omega\left(t-t^{\prime}\right)\right], \tag{2.45}
\end{align*}
$$

where, in the last line, we identified the form of the spectral function, given by Eq. (2.38). Substituting the macroscopic form of this spectral function in the above equation, just as for the friction force, yields

$$
\begin{equation*}
\left\langle f(t) f\left(t^{\prime}\right)\right\rangle=\frac{2 \eta k_{B} T}{\pi} \int_{0}^{\infty} d \omega \cos \left[\omega\left(t-t^{\prime}\right)\right]=2 \eta k_{B} T \delta\left(t-t^{\prime}\right) . \tag{2.46}
\end{equation*}
$$

Finally, substituting Eqs. (2.42) and (2.43) into Eq. (2.34) gives

$$
\begin{equation*}
M \ddot{Q}+V^{\prime}(Q)+\eta \dot{Q}=f(t) \tag{2.47}
\end{equation*}
$$

with $\langle f(t)\rangle=0$ and $\left\langle f(t) f\left(t^{\prime}\right)\right\rangle=2 \eta k_{B} T \delta\left(t-t^{\prime}\right)$. Thus, we see that Lagrangian (2.24) is able to describe Brownian motion since in the semi-classical limit the Euler-Lagrange equations yield the Langevin equation, see Eq. (2.2).

## Chapter 3

## The Caldeira-Leggett model with Weyl fractional coupling

This chapter consists of original work, developed by us. Here, we generalize the CaldeiraLeggett model to be able to describe a whole family of anomalous diffusion, in particular anomalous diffusion in fractals $[\mathbf{1 4}, \mathbf{4 5}]$. Unlike previous works $[\mathbf{2 2}, \mathbf{2 3}, \mathbf{2 5}]$, we do this without imposing a non-Ohmic macroscopic spectral function. Motivated by the general velocity depended coupling in Ref. [36], we consider a fractional derivative coupling to the bath. However, there are many different fractional derivatives and they are not all equivalent to each other $[\mathbf{2 5}, \mathbf{2 8}, \mathbf{2 9}]$. Therefore, they often lead to different results. The main question then is: which fractional derivative should we chose? There are two motivations that resolve this issue. The first is that we are interested in the dynamics of the particle instead of equilibrium physics of the particle. The boundaries of the action are therefore taken to be from negative infinity to positive infinity. It is then logical to take the boundaries of the fractional derivative to be the same. Another important argument that will lead to one specific fractional derivative is that we would like to keep the Fourier transform as a mathematical tool, since in physics this is extremely powerful. Therefore, we would like a fractional derivative that is compatible with it. Because of these two reasons, we chose for the Weyl fractional derivative. The definition and some of its properties are introduced in Sec. 3.1. It turns out that every fractional derivative that is Fourier compatible can be shown to be equivalent to the Weyl fractional derivative (for example the Liouville fractional derivative in Ref. [25]). To study Lagrangians with Weyl fractional derivatives in it, we derive the equations of motion for these types of Lagrangians in Sec. 3.2. These will be called the Weyl fractional Euler-Lagrange equations. This is done in analogy with Ref. [37], but then for Weyl fractional derivatives instead of the Riemann-Liouville ones. Finally, in Sec. 3.3, we use the tools developed in the preceding sections to generalize the Caldeira-Leggett model to a model with Weyl fractional coupling. With this model, we are able to derive the Weyl fractional Langevin equation, which is solved in Sec. 3.4. The
asymptotic behavior of the mean square displacement, which is a very important characteristic of (anomalous) diffusion, is discussed in Sec. 3.5.

### 3.1 The Weyl fractional derivative

Although the Weyl fractional derivative has been mentioned briefly in the literature (see Refs. $[\mathbf{1 2}, \mathbf{2 3}, \mathbf{2 5}, \mathbf{4 6}, \mathbf{4 7}, \mathbf{4 8}]$ ), its mathematical exploration has been very limited, as far as we are aware. In this section, we explore various novel properties and examples, one of them being a partial integration formula for the Weyl fractional derivative, which turns out to be of significant importance.

Definition 3.1.1. Let $\alpha \in \mathbb{R}, f \in L^{2}(\mathbb{R})^{1}$, then

$$
\begin{equation*}
{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} f(t)=\mathcal{F}^{-1}\left\{(i \omega)^{\alpha} \mathcal{F}[f(t) ; \omega] ; t\right\} \tag{3.1}
\end{equation*}
$$

is defined to be the Weyl fractional derivative of order $\alpha$, where $(i \omega)^{\alpha}$ is the complex power function ${ }^{2}$.

Example 3.1.1. Let us calculate the Weyl fractional derivative of an exponential function. Let $a \in \mathbb{C}$, then

$$
\begin{align*}
{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} e^{a t} & =\mathcal{F}^{-1}\left\{(i \omega)^{\alpha} \mathcal{F}\left[e^{a t} ; \omega\right] ; t\right\} \\
& =\mathcal{F}^{-1}\left\{(i \omega)^{\alpha} \delta(\omega+i a) ; t\right\} \\
& =a^{\alpha} e^{a t} \tag{3.2}
\end{align*}
$$

Definition 3.1.2. Let $\alpha \in \mathbb{R}, f \in L^{2}(\mathbb{R})$, then

$$
\begin{equation*}
{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} f(t)=\mathcal{F}^{-1}\left\{(-i \omega)^{\alpha} \mathcal{F}[f(t) ; \omega] ; t\right\} \tag{3.3}
\end{equation*}
$$

is called the pseudo Weyl fractional derivative of order $\alpha$.
Example 3.1.2. Let us calculate the pseudo Weyl fractional derivative of an exponential function. Let $a \in \mathbb{C}$, then

$$
\begin{align*}
{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} e^{a t} & =\mathcal{F}^{-1}\left\{(-i \omega)^{\alpha} \mathcal{F}\left[e^{a t} ; \omega\right] ; t\right\} \\
& =\mathcal{F}^{-1}\left\{(-i \omega)^{\alpha} \delta(\omega+i a) ; t\right\} \\
& =(-a)^{\alpha} e^{a t} \tag{3.4}
\end{align*}
$$
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 COUPLINGRemark 3.1.1. Note that the combination ${ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} f(t)=\mathcal{F}^{-1}\left\{|\omega|^{2 \alpha} \mathcal{F}[f(t) ; \omega] ; t\right\}$, which is known as the fractional Laplacian $[\mathbf{4 9}, \mathbf{5 0}]$, denoted by $\left(-\square_{t}\right)^{2 \alpha} f(t)$. Fractional Laplacians were shown to be relevant to describe the quantum valley Hall effect in graphene [51], as well as excitations in transition metal dichalcogenides $[\mathbf{5 2 , 5 3}]$. In particular, $\alpha=1 / 4$, yields

$$
\begin{equation*}
{ }_{-}^{W} \boldsymbol{D}_{t}^{\frac{1}{4}}{ }_{+}^{W} \boldsymbol{D}_{t}^{\frac{1}{4}} f(t)=\sqrt{-\square_{t}} f(t), \tag{3.5}
\end{equation*}
$$

which is encountered among others in the context of Pseudo QED $[\mathbf{5 4 , 5 5 ]}$. This theory emerges from a projected $Q E D[54]$ because in 2D systems like graphene, the dynamics of the electrons is restricted to a 2D plane, whereas the photons intermediate their interactions in $3 D$.

Example 3.1.3. The combination presented in Rem. 3.1.1 will often appear when working with these operators. We thus also calculate this combination acting on an exponential function. Let $a \in \mathbb{C}$, then

$$
\begin{align*}
{ }_{-}^{W} \boldsymbol{D}_{t}^{\frac{\alpha}{2}}{ }_{+}^{W} \boldsymbol{D}_{t}^{\frac{\alpha}{2}} e^{a t} & =\mathcal{F}^{-1}\left\{|\omega|^{\alpha} \mathcal{F}\left[e^{a t} ; \omega\right] ; t\right\} \\
& =\mathcal{F}^{-1}\left\{|\omega|^{\alpha} \delta(\omega+i a) ; t\right\} \\
& =|a|^{\alpha} e^{a t} \tag{3.6}
\end{align*}
$$

Lemma 3.1.1. The (pseudo) Weyl fractional derivative is a linear operator. Let $f, g \in$ $L^{2}(\mathbb{R}), a, b \in \mathbb{C}$ and $\alpha \in \mathbb{R}$, then

$$
\begin{equation*}
{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha}[a f(t)+b g(t)]=a{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} f(t)+b{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} g(t) . \tag{3.7}
\end{equation*}
$$

Proof.
The proof follows immediately from the definition of the (pseudo) Weyl fractional derivative and linearity of integrals.

Lemma 3.1.2. The (pseudo) Weyl fractional derivative is a real operator, meaning that for any $f \in L^{2}(\mathbb{R})$ and $\alpha \in \mathbb{R}$ we have

$$
\begin{equation*}
\left[{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} f(t)\right]^{*}={ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} f(t) . \tag{3.8}
\end{equation*}
$$

Proof.
We have

$$
\begin{aligned}
{\left[{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} f(t)\right]^{*} } & =\left[\int_{-\infty}^{\infty} d \omega e^{i \omega t}( \pm i \omega)^{\alpha} \int_{-\infty}^{\infty} \frac{d \tau}{2 \pi} e^{-i \omega \tau} f(\tau)\right]^{*} \\
& =\int_{-\infty}^{\infty} d \omega e^{-i \omega t}(\mp i \omega)^{\alpha} \int_{-\infty}^{\infty} \frac{d \tau}{2 \pi} e^{i \omega \tau} f(\tau) \\
& =\int_{-\infty}^{\infty} d \omega e^{i \omega t}( \pm i \omega)^{\alpha} \int_{-\infty}^{\infty} \frac{d \tau}{2 \pi} e^{-i \omega \tau} f(\tau) \\
& ={ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} f(t),
\end{aligned}
$$

where in the second line we used that $\omega \in \mathbb{R}$, such that $\left[(i \omega)^{\alpha}\right]^{*}=(-i \omega)^{\alpha}$ and in the third line we did the substitution $\omega \rightarrow-\omega$.

Lemma 3.1.3. The Weyl fractional derivative and the pseudo Weyl fractional derivative commute. That is, for $f \in L^{2}(\mathbb{R})$ and $\alpha, \beta \in \mathbb{R}$, we have

$$
\begin{equation*}
{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\beta} f(t)={ }_{+}^{W} \boldsymbol{D}_{t}^{\beta}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} f(t) . \tag{3.9}
\end{equation*}
$$

Proof.
By definition, we have

$$
\begin{aligned}
{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}{ }_{+}^{W} \boldsymbol{D}_{t}^{\beta} f(t) & =\mathcal{F}^{-1}\left\{(-i \omega)^{\alpha} \mathcal{F}\left[{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} f(t) ; \omega\right] ; t\right\} \\
& =\mathcal{F}^{-1}\left\{(-i \omega)^{\alpha}(i \omega)^{\beta} \mathcal{F}[f(t) ; \omega] ; t\right\} \\
& =\mathcal{F}^{-1}\left\{(i \omega)^{\beta} \mathcal{F}\left[{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} f(t) ; \omega\right] ; t\right\} \\
& ={ }_{+}^{W} \boldsymbol{D}_{t}^{\beta}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} f(t) .
\end{aligned}
$$

Lemma 3.1.4. The (pseudo) Weyl fractional derivative satisfies the semigroup property, meaning that its orders add up. That is, let $f \in L^{2}(\mathbb{R})$ and $\alpha, \beta \in \mathbb{R}$, then

$$
\begin{equation*}
{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\beta}{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} f(t)={ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha+\beta} f(t) . \tag{3.10}
\end{equation*}
$$

Proof.
We directly see that

$$
\begin{aligned}
{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\beta}{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} f(t) & =\mathcal{F}^{-1}\left\{( \pm i \omega)^{\alpha}( \pm i \omega)^{\beta} \mathcal{F}[f(t) ; \omega] ; t\right\} \\
& =\mathcal{F}^{-1}\left\{( \pm i \omega)^{\alpha+\beta} \mathcal{F}[f(t) ; \omega] ; t\right\} \\
& ={ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha+\beta} f(t) .
\end{aligned}
$$

Lemma 3.1.5. Let $f, g \in L^{2}(\mathbb{R})$ and $\alpha \in \mathbb{R}$. Then, the (pseudo) Weyl fractional derivative of a convolution satisfies

$$
\begin{equation*}
g(t) *{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} f(t)={ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} g(t) * f(t)={ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha}[g(t) * f(t)] . \tag{3.11}
\end{equation*}
$$

Proof.
We have

$$
\begin{aligned}
\mathcal{F}\left[g(t) *{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} f(t) ; \omega\right] & =\mathcal{F}[g(t) ; \omega] \mathcal{F}\left[{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} f(t) ; \omega\right] \\
& =\mathcal{F}[g(t) ; \omega]( \pm i \omega)^{\alpha} \mathcal{F}[f(t) ; \omega] \\
& =\mathcal{F}\left[\begin{array}{c}
\left.{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} g(t) ; \omega\right] \mathcal{F}[f(t) ; \omega] \\
\end{array}\right. \\
& =\mathcal{F}\left[{ }_{{ }_{ \pm}}^{W} \boldsymbol{D}_{t}^{\alpha} g(t) * f(t) ; \omega\right] .
\end{aligned}
$$

Furthermore, we know that

$$
\mathcal{F}\left\{\begin{array}{c}
W \\
\pm
\end{array} \boldsymbol{D}_{t}^{\alpha}[g(t) * f(t)] ; \omega\right\}=\mathcal{F}[g(t) ; \omega]( \pm i \omega)^{\alpha} \mathcal{F}[f(t) ; \omega] .
$$

Hence we conclude, by uniqueness of the Fourier transform, that

$$
g(t) *{ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} f(t)={ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha} g(t) * f(t)={ }_{ \pm}^{W} \boldsymbol{D}_{t}^{\alpha}[g(t) * f(t)] .
$$

Theorem 3.1.1. (Weyl partial integration) Let $f, g \in L^{2}(\mathbb{R})$ and $\alpha \in \mathbb{R}$, then the partial integration formula for the Weyl fractional derivative is given by

$$
\begin{equation*}
\int_{-\infty}^{\infty} d t g(t){ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} f(t)=\int_{-\infty}^{\infty} d t f(t){ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} g(t) . \tag{3.12}
\end{equation*}
$$

Proof.
We have

$$
\begin{aligned}
\int_{-\infty}^{\infty} d t g(t){ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} f(t) & =\int_{-\infty}^{\infty} d t g(t) \int_{-\infty}^{\infty} d \omega e^{i \omega t}(i \omega)^{\alpha} \frac{1}{2 \pi} \int_{-\infty}^{\infty} d \tau e^{-i \omega \tau} f(\tau) \\
& =\int_{-\infty}^{\infty} d \tau f(\tau) \int_{-\infty}^{\infty} d \omega e^{i \omega \tau}(-i \omega)^{\alpha} \frac{1}{2 \pi} \int_{-\infty}^{\infty} d t e^{-i \omega t} g(t) \\
& =\int_{-\infty}^{\infty} d t f(t){ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} g(t),
\end{aligned}
$$

where, in the second line, we made the substitution $\omega \rightarrow-\omega$ and in the last line we renamed $t \longleftrightarrow \tau$.

Remark 3.1.2. Notice that we needed the pseudo Weyl fractional derivative for this partial integration formula. Since $(i \omega)^{\alpha}$ is the complex power function, its impossible to get a partial integration formula with only the Weyl fractional derivative in it. This arises because, using Thm. B.3.1, we have

$$
(-i \omega)^{\alpha}=(-1)^{\alpha}(i \omega)^{\alpha} e^{2 \pi i \alpha N_{+}} \text {with } N_{+}= \begin{cases}-1 & \text { if } \operatorname{sign}(\omega)=1 \\ 0 & \text { if } \operatorname{sign}(\omega)=-1\end{cases}
$$

This means that we would have to split the integral based on the sign of $\omega$, thus not obtaining the Weyl fractional derivative again.

### 3.2 The Weyl fractional Euler-Lagrange equation

In the previous section, we were able to derive a partial integration formula for the (pseudo) Weyl fractional derivatives (see Thm. 3.1.1). This means that now we have the tools needed to derive the equations of motions of Lagrangians that are dependent on (pseudo) Weyl fractional derivatives, which will be done in this section. We will call them the Weyl fractional Euler-Lagrange equations, which are, to the best of our knowledge, not yet known in the literature.

## Theorem 3.2.1. (The Weyl fractional Euler-Lagrange equation)

Consider the following action

$$
\begin{equation*}
S[y]=\int_{-\infty}^{\infty} d t \mathcal{L}\left(t, y(t),{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha_{1}} y(t), \ldots,{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha_{n}} y(t), \ldots,{ }_{-}^{W} \boldsymbol{D}_{t}^{\beta_{1}} y(t), \ldots,{ }_{-}^{W} \boldsymbol{D}_{t}^{\beta_{m}} y(t)\right), \tag{3.13}
\end{equation*}
$$
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 COUPLINGwhere $y \in L^{2}(\mathbb{R}), \alpha_{k}{ }^{\prime} s, \beta_{j}{ }^{\prime} s \in \mathbb{R}_{0}$ and all $\alpha_{k}{ }^{\prime} s, \beta_{j}{ }^{\prime}$ s are different. Minimizing $S[y]$ with respect to $y$ leads to the Weyl fractional Euler-Lagrange equation, which is given by

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial y}+\sum_{k=1}^{n}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha_{k}} \frac{\partial \mathcal{L}}{\partial_{+}^{W} \boldsymbol{D}_{t}^{\alpha_{k}} y}+\sum_{j=1}^{m}{ }_{+}^{W} \boldsymbol{D}_{t}^{\beta_{j}} \frac{\partial \mathcal{L}}{\partial^{W}{ }_{-}^{W} \boldsymbol{D}_{t}^{\beta_{j}} y}=0 . \tag{3.14}
\end{equation*}
$$

Proof.
Taking a variation of this action gives

$$
\delta S[y]=\int_{-\infty}^{\infty} d t\left(\frac{\partial \mathcal{L}}{\partial y} \delta y+\sum_{k=1}^{n} \frac{\partial \mathcal{L}}{\partial_{+}^{W} \boldsymbol{D}_{t}^{\alpha_{k}} y} \delta_{+}^{W} \boldsymbol{D}_{t}^{\alpha_{k}} y+\sum_{j=1}^{m} \frac{\partial \mathcal{L}}{\partial_{-}^{W} \boldsymbol{D}_{t}^{\beta_{j}} y} \delta_{-}^{W} \boldsymbol{D}_{t}^{\beta_{j}} y\right) .
$$

Swapping the order of the variation and the fractional derivatives and applying Thm. 3.1.1, yields

$$
\delta S[y]=\int_{-\infty}^{\infty} d t\left(\frac{\partial \mathcal{L}}{\partial y}+\sum_{k=1}^{n}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha_{k}} \frac{\partial \mathcal{L}}{\partial_{+}^{W} \boldsymbol{D}_{t}^{\alpha_{k}} y}+\sum_{j=1}^{m}{ }_{+}^{W} \boldsymbol{D}_{t}^{\beta_{j}} \frac{\partial \mathcal{L}}{\partial_{-}^{W} \boldsymbol{D}_{t}^{\beta_{j}} y}\right) \delta y, \forall \delta y .
$$

Setting the above equation equal to zero implies

$$
\frac{\partial \mathcal{L}}{\partial y}+\sum_{k=1}^{n}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha_{k}} \frac{\partial \mathcal{L}}{\partial^{W} \boldsymbol{D}_{t}^{\alpha_{k}} y}+\sum_{j=1}^{m}{ }_{+}^{W} \boldsymbol{D}_{t}^{\beta_{j}} \frac{\partial \mathcal{L}}{\partial_{-}^{W} \boldsymbol{D}_{t}^{\beta_{j}} y}=0 .
$$

Remark 3.2.1. Usually, Lagrangians of the form $\mathcal{L}\left(y(t), \dot{y}(t),{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} y(t)\right)$ will be considered. This implies that the fractional Euler-Lagrange equation reduces to

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial y}-\frac{d}{d t} \frac{\partial \mathcal{L}}{\partial \dot{y}}+{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} \frac{\partial \mathcal{L}}{\partial_{+}^{W} \boldsymbol{D}_{t}^{\alpha} y}=0 . \tag{3.15}
\end{equation*}
$$

One must be careful with taking the limits $\alpha \rightarrow 0$ and $\alpha \rightarrow 1$ because overcounting will happen. It is therefore important to fully understand the proof of Thm. (3.14). This means that in the limits $\alpha \rightarrow 0,1$, the last term in Eq. (3.15) should be ignored since it is already included in the first two terms of Eq. (3.15). In this way, the usual Euler-Lagrange equations are recovered in the limits $\alpha \rightarrow 0,1$. Note that overcounting is not a problem as soon as one specifies a Lagrangian explicitly.
Remark 3.2.2. If we have a Lagrangian of the form $\mathcal{L}\left(t, y(t),{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} y(t)\right)$ and we take $\alpha=1$, implying that ${ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha}=d / d t$ and ${ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}=-d / d t$, the standard Euler-Lagrange equation is recovered.

### 3.3 Derivation of the Weyl fractional Langevin equation

### 3.3.1 The fractional Caldeira-Leggett model: fractional system-bath coupling

In our nomenclature the fractional Caldeira-Leggett model, denoted by $\mathcal{L}_{F C L}$, is an extension of the Caldeira-Leggett model described by the Lagrangian in Eq. (2.24) in which a modified interaction term is introduced in the Lagrangian. This modification allows the model to be interpreted as the Caldeira-Leggett model, with the exception that the interaction between the particle and the bath is altered by a 'fraction'. The rational behind this modification is that the particle and the bath remain exactly the same, however the interaction between them changes. This could be attributed to several external factors, such as the geometry in which the particle or bath resides. We thus consider

$$
\begin{equation*}
\mathcal{L}_{F C L}=\mathcal{L}_{p}+\mathcal{L}_{\text {bath }}+\mathcal{L}_{i n t}+\mathcal{L}_{C T} \tag{3.16}
\end{equation*}
$$

where

$$
\begin{align*}
\mathcal{L}_{p} & =\frac{1}{2} M \dot{Q}^{2}-V(Q),  \tag{3.17}\\
\mathcal{L}_{\text {bath }} & =\frac{1}{2} \sum_{k=1}^{N} m_{k}\left(\dot{q}_{k}^{2}-\omega_{k}^{2} q_{k}^{2}\right),  \tag{3.18}\\
\mathcal{L}_{\text {int }} & ={ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q \sum_{k=1}^{N} C_{k} q_{k} . \tag{3.19}
\end{align*}
$$

Here, $Q$ is the coordinate of the system, $M$ is the mass of the system, $V(Q)$ is the potential that the system undergoes, $q_{k}$ are the bath coordinates (which are subject to a harmonic potential), each having mass $m_{k}, \alpha \in \mathbb{R}$ is the order of the fractional derivative and $\mathcal{L}_{C T}$ is the counter-term Lagrangian, which renormalizes the potential and is independent of the bath coordinates.
$\mathcal{L}_{C T}$ is obtained by making sure that the system $Q$ is subject to the potential $V$ and not some shifted potential. Therefore, we need to impose that $\partial \mathcal{L} / \partial Q \stackrel{!}{=}-\partial V / \partial Q$. To do this, we first set

$$
\begin{equation*}
0=\frac{\partial \mathcal{L}}{\partial q_{j}}=-m_{j} \omega_{j}^{2} q_{j}+C_{j}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q, \tag{3.20}
\end{equation*}
$$

because we want the bath to be non-interacting, meaning that no particle of the bath should feel any potential. This then implies that

$$
\begin{equation*}
q_{j}=\frac{C_{j}}{m_{j} \omega_{j}^{2}}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q \tag{3.21}
\end{equation*}
$$

Now, we can find the minimum of $\mathcal{L}$ with respect to $Q$, which we want to be at the minimum of the potential, such that

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial Q}=-\frac{\partial V}{\partial Q}+\frac{\partial}{\partial Q}\left({ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q\right) \sum_{k=1}^{N} C_{k} q_{k}+\frac{\partial \mathcal{L}_{C T}}{\partial Q} \stackrel{!}{=}-\frac{\partial V}{\partial Q} \tag{3.22}
\end{equation*}
$$

Upon substituting Eq. (3.21) into Eq. (3.22), we obtain

$$
\begin{align*}
\frac{\partial \mathcal{L}_{C T}}{\partial Q} & =-\frac{\partial}{\partial Q}\left({ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q\right){ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}} \\
& =-\frac{1}{2} \frac{\partial}{\partial Q}\left({ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q\right)^{2} \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}} \tag{3.23}
\end{align*}
$$

Therefore, we choose

$$
\begin{equation*}
\mathcal{L}_{C T}=-\frac{1}{2} \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}}\left({ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q\right)^{2} \tag{3.24}
\end{equation*}
$$

Now, we can begin studying the equations of motion, starting with the Euler-Lagrange equations for the bath, which are given by

$$
\begin{equation*}
m_{j} \ddot{q}_{j}=-m_{j} \omega_{j}^{2} q_{j}+C_{j}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q \tag{3.25}
\end{equation*}
$$

Taking the Fourier transform of this equation yields the particular solution, $q_{j}^{p}(t)$,

$$
\begin{equation*}
q_{j}^{p}(\omega)=-\frac{C_{j}}{m_{j}\left(\omega^{2}-\omega_{j}^{2}\right)}(i \omega)^{\alpha} Q(\omega) \tag{3.26}
\end{equation*}
$$

In real space, this can be written as

$$
\begin{align*}
q_{j}^{p}(t) & =-\mathcal{F}^{-1}\left[\frac{C_{j}}{m_{j}\left(\omega^{2}-\omega_{j}^{2}\right)}(i \omega)^{\alpha} Q(\omega) ; t\right] \\
& =\mathcal{F}^{-1}\left\{\frac{(i \omega)^{\alpha} C_{j}}{m_{j} \omega_{j}^{2}}\left[1-\frac{\omega^{2}}{\omega^{2}-\omega_{j}^{2}}\right] Q(\omega) ; t\right\} \\
& =\frac{C_{j}}{m_{j} \omega_{j}^{2}}\left\{{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)-\mathcal{F}^{-1}\left[(i \omega)^{\alpha} \frac{\omega^{2}}{\omega^{2}-\omega_{j}^{2}} Q(\omega) ; t\right]\right\} \\
& =\frac{C_{j}}{m_{j} \omega_{j}^{2}}\left\{{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)+\frac{d^{2}}{d t^{2}} \mathcal{F}^{-1}\left[(i \omega)^{\alpha} \frac{1}{\omega^{2}-\omega_{j}^{2}} Q(\omega) ; t\right]\right\} \\
& =\frac{C_{j}}{m_{j} \omega_{j}^{2}}\left\{{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)+\frac{1}{2 \pi} \frac{d^{2}}{d t^{2}} \mathcal{F}^{-1}\left[\frac{1}{\omega^{2}-\omega_{j}^{2}} ; t\right] * \mathcal{F}^{-1}\left[(i \omega)^{\alpha} Q(\omega) ; t\right]\right\} \tag{3.27}
\end{align*}
$$

where in the second line we separated a term that will cancel the term coming from $\mathcal{L}_{C T}$ and in the last line we used Lem. B.1.4. We can further simplify the above expression by making use of

$$
\begin{align*}
\mathcal{F}^{-1}\left[\frac{1}{\omega^{2}-\omega_{j}^{2}} ; t\right] & =-\frac{1}{2 \omega_{j}}\left\{\mathcal{F}^{-1}\left[\frac{1}{\omega+\omega_{j}} ; t\right]-\mathcal{F}^{-1}\left[\frac{1}{\omega-\omega_{j}} ; t\right]\right\} \\
& =-\frac{2 \pi}{\omega_{j}} \sin \left(\omega_{j} t\right) \Theta(t) \tag{3.28}
\end{align*}
$$

where in the last line we interpreted the inverse Fourier integrals in the positive $i \epsilon$ interpretation, which allowed us to use Eq. (B.32). The positive $i \epsilon$-interpretation is justified, since in the limit of $\alpha \rightarrow 0$ we would like to recover the usual Caldeira-Leggett model. The physical justification is the same as in Sec. 2.1.3, namely that the particle is only put in the bath after time $t=0$. Therefore, the interaction term should not have an impact before $t=0$. A Heaviside function, which automatically comes out of the positive $i \epsilon$-interpretation, ensures that the coupling between the bath and the particle occurs after $t=0^{3}$. Substituting the above equation into Eq. (3.27) yields

$$
\begin{align*}
q_{j}^{p}(t) & =\frac{C_{j}}{m_{j} \omega_{j}^{2}}\left\{{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)-\frac{1}{\omega_{j}} \frac{d^{2}}{d t^{2}} \sin \left(\omega_{j} t\right) \Theta(t) *{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)\right\} \\
& =\frac{C_{j}}{m_{j} \omega_{j}^{2}}\left\{{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)-\frac{d}{d t}\left[\cos \left(\omega_{j} t\right) \Theta(t)+\frac{1}{\omega_{j}} \sin \left(\omega_{j} t\right) \delta(t)\right] *{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)\right\} \\
& =\frac{C_{j}}{m_{j} \omega_{j}^{2}}\left\{{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)-\frac{d}{d t} \cos \left(\omega_{j} t\right) \Theta(t) *{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)\right\} \\
& =\frac{C_{j}}{m_{j} \omega_{j}^{2}}\left\{{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)-\frac{d}{d t}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha}\left[\cos \left(\omega_{j} t\right) \Theta(t) * Q(t)\right]\right\} \tag{3.29}
\end{align*}
$$

where in the second line we acted with a derivative on $\sin \left(\omega_{j} t\right) \Theta(t)$ and used the fact that $d / d t[\Theta(t)]=\delta(t)$ which results in a term of the form $\delta(t) \sin \left(\omega_{k} t\right) * Q(t) \sim \sin (0)=0$, and in the last line we used Lem. 3.1.5. The homogeneous part of the solution is given by

$$
\begin{equation*}
q_{j}^{h}(t)=A \cos \left(\omega_{j} t\right)+B \sin \left(\omega_{j} t\right), \tag{3.30}
\end{equation*}
$$

where $A$ and $B$ are constants determined by initial conditions. Thus, we have

$$
\begin{align*}
q_{j}(t)=q_{j}^{p}(t)+q_{j}^{h}(t)= & \frac{C_{j}}{m_{j} \omega_{j}^{2}}\left\{{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)-\frac{d}{d t}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha}\left[\cos \left(\omega_{j} t\right) \Theta(t) * Q(t)\right]\right\}  \tag{3.31}\\
& +A \cos \left(\omega_{j} t\right)+B \sin \left(\omega_{j} t\right)
\end{align*}
$$

[^2]with $A$ and $B$ determined by initial conditions. After this analysis of the equations of motion for the bath, we can write the Weyl fractional Euler-Lagrange equation for the system. By applying Eq. (3.15) to Eq. (3.16), with $\mathcal{L}_{C T}$ given by Eq. (3.24), we get
\[

$$
\begin{equation*}
M \ddot{Q}(t)=-\frac{\partial V(Q)}{\partial Q}+\sum_{k=1}^{N}\left[C_{k}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} q_{k}(t)-\frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} Q(t)\right] . \tag{3.32}
\end{equation*}
$$

\]

Eliminating now the bath coordinates by inserting Eq. (3.31) into (3.32), we obtain

$$
\begin{align*}
M \ddot{Q}(t)+\frac{\partial V(Q)}{\partial Q}=-\sum_{k=1}^{N} & \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}} \frac{d}{d t}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha}\left[\cos \left(\omega_{k} t\right) \Theta(t) * Q(t)\right]  \tag{3.33}\\
& +C_{k} A{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} \cos \left(\omega_{k} t\right)+C_{k} B{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} \sin \left(\omega_{k} t\right) .
\end{align*}
$$

Next, we continue in the same way as we did for the Caldeira-Leggett model. We calculate the spectral function associated with Lagrangian (3.16). The force coming from the interaction term in Fourier space is this time given by $F(\omega)=(i \omega)^{\alpha} \sum_{k=1}^{N} C_{k} q_{k}(\omega)$. Eq. (3.31) tells us that $q_{k}(\omega)$ is a function of $Q(\omega)$. On closer inspection, one sees that only the particular solution is depended on $Q(t)$, meaning that Eq. (3.26) can be used. The dynamical susceptibility is thus given by

$$
\begin{align*}
\chi_{B}(\omega) & \equiv \frac{\partial F(\omega)}{\partial Q(\omega)} \\
& =-\sum_{k=1}^{N} \frac{C_{k}^{2}(i \omega)^{2 \alpha}}{m_{k}\left(\omega^{2}-\omega_{j}^{2}\right)}, \tag{3.34}
\end{align*}
$$

where we also used the addition property of the complex power function, see Thm. B.3.1. Writing $(i \omega)^{2 \alpha}=|\omega|^{2 \alpha} e^{2 \alpha i \arg (i \omega)}=|\omega|^{2 \alpha} e^{\alpha i \pi \operatorname{sign}(\omega)}=|\omega|^{2 \alpha}[\cos (\alpha \pi)+i \operatorname{sign}(\omega) \sin (\alpha \pi)]$ yields

$$
\begin{equation*}
\chi_{B}(\omega)=-\sum_{k=1}^{N}|\omega|^{2 \alpha}[\cos (\alpha \pi)+i \operatorname{sign}(\omega) \sin (\alpha \pi)] \frac{C_{k}^{2}}{m_{k}\left(\omega^{2}-\omega_{j}^{2}\right)} . \tag{3.35}
\end{equation*}
$$

Using Eq. (B.43) and (B.44), the spectral function becomes

$$
\begin{align*}
J(\omega) & =\operatorname{Im}\left[\chi_{B}(\omega)\right]=\frac{\pi}{2}|\omega|^{2 \alpha} \cos (\pi \alpha) \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}}\left[\delta\left(\omega-\omega_{k}\right)-\delta\left(\omega+\omega_{k}\right)\right] \\
& =\frac{\pi}{2} \omega^{2 \alpha} \cos (\pi \alpha) \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}} \delta\left(\omega-\omega_{k}\right) \\
& =\omega^{2 \alpha} \cos (\pi \alpha) J_{C L}(\omega), \tag{3.36}
\end{align*}
$$

where in the second line we imposed that physical frequencies are positive, $\omega>0$, and $\omega_{k}>0$. In the last line we identified the usual Caldeira-Leggett spectral function given by Eq. (2.38).

Remark 3.3.1. This already gives a hint that Lagrangian (3.16) will be able to describe anomalous diffusion without imposing a non-Ohmic macroscopic spectral function, since the microscopic spectral function has a non-Ohmic prefactor $\omega^{2 \alpha}$.
Remark 3.3.2. In the limit of $\alpha \rightarrow 0$, which is the limit for the usual Caldeira-Leggett model, we get the Caldeira-Leggett spectral function.
Returning back to Eq. (3.33), we define the friction force $F_{f r}(t)$ and the fluctuating force $f(t)$ by

$$
\begin{align*}
& F_{f r}(t) \equiv \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}} \frac{d}{d t}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha}\left[\cos \left(\omega_{k} t\right) \Theta(t) * Q(t)\right],  \tag{3.37}\\
& f(t) \equiv \sum_{k=1}^{N} C_{k}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}\left[A \cos \left(\omega_{k} t\right)+B \sin \left(\omega_{k} t\right)\right] . \tag{3.38}
\end{align*}
$$

Remark 3.3.3. Note that in the limit of $\alpha \rightarrow 0$, we get exactly the same friction and fluctuating forces as in the usual Caldeira-Leggett model, which are given by Eq. (2.39) and (2.43), respectively.

### 3.3.2 The friction force

Starting with the friction force, we can insert Eq. (2.38) into Eq. (3.37) to get

$$
\begin{align*}
F_{f r} & =\sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}} \frac{d}{d t}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha}\left[\cos \left(\omega_{k} t\right) \Theta(t) * Q(t)\right] \\
& =\frac{d}{d t}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} \int_{0}^{t} d \tau \int_{0}^{\infty} d \omega\left\{\frac{1}{\omega} \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}} \delta\left(\omega-\omega_{k}\right) \cos [\omega(t-\tau)] Q(\tau)\right\} \\
& =\frac{2}{\pi} \frac{d}{d t}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} \int_{0}^{t} d \tau \int_{0}^{\infty} d \omega \frac{J_{C L}(\omega)}{\omega} \cos [\omega(t-\tau)] Q(\tau) . \tag{3.39}
\end{align*}
$$

To convince ourselves that the above actually is a friction term, we need to gain more knowledge of $J_{C L}(\omega)$. The spectral function tells us how the system reacts to a given frequency. It is thus logical that $J_{C L}(0)=0$. Therefore, we can do a linear taylor approximation of $J_{C L}(\omega)$ to get linear behavior. We can thus take the Caldeira-Leggett spectral function to be Ohmic, which means that this spectral function can effectively be described as

$$
J_{C L}(\omega)= \begin{cases}\eta \omega & \text { for } \omega<\Omega  \tag{3.40}\\ 0 & \text { for } \omega>\Omega\end{cases}
$$

where $\Omega$ is a high-frequency cut-off $(\Omega \rightarrow \infty)$ and $\eta$ the macroscopic friction coefficient. We then get

$$
\begin{align*}
F_{f r} & =\frac{2 \eta}{\pi} \frac{d}{d t}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha}\left\{\int_{0}^{t} d \tau \int_{0}^{\infty} d \omega \cos [\omega(t-\tau)] Q(\tau)\right\} \\
& =2 \eta \frac{d}{d t}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha}\left[\int_{0}^{t} d \tau \delta(t-\tau) Q(\tau)\right] \\
& =\eta{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} \dot{Q}(t), \tag{3.41}
\end{align*}
$$

where, like in the calculation for the Caldeira-Leggett friction term, the delta function is evaluated at the boundary. This gives an extra factor of $1 / 2$. Eq. (3.41) reduces to a normal friction term in the limit of $\alpha \rightarrow 0$, which is indeed when our model should reduce to the normal Caldeira-Leggett model.

### 3.3.3 The fluctuating force

The first step is to determine the constants $A$ and $B$ in Eq. (3.31). This is done by only coupling the particle coordinate $Q(t)$ to the bath after $t=0$, such that $A$ and $B$ can simply be found by inserting $t=0$ in Eq. (3.30). We thus find

$$
\left\{\begin{array}{l}
A=q_{j}(0),  \tag{3.42}\\
B=\frac{\dot{q}_{j}(0)}{\omega_{j}}
\end{array}\right.
$$

Inserting this into Eq. (3.38), we get

$$
\begin{equation*}
f(t)=\sum_{k=1}^{N} C_{k}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}\left[q_{k}(0) \cos \left(\omega_{k} t\right)+\frac{\dot{q}_{k}(0)}{\omega_{k}} \sin \left(\omega_{k} t\right)\right] . \tag{3.43}
\end{equation*}
$$

Proceeding analogously to the calculation done in Sec. 2.2, we find that

$$
\begin{align*}
& \langle f(t)\rangle=0,  \tag{3.44}\\
& \left\langle f(t) f\left(t^{\prime}\right)\right\rangle=2 \eta k_{B} T_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{-}^{W} \boldsymbol{D}_{t^{\prime}}^{\alpha} \delta\left(t-t^{\prime}\right) . \tag{3.45}
\end{align*}
$$

In practice, Eq. (3.45) should be seen as a distribution defined through the Weyl fractional partial integration formula, see Thm. 3.1.1. However, we will show that Eq. (3.45) is actually colored noise. Using the definition of the pseudo Weyl fractional derivative acting
on the Fourier representation of the delta function, we get

$$
\begin{align*}
{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{-}^{W} \boldsymbol{D}_{t^{\prime}}^{\alpha} \delta\left(t-t^{\prime}\right) & =\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi}{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha} e^{i \omega t}{ }_{-}^{W} \boldsymbol{D}_{t^{\prime}}^{\alpha} e^{-i \omega t} \\
& =\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} e^{i \omega\left(t-t^{\prime}\right)}|\omega|^{2 \alpha} \\
& =\frac{1}{2 \pi} \int_{0}^{\infty} d \omega\left[e^{i \omega\left(t-t^{\prime}\right)} \omega^{2 \alpha}+e^{-i \omega\left(t-t^{\prime}\right)} \omega^{2 \alpha}\right] \\
& =\frac{1}{2 \pi}\left\{\mathcal{M}\left[e^{i \omega\left(t-t^{\prime}\right)} ; 2 \alpha+1\right]+\mathcal{M}\left[e^{-i \omega\left(t-t^{\prime}\right)} ; 2 \alpha+1\right]\right\} \\
& =\frac{1}{2 \pi}\left[(-i)^{-2 \alpha-1}+i^{-2 \alpha-1}\right]\left(t-t^{\prime}\right)^{-2 \alpha-1} \Gamma(2 \alpha+1) \\
& =\frac{\sin (\pi \alpha) \Gamma(2 \alpha+1)}{\pi}\left(t-t^{\prime}\right)^{-2 \alpha-1}, \tag{3.46}
\end{align*}
$$

where in the first line we used the Fourier representation of the delta function, in the second line we used the result from Ex. 3.1.2, in the fourth line we identified the Mellin transform of the exponential function and in the fifth line we used Eq. (B.65), justified by Rem. B.7.3. Note that this representation of colored noise is only valid for $(2 \alpha+1)>0$, which can be deduced from the convergence of the used Mellin transforms, see Eq. (B.65).

### 3.3.4 The Weyl fractional Langevin equation

Finally, substituting Eqs. (3.41) and (3.43) into Eq. (3.33) yields

$$
\begin{equation*}
M \ddot{Q}(t)+\frac{\partial V(Q)}{\partial Q}+\eta{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} \dot{Q}(t)=f(t) \tag{3.47}
\end{equation*}
$$

with $\langle f(t)\rangle=0$ and $\left\langle f(t) f\left(t^{\prime}\right)\right\rangle=2 \eta k_{B} T{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{-}^{W} \boldsymbol{D}_{t^{\prime}}^{\alpha} \delta\left(t-t^{\prime}\right)$.
Remark 3.3.4. Note that just by changing the coupling to the bath, we managed to obtain a modified version of the Langevin equation that we call the Weyl fractional Langevin equation. There was no need to assume a non-Ohmic bath explicitly.

### 3.4 Solution of the Weyl fractional Langevin equation for the free case

The free case of Eq. (3.47) is obtained by setting $V=0$, leading to

$$
\begin{equation*}
M \ddot{Q}(t)+\eta{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{+}^{W} \boldsymbol{D}_{t}^{\alpha} \dot{Q}(t)=f(t) \tag{3.48}
\end{equation*}
$$

with $\langle f(t)\rangle=0$ and $\left\langle f(t) f\left(t^{\prime}\right)\right\rangle=2 \eta k_{B} T{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{-}^{W} \boldsymbol{D}_{t^{\prime}}^{\alpha} \delta\left(t-t^{\prime}\right)$. The particular solution, $Q^{p}(t)$, of Eq. (3.48) for the case $V(Q)=0$ is found by taking the Fourier transform on both sides of the equation, yielding

$$
\begin{equation*}
Q^{p}(\omega)=\frac{f(\omega)}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} \tag{3.49}
\end{equation*}
$$

Taking the inverse Fourier transforms gives

$$
\begin{align*}
Q^{p}(t) & =\mathcal{F}^{-1}\left[\frac{f(\omega)}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; t\right] \\
& =\frac{1}{2 \pi} f(t) * \mathcal{F}^{-1}\left(\frac{1}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; t\right), \tag{3.50}
\end{align*}
$$

where in the last line we used Lem. B.1.4.
Remark 3.4.1. When comparing Eq. (3.50) with the particular solution of the normal Langevin equation, given by Eq. (2.13), we see that the structure of the solution remains the same. The only difference between the two solutions is the term $|\omega|^{2 \alpha}$. Despite its innocent appearance, including the factor $|\omega|^{2 \alpha}$ results in the need to understand Secs. B.5, B.6, B.7 and B.8.

Now, we need to find the homogeneous solution, $Q^{h}(t)$. Therefore, we solve the homogeneous equation in Fourier space, namely

$$
\begin{equation*}
\omega\left(-M \omega+\eta i|\omega|^{2 \alpha}\right)=0 \tag{3.51}
\end{equation*}
$$

The above equation then implies that either

$$
\begin{equation*}
\omega=0 \quad \text { or that } \quad \omega=i \frac{\eta}{M}|\omega|^{2 \alpha} . \tag{3.52}
\end{equation*}
$$

Eq. (3.52) can be solved by using polar coordinates. We substitute $\omega=R e^{i \theta}$ with $R \in \mathbb{R}$ and $0 \leq \theta<2 \pi$ into Eq. (3.52) which gives

$$
\begin{equation*}
R e^{i \theta}=i \frac{\eta}{M} R^{2 \alpha} . \tag{3.53}
\end{equation*}
$$

It is clear that the above equation implies that $e^{i \theta}=i$ and

$$
\begin{equation*}
R=\frac{\eta}{M} R^{2 \alpha} . \tag{3.54}
\end{equation*}
$$

We solve the above equation by the following anzats: $R=(\eta / M)^{b}$. Substituting this anzats into Eq. (3.54) yields

$$
\begin{equation*}
\left(\frac{\eta}{M}\right)^{b}=\left(\frac{\eta}{M}\right)^{2 \alpha b+1} \tag{3.55}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
b=\frac{1}{1-2 \alpha} . \tag{3.56}
\end{equation*}
$$

We thus finally obtain that Eq. (3.51) is solved by

$$
\begin{equation*}
\omega=0 \text { or } \omega=i\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}} . \tag{3.57}
\end{equation*}
$$

This means that

$$
\begin{align*}
Q^{h}(t) & =\mathcal{F}^{-1}\left\{A \delta(\omega)+B \delta\left(\omega-i\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}}\right)\right\} \\
& =C+D \exp \left[-t\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}}\right] \tag{3.58}
\end{align*}
$$

where $C$ and $D$ are constants that will be determined later. One could substitute this solution back into the homogeneous equation and use the result from Ex. 3.1.3 to verify that this indeed solves the homogeneous equation.
Remark 3.4.2. When we compare Eq. (3.58) with the homogeneous solution in the case of the normal Langevin, namely Eq. (2.20), we notice that the solution has the same structure, the only difference is a rescaling of the friction coefficient and of the mass. Since we obtained the solution given by Eq. (3.58) through an ansatz, it is still uncertain whether it constitutes the complete homogeneous solution or if there are missing terms in it.
Next, we combine Eqs. (3.50) and (3.58), which gives the full solution, namely

$$
\begin{align*}
Q(t) & =Q^{p}(t)+Q^{h}(t) \\
& =\frac{1}{2 \pi} f(t) * \mathcal{F}^{-1}\left(\frac{1}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; t\right)+C+D \exp \left[-t\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}}\right] . \tag{3.59}
\end{align*}
$$

To determine the constants, $C$ and $D$, we work in the same way as for the fluctuating force. We say that the particle coordinate $Q(t)$ is only coupled to the bath for $t>0$, such that we can take $f(0)=0$ and $\dot{f}(0)=0$. This implies that $C$ and $D$ are only determined by the homogeneous part in Eq. (3.59), leading to

$$
\left\{\begin{array}{l}
C=Q(0)+\dot{Q}(0)\left(\frac{M}{\eta}\right)^{\frac{1}{1-2 \alpha}}  \tag{3.60}\\
D=-\dot{Q}(0)\left(\frac{M}{\eta}\right)^{\frac{1}{1-2 \alpha}}
\end{array}\right.
$$

Since our system is translation invariant, we can chose for simplicity $Q(0)=0$. Eq. (3.59) then becomes

$$
\begin{equation*}
Q(t)=\frac{f(t)}{2 \pi} * \mathcal{F}^{-1}\left(\frac{1}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; t\right)+\dot{Q}(0)\left(\frac{M}{\eta}\right)^{\frac{1}{1-2 \alpha}}\left\{1-\exp \left[-t\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}}\right]\right\} . \tag{3.61}
\end{equation*}
$$

Next, we are interested in the mean squared displacement,

$$
\begin{align*}
\left\langle Q(t)^{2}\right\rangle=\langle & \left(\frac{1}{2 \pi} \int_{0}^{t} d \tau f(t-\tau) \mathcal{F}^{-1}\left(\frac{1}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; \tau\right)\right. \\
& \left.\left.+\dot{Q}(0)\left(\frac{M}{\eta}\right)^{\frac{1}{1-2 \alpha}}\left\{1-\exp \left[-t\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}}\right]\right\}\right)^{2}\right\rangle . \tag{3.62}
\end{align*}
$$

We can now use the linearity of the ensemble averages and the fact that $\langle f(t) \dot{Q}(0)\rangle=$ $\langle f(t)\rangle=0,\left\langle\dot{Q}(0)^{2}\right\rangle=k_{B} T / M$, and $\left\langle f(t) f\left(t^{\prime}\right)\right\rangle=2 \eta k_{B} T{ }_{-}^{W} \boldsymbol{D}_{t}^{\alpha}{ }_{-}^{W} \boldsymbol{D}_{t^{\prime}}^{\alpha} \delta\left(t-t^{\prime}\right)$ to obtain

$$
\begin{align*}
\left\langle Q(t)^{2}\right\rangle & =\frac{\eta k_{B} T}{2 \pi^{2}} \int_{0}^{t} d \tau \int_{0}^{t} d \tau^{\prime}{ }_{-}^{W} \boldsymbol{D}_{\tau}^{\alpha}{ }_{-}^{W} \boldsymbol{D}_{\tau^{\prime}}^{\alpha} \delta\left(\tau-\tau^{\prime}\right) \mathcal{F}^{-1}\left(\frac{1}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; \tau\right) \times \\
& \times \mathcal{F}^{-1}\left(\frac{1}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; \tau^{\prime}\right)+\frac{k_{B} T}{M}\left(\frac{M}{\eta}\right)^{\frac{2}{1-2 \alpha}}\left\{1-\exp \left[-t\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}}\right]\right\}^{2} . \tag{3.63}
\end{align*}
$$

Next, we can do partial integration of the pseudo Weyl fractional derivatives (see Thm. 3.1.1), which allows us to use the delta function, thus obtaining

$$
\begin{align*}
\left\langle Q(t)^{2}\right\rangle & =\frac{\eta k_{B} T}{2 \pi^{2}} \int_{0}^{t} d \tau\left[{ }_{+}^{W} \boldsymbol{D}_{\tau}^{\alpha} \mathcal{F}^{-1}\left(\frac{1}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; \tau\right)\right]^{2} \\
& +\frac{k_{B} T}{M}\left(\frac{M}{\eta}\right)^{\frac{2}{1-2 \alpha}}\left\{1-\exp \left[-t\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}}\right]\right\}^{2} \\
& =\frac{\eta k_{B} T}{2 \pi^{2}} \int_{0}^{t} d \tau\left\{\mathcal{F}^{-1}\left[\frac{(i \omega)^{\alpha}}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; \tau\right]\right\}^{2} \\
& +\frac{k_{B} T}{M}\left(\frac{M}{\eta}\right)^{\frac{2}{1-2 \alpha}}\left\{1-\exp \left[-t\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}}\right]\right\}^{2} \tag{3.64}
\end{align*}
$$

where in the last line we used the definition of the Weyl fractional derivative.

### 3.5 Asymptotic expansions of the mean squared displacement

The goal of this section is to determine the short-and long-time behavior of the solution found in the previous section, see Eq. (3.64). To answer this question, we need to understand the asymptotic behavior of the inverse Fourier integral, given by

$$
\begin{equation*}
I(t) \equiv \mathcal{F}^{-1}\left[\frac{(i \omega)^{\alpha}}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; t\right]=\int_{-\infty}^{\infty} d \omega e^{i \omega t} \frac{(i \omega)^{\alpha}}{i \eta \omega|\omega|^{2 \alpha}-M \omega^{2}} . \tag{3.65}
\end{equation*}
$$

The first instinct that one might have is to discard one of the two terms in the denominator based on if $\eta / M$ is either big or small. At first glance this looks similar to the approximations used in Eq. (2.10) and (2.11). However, this turns out to give wrong results. The key difference with this approximation and the one we used in Eq. (2.10) and (2.11), is that in those equations we compared $t$ with $\eta / M$. Because of this, it is clear that taking $\eta / M$ to be big or small corresponds to short time and long times respectively. In Eq. (3.65), it is not clear if those limits would still correspond to the same short and long time behavior since those parameters are not directly compared with $t$. Because of this we have to use a different method to find the asymptotic expansions of Eq. (3.65). We chose to derive an equivalence between this integral and a special function known as the Fox H-function. This is done because the asymptotic expansions are known for the Fox H-functions. To achieve this equivalence, we use the following steps:

1. Simplify Eq. (3.65) by using properties of the Fourier transform ${ }^{4}$.
2. Take the Mellin transform ${ }^{5}$ of the simplified expression.
3. Write this in a form that is compatible with the definition of the Fox H-function ${ }^{6}$.
4. Take the inverse Mellin transform.
5. Identify the definition of a specific Fox-H function.
6. Use the known asymptotic expansions of the Fox H-function to get the asymptotic expansions of the mean squared displacement.

Steps 2-5 are inspired by Ref. [56].

### 3.5.1 Writing the Fourier integral as a Fox-H function

First, we simplify $I(t)$ as

$$
\begin{align*}
I(t) & =\mathcal{F}^{-1}\left[\frac{(i \omega)^{\alpha}}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; t\right] \\
& =\frac{1}{2 \pi} \mathcal{F}^{-1}\left[\frac{1}{\omega} ; t\right] * \mathcal{F}^{-1}\left[\frac{(i \omega)^{\alpha}}{-M \omega+\eta i|\omega|^{2 \alpha}} ; t\right] \\
& =i \Theta(t) * \mathcal{F}^{-1}\left[\frac{(i \omega)^{\alpha}}{-M \omega+\eta i|\omega|^{2 \alpha}} ; t\right] \\
& \equiv i \Theta(t) * I^{\prime}(t), \tag{3.66}
\end{align*}
$$

[^3]where in the second line we used Lem. B.1.4 and in the third line we interpreted this integral in the positive $i \epsilon$-interpretation for the same reason as was done in Eq. (2.14). Secondly, we take the Mellin transform of $I^{\prime}(t)$, which gives
\[

$$
\begin{align*}
F(s) & \equiv \mathcal{M}\left[I^{\prime}(t) ; s\right] \\
& =\int_{0}^{\infty} d t t^{s-1} \int_{-\infty}^{\infty} d \omega e^{i \omega t} \frac{(i \omega)^{\alpha}}{i \eta|\omega|^{2 \alpha}-M \omega} \\
& =\frac{1}{M} \Gamma(s) \int_{-\infty}^{\infty} d \omega \frac{(i \omega)^{\alpha}(-i \omega)^{-s}}{i \frac{\eta}{M}|\omega|^{2 \alpha}-\omega}, \tag{3.67}
\end{align*}
$$
\]

where in the last line we used the result of Ex. B.7.1, which is allowed (see Rem. B.7.2). This already gives a restriction on $s$, namely $\operatorname{Re}(s)>0$. Next, we apply the definition of the complex power function together with the fact that $\omega \in \mathbb{R}$, which results in

$$
\begin{align*}
F(s) & =\frac{1}{M} \Gamma(s) \int_{-\infty}^{\infty} d \omega \frac{|\omega|^{\alpha-s} e^{\arg (i \omega) i \alpha-\arg (-i \omega) i s}}{i \frac{\eta}{M}|\omega|^{2 \alpha}-\omega} \\
& =\frac{1}{M} \Gamma(s) \int_{-\infty}^{\infty} d \omega \frac{|\omega|^{\alpha-s} e^{i \arg (i \omega)(\alpha+s)}}{i \frac{\eta}{M}|\omega|^{2 \alpha}-\omega} . \tag{3.68}
\end{align*}
$$

We can further simplify the above equation by splitting the integral in its positive part and negative part Doing the substitution $\omega \rightarrow-\omega$ in the latter yields

$$
\begin{align*}
F(s) & =\frac{1}{M} \Gamma(s)\left[e^{i \frac{\pi}{2}(\alpha+s)} \int_{0}^{\infty} d \omega \frac{\omega^{\alpha-s}}{i \frac{\eta}{M} \omega^{2 \alpha}-\omega}+e^{-i \frac{\pi}{2}(\alpha+s)} \int_{0}^{\infty} d \omega \frac{\omega^{\alpha-s}}{i \frac{\eta}{M} \omega^{2 \alpha}+\omega}\right] \\
& =\frac{1}{M} \Gamma(s)\left[e^{-i \frac{\pi}{2}(\alpha+s)} \int_{0}^{\infty} d \omega \frac{\omega^{\alpha-s-1}}{1+i \frac{\eta}{M} \omega^{2 \alpha-1}}-e^{i \frac{\pi}{2}(\alpha+s)} \int_{0}^{\infty} d \omega \frac{\omega^{\alpha-s-1}}{1-i \frac{\eta}{M} \omega^{2 \alpha-1}}\right] \\
& =\frac{\Gamma(s)}{M|2 \alpha-1|}\left[e^{-i \frac{\pi}{2}(\alpha+s)}\left(i \frac{\eta}{M}\right)^{\frac{s-\alpha}{2 \alpha-1}}-e^{i \frac{\pi}{2}(\alpha+s)}\left(-i \frac{\eta}{M}\right)^{\frac{s-\alpha}{2 \alpha-1}}\right] \Gamma\left(\frac{\alpha-s}{2 \alpha-1}\right) \Gamma\left(1-\frac{\alpha-s}{2 \alpha-1}\right) \\
& =\frac{1}{M|2 \alpha-1|}\left(\frac{\eta}{M}\right)^{\frac{s-\alpha}{2 \alpha-1}}\left[e^{-i \frac{\pi}{2}\left(s+\frac{2 \alpha^{2}}{2 \alpha-1}\right)}-e^{i \frac{\pi}{2}\left(s+\frac{2 \alpha^{2}}{2 \alpha-1}\right)}\right] \Gamma(s) \Gamma\left(\frac{\alpha-s}{2 \alpha-1}\right) \Gamma\left(1-\frac{\alpha-s}{2 \alpha-1}\right) \\
& =-\frac{2 i}{M|2 \alpha-1|}\left(\frac{\eta}{M}\right)^{\frac{s-\alpha}{2 \alpha-1}} \sin \left[\frac{\pi}{2}\left(s+\frac{2 \alpha^{2}}{2 \alpha-1}\right)\right] \Gamma(s) \Gamma\left(\frac{\alpha-s}{2 \alpha-1}\right) \Gamma\left(1-\frac{\alpha-s}{2 \alpha-1}\right), \tag{3.69}
\end{align*}
$$

where in the third line we applied the result of Ex. B.7.2 to each term separately, which we can do because of Rem. B.7.4. However, using this example restricts the values of $s$ even further. The additional constraint reads $0<\operatorname{Re}[(\alpha-s) /(2 \alpha-1)]<1$. Together with the previous constraint that we already had, $\operatorname{Re}(s)>0$, we get three different regions of convergence that are important to define the inverse Mellin transform (see Def. B.7.2).

Just like in the definition we call them fundamental strips (FS) and they are given by

$$
\mathrm{FS}= \begin{cases}S(0, \alpha) & \text { if } \alpha>1  \tag{3.70}\\ S(1-\alpha, \alpha) & \text { if } \frac{1}{2}<\alpha<1 \\ S(0,1-\alpha) & \text { if } \alpha<\frac{1}{2}\end{cases}
$$

Remark 3.5.1. Note that the only two cases that are left out are $\alpha=1 / 2$ and $\alpha=1$ both of which can be easily worked out separately. Therefore we restrict from now on the values of $\alpha \neq 1 / 2,1$.
Finally, we use Euler's reflection formula, which is given by Lem. B.5.1, to get

$$
\begin{equation*}
F(s)=-\frac{2 \pi i}{M|2 \alpha-1|}\left(\frac{\eta}{M}\right)^{\frac{s-\alpha}{2 \alpha-1}} \frac{\Gamma(s) \Gamma\left(\frac{\alpha-s}{2 \alpha-1}\right) \Gamma\left(1-\frac{\alpha-s}{2 \alpha-1}\right)}{\Gamma\left(\frac{\alpha^{2}}{2 \alpha-1}+\frac{s}{2}\right) \Gamma\left(1-\frac{\alpha^{2}}{2 \alpha-1}-\frac{s}{2}\right)} . \tag{3.71}
\end{equation*}
$$

Since the inverse Mellin transform depends on the fundamental strip and the definition of the Fox H-function is depended on the sign of the factor $2 \alpha-1$, we will now split the calculation in three cases.

The first fundamental strip, $S(0, \alpha)$
Taking the above fundamental strip to be $S(1, \alpha)$ means that we restrict $\alpha>1$, implying that $(2 \alpha-1)>0$. Next, we note that in Def. B.8.1 some parameters have to be positive. The reason for this is that the contour in Def. B.8.1 has to split the poles in a certain way. The pole structure for $\alpha=1.23$ can be seen in Fig. 3.1. Therefore, we rewrite Eq. (3.71) into

$$
\begin{equation*}
F(s)=-\frac{2 \pi i}{M|2 \alpha-1|}\left(\frac{\eta}{M}\right)^{\frac{s-\alpha}{2 \alpha-1}} \frac{\Gamma(s) \Gamma\left(1-\frac{\alpha-1}{2 \alpha-1}-\frac{s}{2 \alpha-1}\right) \Gamma\left(\frac{\alpha-1}{2 \alpha-1}+\frac{s}{2 \alpha-1}\right)}{\Gamma\left(\frac{\alpha^{2}}{2 \alpha-1}+\frac{s}{2}\right) \Gamma\left(1-\frac{\alpha^{2}}{2 \alpha-1}-\frac{s}{2}\right)} . \tag{3.72}
\end{equation*}
$$

Now, we can take the inverse Mellin transform of the above, see Def. B.7.2, which results in

$$
\begin{align*}
I^{\prime}(t) & =\mathcal{M}^{-1}[F(s) ; t] \\
& =\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} d s F(s) t^{-s} \\
& =-\frac{2 \pi i}{M|2 \alpha-1|}\left(\frac{\eta}{M}\right)^{-\frac{\alpha}{2 \alpha-1}} \frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} d s\left[\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}} t\right]^{-s} \times \\
& \times \frac{\Gamma(s) \Gamma\left(-\frac{1}{2 \alpha-1}+\frac{2 s}{2 \alpha-1}\right) \Gamma\left(1-\left[\frac{-1}{2 \alpha-1}\right]-\frac{2 s}{2 \alpha-1}\right)}{\Gamma\left(1-\frac{\alpha-1}{2 \alpha-1}-\frac{s}{2 \alpha-1}\right) \Gamma\left(\frac{\alpha-1}{2 \alpha-1}+\frac{s}{2 \alpha-1}\right)}, \tag{3.73}
\end{align*}
$$

where $a \in S(0, \alpha)$. Finally, we identify the following Fox-H function

$$
I^{\prime}(t)=-\frac{2 \pi i}{M|2 \alpha-1|}\left(\frac{\eta}{M}\right)^{-\frac{\alpha}{2 \alpha-1}} H_{23}^{21}\left[\left.\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}} t\right|_{(0,1)} \begin{array}{ll}
\left(\frac{\alpha-1}{2 \alpha-1}, \frac{1}{2 \alpha-1}\right), & \left(\frac{\alpha^{2}}{2 \alpha-1}, \frac{1}{2}\right)  \tag{3.74}\\
\left.\frac{\alpha-1}{2 \alpha-1}, \frac{1}{2 \alpha-1}\right), & \left(\frac{\alpha^{2}}{2 \alpha-1}, \frac{1}{2}\right)
\end{array}\right],
$$

which can be verified using Def. B.8.1.
The second fundamental strip, $S(1-\alpha, \alpha)$
This case is very similar to the one we had for the first fundamental strip, the only difference being that the integration in the inverse Mellin transform is inside the strip $S(1-\alpha, \alpha)$ instead of $S(0, \alpha)$. Thus we can safely say that the results from the first fundamental strip are also valid for the second fundamental strip. Eq. (3.74) is thus valid for all $\alpha>1 / 2$ and $\alpha \neq 1$.

The third fundamental strip, $S(0,1-\alpha)$
Finally, we work in the third fundamental strip, $S(0,1-\alpha)$, which means that $\alpha<1 / 2$. Note that this implies that $(2 \alpha-1)<0$. In this case we rewrite Eq. (3.71) into

$$
\begin{equation*}
F(s)=-\frac{2 \pi i}{M|2 \alpha-1|}\left(\frac{\eta}{M}\right)^{\frac{s-\alpha}{2 \alpha-1}} \frac{\Gamma(s) \Gamma\left(\frac{\alpha}{2 \alpha-1}+\frac{s}{1-2 \alpha}\right) \Gamma\left(1-\frac{\alpha}{2 \alpha-1}-\frac{s}{1-2 \alpha}\right)}{\Gamma\left(\frac{\alpha^{2}}{2 \alpha-1}+\frac{s}{2}\right) \Gamma\left(1-\frac{\alpha^{2}}{2 \alpha-1}-\frac{s}{2}\right)} . \tag{3.75}
\end{equation*}
$$

Again this has to do with the pole structure of the gamma functions in the above equation. Comparing the sub-figures in Fig. 3.1 reveals that the blue and the green poles swapped their side of the fundamental strip, when going from $\alpha>1 / 2$ to $\alpha<1 / 2$. Next, we take the inverse Mellin transform of the above equation, with $a \in S(0,1-\alpha)$, which yields

$$
\begin{align*}
I^{\prime}(t) & =\mathcal{M}^{-1}[F(s) ; t] \\
& =\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} d s F(s) t^{-s} \\
& =-\frac{2 \pi i}{M|2 \alpha-1|}\left(\frac{\eta}{M}\right)^{-\frac{\alpha}{2 \alpha-1}} \frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} d s\left[\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}} t\right]^{-s} \times \\
& \times \frac{\Gamma(s) \Gamma\left(\frac{\alpha}{2 \alpha-1}+\frac{s}{1-2 \alpha}\right) \Gamma\left(1-\frac{\alpha}{2 \alpha-1}-\frac{s}{1-2 \alpha}\right)}{\Gamma\left(\frac{\alpha^{2}}{2 \alpha-1}+\frac{s}{2}\right) \Gamma\left(1-\frac{\alpha^{2}}{2 \alpha-1}-\frac{s}{2}\right)} . \tag{3.76}
\end{align*}
$$

Using Def. B.8.1, we can now identify a specific Fox-H function, given by

$$
I^{\prime}(t)=-\frac{2 \pi i}{M|2 \alpha-1|}\left(\frac{\eta}{M}\right)^{-\frac{\alpha}{2 \alpha-1}} H_{23}^{21}\left[\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}} t \left\lvert\, \begin{array}{ll}
(0,1) & \left(\frac{\alpha}{2 \alpha-1}, \frac{1}{1-2 \alpha}\right),  \tag{3.77}\\
\left(\frac{\alpha}{2 \alpha-1}, \frac{1}{1-2 \alpha}\right), & \left(\frac{\alpha^{2}}{2 \alpha-1}, \frac{1}{2}\right. \\
\left.\frac{\alpha^{2}}{2 \alpha-1}, \frac{1}{2}\right)
\end{array}\right.\right]
$$



Figure 3.1: The three different fundamental strips of a Mellin transform involving the shown gamma functions in the legend. (a) the first fundamental strip, (b) the second and (c) the third. Notice that green poles are on the right of the fundamental strip in (a) and (b) but on the left and (c).

### 3.5.2 The asymptotic expansions of the Fox H-function

What remains is to apply the known asymptotic expansions for the Fox H-function to Eqs. (3.74) and (3.77). First, we note that in both cases we have $\mu_{H}, \alpha_{H}>0$ such that we can use Thm. B.8.1 to find the expansions. The short-time behavior is given by

$$
I^{\prime}(t) \stackrel{t \rightarrow 0}{\sim} \begin{cases}1 & \text { for } \alpha>1,  \tag{3.78}\\ t^{\alpha-1} & \text { for } \frac{1}{2}<\alpha<1, \\ t^{\frac{2 \alpha^{2}}{2 \alpha-1}} & \text { for } \frac{1}{4}<\alpha<\frac{1}{2}, \\ t^{-\alpha} & \text { for } 0<\alpha \leq \frac{1}{4}, \\ t^{\frac{2 \alpha^{2}}{2 \alpha-1}} & \text { for } \alpha<0,\end{cases}
$$

and the long-time behavior is

$$
I^{\prime}(t) \stackrel{t \rightarrow \infty}{\sim} \begin{cases}t^{-\alpha} & \text { for } \alpha>1,  \tag{3.79}\\ t^{\alpha-1} & \text { for } \alpha<1, \alpha \neq 0 .\end{cases}
$$

From now on we will discard the case where $\alpha=-1 / 2,(-1 \pm \sqrt{3}) / 2,(-3 \pm \sqrt{21}) / 4$. This is because we want to keep the calculation as simple as possible and therefore do not want any logarithms while integrating the expansions. We thus have that $\alpha \in \mathbb{R} \backslash \mathcal{P}$ with $\mathcal{P}=\{(-3-\sqrt{21}) / 4,(-1-\sqrt{3}) / 2,-1 / 2,0,(-1+\sqrt{3}) / 2,(-3+\sqrt{21}) / 4,1 / 2,1\}$.

### 3.5.3 The asymptotic expansions of the mean squared displacement

Recall that the mean squared displacement was given by

$$
\begin{align*}
\left\langle Q(t)^{2}\right\rangle & =\frac{\eta k_{B} T}{2 \pi^{2}} \int_{0}^{t} d \tau\left\{\mathcal{F}^{-1}\left[\frac{(i \omega)^{\alpha}}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; \tau\right]\right\}^{2} \\
& +\frac{k_{B} T}{M}\left(\frac{M}{\eta}\right)^{\frac{2}{1-2 \alpha}}\left\{1-\exp \left[-t\left(\frac{\eta}{M}\right)^{\frac{1}{1-2 \alpha}}\right]\right\}^{2} \tag{3.80}
\end{align*}
$$

and that the difficult part was understanding the asymptotic expansions of the inverse Fourier integral. We have managed to understand those expansions. Note that the definition of $I^{\prime}(t)$ links it to the integral given by

$$
\begin{align*}
I(t) & =\mathcal{F}^{-1}\left[\frac{(i \omega)^{\alpha}}{-M \omega^{2}+\eta i \omega|\omega|^{2 \alpha}} ; t\right] \\
& =i \Theta(t) * I^{\prime}(t) \\
& =i \int_{0}^{t} d \tau I^{\prime}(\tau) . \tag{3.81}
\end{align*}
$$

First, we find the short time behavior of $I(t)$ by inserting into Eq. (3.81). For $t \rightarrow 0^{7}$ we get

$$
I(t) \stackrel{t \rightarrow 0}{\sim} \begin{cases}t & \text { for } \alpha>1  \tag{3.82}\\ t^{\alpha} & \text { for } \frac{1}{2}<\alpha<1 \\ t^{\frac{2 \alpha^{2}}{2 \alpha-1}+1} & \text { for } \frac{1}{4}<\alpha<\frac{1}{2}, \\ t^{-\alpha+1} & \text { for } 0<\alpha \leq \frac{1}{4}, \\ t^{\frac{2 \alpha^{2}}{2 \alpha-1}+1} & \text { for } \alpha<0,\end{cases}
$$

with $\alpha \notin \mathcal{P}$. Finally, we can substitute these asymptotic expansions into Eq. (3.80) and Taylor expand the exponential factor up to first order, to get the small time behavior of the MSD, which is given by

$$
\left\langle Q(t)^{2}\right\rangle \stackrel{t \rightarrow 0}{\sim} \begin{cases}t^{2} & \text { for } \alpha>\frac{-1-\sqrt{5}}{4}, \alpha \notin \mathcal{P}  \tag{3.83}\\ t^{2 \alpha+3} & \text { for } \alpha<\frac{-1-\sqrt{5}}{4}, \alpha \notin \mathcal{P} .\end{cases}
$$

We can do exactly the same for the long-time behavior except that now we discard the exponential in Eq. (3.64) because it vanishes as $t \rightarrow \infty$. The long-time behavior of the MSD is

$$
\left\langle Q(t)^{2}\right\rangle^{t \rightarrow \infty} \begin{cases}t^{-2 \alpha+3} & \text { for } \alpha>1, \alpha \notin \mathcal{P},  \tag{3.84}\\ t^{2 \alpha+1} & \text { for } \alpha<1, \alpha \notin \mathcal{P} .\end{cases}
$$

Thus we obtained the asymptotic expansions for the MSD for the solution of the free Weyl fractional Langevin equation with colored noise, namely Eq. (3.48).
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## Chapter 4

## Discussion, conclusion and outlook

In Ch.3, we introduced the Weyl fractional derivative which, due to its properties with the boundary and Fourier transforms, can be directly used inside the Lagrangian. We did this by imposing a fractional derivative in the coupling term between the system and bath, which we called a fractional Caldeira-Leggett model. Doing so required the introduction of the Weyl fractional Euler-Lagrange equation to derive the equations of motion, which we solved for the harmonic oscillators using Fourier transforms. We noted that the fractional bath spectral function could be written in terms of a fractional power prefactor and the original Caldeira-Leggett spectral function. Inserting the commonly used Ohmic assumption for the Caldeira-Leggett spectral function, we found an effective spectral function which has a power law of order $2 \alpha+1$. This led to a Weyl fractional Langevin equation with colored noise. We provided the analytical solutions for several quantities in terms of an inverse Fourier transform, which we could interpret as a Fox H-function with the help of Mellin transforms. Finally, the asymptotic limits of these solutions were calculated for a wide range of values. For short times, we found both ballistic and non-ballistic regimes. This means that, in some cases, friction can dominate the short-time dynamics. For long times we found everything ranging from sub-, normal-, and super-diffusion, as well as saturation, which could hint to a relation with glassy physics. Overall, we found a very broad range of anomalous diffusion.
We are now in a position to compare our results, given by Eqs. (3.83) and (3.84), with the results of Ref. [22], in which, to the best of our knowledge, a fractional Langevin equation was investigated for the first time. First, we note that we use the Weyl fractional derivative, while Ref. [22] used the Caputo fractional derivative. It is known that the Caputo fractional derivative and Weyl fractional derivatives lead to different results in a lot of cases. One such example is when the fractional derivative of the exponential function is calculated. This makes it very interesting to compare the results. The friction force in Eq. (3.48) is of order $2 \alpha+1$, which corresponds to the derivative order from Ref. [22] (which we will call $\alpha_{L}$ ). Therefore, to compare the results, we must make the substitution


Figure 4.1: The behavior of the MSD for small and large times are shown in terms of the used parameter in this paper, $\alpha$, but also in terms of the total friction force order, $\alpha_{L}$, which are linked by $\alpha_{L}=2 \alpha+1$. Some specific values of $\alpha$, and in turn $\alpha_{L}$, should be ignored in this plot, namely $\alpha \in\{(-3 \pm \sqrt{21}) / 4,(-1 \pm \sqrt{3}) / 2, \pm 1 / 2,0,1\}$. The light red crosses indicate the values excluded for simplicity while the red crosses indicate the values for which our calculation did not apply.
$\alpha=\left(\alpha_{L}-1\right) / 2$ in Eq. (3.84). Second, we note that Ref. [22] only considered the two cases, $0<\alpha_{L}<1$ and $1<\alpha_{L}<2$. For those restrictions, our result from Eq. (3.84) becomes

$$
\begin{equation*}
\left\langle Q(t)^{2}\right\rangle \stackrel{t \rightarrow \infty}{\sim} t^{\alpha_{L}}, \tag{4.1}
\end{equation*}
$$

which is exactly what was found in Ref. [22]. It is remarkable that the same result is obtained for a Caputo derivative instead of Weyl, and derived using completely different techniques. Moreover, we generalized the result of the Caputo derivative, which in Ref. [22] was obtained for $0<\alpha_{L}<2$ (corresponding to $-1 / 2<\alpha<1 / 2$ ), to the entire real line, except for $\alpha=0, \alpha= \pm 1 / 2, \alpha=1$ (corresponding to $\alpha_{L}=0,1,2,3$, which are well-known integer derivative cases) and $\alpha=(-3 \pm \sqrt{21}) / 4, \alpha=(-1 \pm \sqrt{3}) / 2$, which are cases for which a logarithm would appear because of integration. We can thus conclude that our model, given by Eq. (3.16), describes sub-diffusion for $-1 / 2<\alpha<0$, and super-diffusion for $0<\alpha<1$, while $1<\alpha<3 / 2$ yields sub-diffusion. Remarkably, when $\alpha>3 / 2$ and when $\alpha<-1 / 2$ we find a negative MSD exponent, which typically indicates saturation in the MSD [23], possibly describing glassy states. The short-time behavior of the MSD exhibits the usual ballistic $\left(\sim t^{2}\right)$ behavior when $\alpha>-(1+\sqrt{5}) / 4 \approx-0.809$. However, when $-3 / 2<\alpha<-(1+\sqrt{5}) / 4$ we find sub-ballistic behavior, meaning that the MSD goes as $t^{p}$, where $0<p<2$, when $t \rightarrow 0$. In particular, we have that $0<p<(5-\sqrt{5}) / 2 \approx 1.382$. Finally, for $\alpha<-3 / 2$, we find super-ballistic behavior of the MSD for $t \rightarrow 0$, which in our words means that the short time behavior goes as a negative exponent. The different behavior of the MSD for short and long times in terms of the parameter of our model, $\alpha$, and the total order of the friction force, $\alpha_{L}$, is summarized in Fig. 4.1.
When we calculated the spectral function, we were able to identify the regular Caldeira-

Leggett spectral function inside it, but there is some delicate interpretation that needs to be done here. The spectral function describes the susceptibility of the bath to an external system in the frequency domain. However, as it turns out, this is not just a property of the bath, but also depends on the way that you couple to it, which is almost always linear. This is done because it is typically the lowest-order contribution, and it gives excellent options to proceed mathematically, with e.g. completing the square. Since baths are typically thought to be Ohmic (linear in frequency) in this fashion, we believe that the most likely assumption should be to keep this part identical, and thus retain an Ohmic $J_{C L}(\omega) \sim \omega$. In turn, this means that the fractional coupling spectral function goes as $J(\omega) \sim \omega^{2 \alpha+1}$, which resulted in a Weyl fractional Langevin equation. The results of the latter remarkably match with Ref. [22], despite a different definition being used there, and even expand the domain of available parameters. Previously, this equation has only been derived using non-Ohmic baths, but this derivation shows that it can also be achieved for Ohmic baths, as long as the coupling term is changed accordingly. Hence, understanding the coupling mechanism is as important as understanding the bath properties in order to describe (anomalous) quantum diffusion.
As we have demonstrated, the Weyl fractional Langevin equation can describe anomalous diffusion for many different exponents. In experiments of quantum transport on fractals [14], theory of diffusion on confining geometries [57], and random walks $[\mathbf{1 2}, 58]$, several connections have been made to link either the order of the derivative or the diffusion exponent itself to a fractal dimension. Fractals can exhibit a dimension that is non-integer, such as the Sierpiński triangle which has a dimension of $d_{f} \approx 1.58$. Ref. [14] has shown that the MSD exhibits a regime where the exponent is equal to $d_{f}$. Although the mechanism for this is still not fully understood, this could be explained by an effect of the fractal dimension on the interaction between the underlying material and the quantum particle. If we assume that $\alpha_{L}=d_{f}$, then the Weyl fractional Langevin equation reproduces this result.
Moving forward, an important aspect that requires further investigation is the realization of a fractional derivative coupling as an effective theory. One way that was explored in this thesis was in the particular case of a self-similar fractal. An attempt was made in App. D to derive a fractional Langevin equation, starting from first principles. However, there seems to be one crucial missing link, namely, how the coupling constants, $C_{k}$, can be simplified in a fractal. Thus, this needs to be explored further. Another potential approach to derive a fractional coupling to the bath, is to couple the bath to another bath and subsequently integrate out the intermediate bath degrees of freedom to obtain an effective bath with the desired fractional derivative coupling. A final method that could result in Eq. (3.16) is inspired by the projection scheme used in Ref. $[\mathbf{5 4}, \mathbf{5 5}]$ and the fractal delta function used in Ref. [59]. In this approach one would project the initial theory down to a fractal, which could result in a fractional coupling. Furthermore, it is also interesting to explore quantization for the Weyl fractional derivative further than has already been done in the literature $[\mathbf{4 8 , 6 0 , 6 1}]$. To do this one would first need to develop the Hamiltonian formalism
for these fractional derivatives, which can be inspired by Ref. [62]. After that, one chooses either for canonical quantization [48], path integral quantization [60] or the less known Weyl-Wigner quantization [61]. The last is in our opinion the most natural one to use for the Weyl fractional derivative and therefore the most promising method. Finally, we believe that it would be interesting to see if previous work $[\mathbf{3 3}, \mathbf{6 3}, \mathbf{6 4}]$, that assumes a non-Ohmic bath, could be reproduced by the approach used in this paper.

## Appendix A

## Fractals

The French mathematician, Benoît Mandelbrot, first used the term "fractal" in 1975 to describe irregular shapes in nature and mathematics that exhibit self-similarity, e.g. snowflakes. The word fractal comes from the Greek word "fractus", meaning "fractured". In this appendix we give a short and intuitive description of fractals. A mathematical discussion can be found in Ref. [65].
There are a lot of ways to define formally what the dimension of a geometrical object is through the Hausdorff measure and the Hausdorff dimension. However, we will take a more intuitive approach, which is done by working with three different geometrical objects: the square, the Sierpiński triangle and the Sierpiński carpet. We will define the dimension of an object from how it changes from one generation to the next. Starting from a given geometrical object, how many identical copies and at which scale do we have to 'glue' them together to obtain the same initial geometrical object? We say that the dimension of that


Figure A.1: A snowflake, which can be considered a fractal. Intuitively one can see that there is a certain symmetry in the snowflake, however it is difficult to pin-point.
object is determined by

$$
\begin{equation*}
d_{f}=\frac{\ln \left(N_{\text {copies }}\right)}{\ln (K)} \tag{A.1}
\end{equation*}
$$

where $N_{\text {copies }}$ is the number of identical copies needed to go from one generation to the another and $K$ is the corresponding scaling factor. We note that this method does not work for a general geometric object because the construction is rather specific. We can illustrate that this intuitive definition works in the case of a square by noting that $N_{\text {copies }}=4$ and $K=2$, which can also be seen in Fig. A.2. According to Eq. (A.1), the dimension of a square is given by

$$
\begin{equation*}
d=\frac{\ln (4)}{\ln (2)}=2, \tag{A.2}
\end{equation*}
$$

which is what one expects. We can apply the same reasoning to the Sierpiński triangle,


Figure A.2: The first and second generation of the square. It shows that four copies are needed and that the scaling factor is 2 . This results in a dimension $d=2$.
which is depicted in Fig. A.3. We find a dimension given by

$$
\begin{equation*}
d_{f}=\frac{\ln (3)}{\ln (2)} \approx 1.58 . \tag{A.3}
\end{equation*}
$$

Note that the dimension turns out to be non-integer. It might seem strange to have a non-integer dimension. However, this agrees with the intuition that the dimension of the Sierpiński triangle should be less than the dimension of the square, since it covers less than the square, but more than a line. Non-integer dimension will be one of the two defining properties that we will take for a fractal ${ }^{1}$.
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Generation 1


Generation 2
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Generation 4

Figure A.3: The first, second, third, and fourth generations of the Sierpiński triangle. It shows that three copies are needed and that the scaling factor is 2 . This results in a dimension $d_{f} \approx 1.58$.

Finally, we calculate the dimension of the Sierpiński carpet. From Fig. A. 4 we can deduce that $N_{\text {copies }}=8$ and the scaling factor $K=3$. Therefore, we have

$$
\begin{equation*}
d_{f}=\frac{\ln (8)}{\ln (3)} \approx 1.89 . \tag{A.4}
\end{equation*}
$$

Now, that we defined the dimension, we move on to a very important symmetry that
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Generation 4

Figure A.4: The first, second, third, and fourth generations of the Sierpiński carpet. It shows that eight copies are needed and that the scaling factor is 3 . This results in a dimension $d_{f} \approx 1.89$.
fractals have ${ }^{2}$ : self-similarity. Self-similarity intuitively means that when you zoom into a part of the fractal, you exactly get that fractal again. This is illustrated in Fig. A.5. It makes sense that in our sequential approach, used to calculate the dimension, this

[^6]symmetry will only show itself when we go to the infinity generation. However, one can find approximate self-similarities in the earlier generations, meaning that zooming in doesn't result in exactly the same object but in one that is similarly looking. Therefore, we will refer to a fractal as the infinite generation of its basis geometry.


Figure A.5: Self-similarity of the Sierpiński triangle. One can see that zooming in on the Sierpiński triangle again results in the Sierpiński triangle.

Now, we are at a point where we can give an intuitive definition of a fractal:
A fractal is a geometric object constructed as the infinite generation of an initial geometric object such that the fractal has non-integer dimension and exhibits self-similarity.

## Appendix B

## Mathematical preliminaries

The goal of this appendix is to formalise most of the mathematical knowledge needed to understand this thesis in detail. Different transforms will be introduced, namely, the Fourier transform, the Laplace transform and the Mellin transform. These transformations are covered in sections B.1, B. 2 and B. 7 respectively. We cover them since they are very useful and necessary tools throughout this thesis. Using these transforms often results in divergent integrals. There are many different ways to give meaning to these integrals. One of the most common ways is by using a particular regularization in combination with contour integration. These interpretations are not unique and, therefore, we give a brief summary of some of the different possibilities in Sec. B.4. The examples that are used in this section are tailored towards this thesis, but also illustrate the differences between the different interpretations. A short overview of the complex power function and some of its properties are introduced in Sec. B.3, because understanding the difference between the real power function and the complex one is crucial in understanding the Weyl fractional derivative. The Caputo fractional derivative is shortly discussed in Sec. B.9. Finally, some special functions are briefly discussed in this appendix. The first one is the gamma function, which is discussed in Sec. B.5. The beta function is covered in Sec. B.6. Lastly, a very general family of special functions is covered, namely the Fox h-function. This is done in Sec. B.8.

## B. 1 The Fourier transform

The fractional Weyl derivative is defined in terms of the Fourier transform, see Def. 3.1.1, so the Fourier transform stands at the basis of this thesis. Therefore, it is important to formalise the conventions that we will use. Some important properties that depend on these conventions are also given.

Definition B.1.1. Let $f \in L^{2}(\mathbb{R})$, then we define the Fourier transform of $f$ to be

$$
\begin{equation*}
\mathcal{F}[f(t) ; \omega]=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d t f(t) e^{-i \omega t} \tag{B.1}
\end{equation*}
$$

Remark B.1.1. $\mathcal{F}[f(t) ; \omega]$ will sometimes be denoted by $f(\omega)$ even though the Fourier transform of a function $f(t)$ is not the same function evaluated at a different point.

Definition B.1.2. Let $f \in L^{2}(\mathbb{R})$, then we define the inverse Fourier transform of $f$ to be

$$
\begin{equation*}
\mathcal{F}^{-1}[f(\omega) ; t]=\int_{-\infty}^{\infty} d \omega f(\omega) e^{i \omega t} \tag{B.2}
\end{equation*}
$$

The definition of the Fourier transform implies the following property

$$
\begin{equation*}
\mathcal{F}\left[\frac{d^{n}}{d t^{n}} f(t) ; \omega\right]=(i \omega)^{n} \mathcal{F}[f(t) ; \omega] \tag{B.3}
\end{equation*}
$$

This property gives an easy way to generalize the derivative to non-integer values. The fractional derivative based on the generalization of this property is called the Weyl fractional derivative, which is defined in Sec. 3.1.

Definition B.1.3. The convolution of two functions $f$ and $g$ is given by

$$
\begin{equation*}
(f * g)(t)=\int_{-\infty}^{\infty} d \tau f(t-\tau) g(\tau) \tag{B.4}
\end{equation*}
$$

Remark B.1.2. When two functions $f$ and $g$ are only non-zero on $[0, \infty)$, then the convolution can be rewriten as

$$
\begin{equation*}
(f * g)(t)=\int_{0}^{t} d \tau f(t-\tau) g(\tau) \tag{B.5}
\end{equation*}
$$

Remark B.1.3. The notation that we will use for the convolution of two functions is going to be $f(t) * g(t)$.

Lemma B.1.1. Let $f, g \in L^{2}(\mathbb{R})$, then the Fourier transform of a convolution is given by

$$
\begin{equation*}
\mathcal{F}[f(t) * g(t) ; \omega]=2 \pi \mathcal{F}[f(t) ; \omega] \mathcal{F}[g(t) ; \omega] \tag{B.6}
\end{equation*}
$$

where the conventions for the Fourier transform are given in Def. B.1.1.
Proof.

A direct calculation yields

$$
\begin{aligned}
\mathcal{F}[f(t) * g(t) ; \omega] & =\frac{1}{2 \pi} \int_{-\infty}^{\infty} d t \int_{-\infty}^{\infty} d \tau f(t-\tau) g(\tau) e^{-i \omega t} \\
& =\frac{1}{2 \pi} \int_{-\infty}^{\infty} d u \int_{-\infty}^{\infty} d \tau f(u) g(\tau) e^{-i \omega(u+\tau)} \\
& =2 \pi \mathcal{F}[f(t) ; \omega] \mathcal{F}[g(t) ; \omega],
\end{aligned}
$$

where in the second line we made the substitution $t=u+\tau$.

A similar property holds for the inverse Fourier transform.
Lemma B.1.2. Let $f, g \in L^{2}(\mathbb{R})$, then the inverse Fourier transform of a convolution is given by

$$
\begin{equation*}
\mathcal{F}^{-1}[f(\omega) * g(\omega) ; t]=\mathcal{F}^{-1}[f(\omega) ; t] \mathcal{F}^{-1}[g(\omega) ; t], \tag{B.7}
\end{equation*}
$$

where the conventions for the inverse Fourier transform are given in Def. B.1.2.
The proof of Lem. B.1.2 is completely analog to the proof of Lem. B.1.1.
Lemma B.1.3. Let $f, g \in L^{2}(\mathbb{R})$, then the Fourier transform of a product is given by

$$
\begin{equation*}
\mathcal{F}[f(t) g(t) ; \omega]=\mathcal{F}[f(t) ; \omega] * \mathcal{F}[g(t) ; \omega] . \tag{B.8}
\end{equation*}
$$

Proof.
Using the short notation

$$
\mathcal{F}[f(t) ; \omega]=\mathcal{F}(f),
$$

and the same for the inverse Fourier then gives

$$
\mathcal{F}(f g)=\mathcal{F}\left\{\mathcal{F}^{-1}[\mathcal{F}(f)] \mathcal{F}^{-1}[\mathcal{F}(g)]\right\} .
$$

Next, we can use Lem. B.1.2 to get

$$
\mathcal{F}\left\{\mathcal{F}^{-1}[\mathcal{F}(f)] \mathcal{F}^{-1}[\mathcal{F}(g)]\right\}=\mathcal{F}(f) * \mathcal{F}(g),
$$

which means that

$$
\mathcal{F}[f(t) g(t) ; \omega]=\mathcal{F}[f(t) ; \omega] * \mathcal{F}[g(t) ; \omega] .
$$

Again, a similar property holds for the inverse Fourier transform.

Lemma B.1.4. Let $f, g \in L^{2}(\mathbb{R})$, then the inverse Fourier transform of a product is given by

$$
\begin{equation*}
\mathcal{F}^{-1}[f(\omega) g(\omega) ; t]=\frac{1}{2 \pi} \mathcal{F}^{-1}[f(\omega) ; t] * \mathcal{F}^{-1}[g(\omega) ; t] \tag{B.9}
\end{equation*}
$$

The proof of Lem. B.1.4 is completely analog to the proof of Lem. B.1.3.
Remark B.1.4. Notice that the prefactors in Lems. B.1.1, B.1.2, B.1.3 and B.1.4 are fully determined by the used conventions in the Fourier transform and its inverse.

## B. 2 The Laplace transform

In this section, we shortly discuss the Laplace transform and some of its properties. We do this because the Laplace transform is the standard method to solve some differential equations that come up in this thesis $[\mathbf{2 5}, \mathbf{6 6}]$. The Laplace transform is often used to solve fractional differential equations $[\mathbf{2 3}, \mathbf{2 5}, \mathbf{6 7}]$.

Definition B.2.1. Let $f$ be a function defined on the interval $[0, \infty)$ and $s \in \mathbb{C}$, the

$$
\begin{equation*}
F(s)=\mathscr{L}[f(t) ; s]=\int_{0}^{\infty} d t f(t) e^{-s t} \tag{B.10}
\end{equation*}
$$

is defined to be the Laplace transform of $f$.
Definition B.2.2. The inverse Laplace transform is given by

$$
\begin{equation*}
f(t)=\mathscr{L}^{-1}[F(s) ; t]=\int_{c-i \infty}^{c+i \infty} d s F(s) e^{s t} \tag{B.11}
\end{equation*}
$$

where $c \in \mathbb{R}$ is chosen such that all singularities of $F(s)$ lie to the left of the line $\operatorname{Re}(s)=c$.
Lemma B.2.1. Let $f$ and $g$ be two functions such that the Laplace transform exists, denoted by $F$ and $G$ respectively. Then, the Laplace transform satisfies

$$
\begin{equation*}
\mathscr{L}[f(t) * g(t) ; s]=F(s) G(s) \tag{B.12}
\end{equation*}
$$

Proof.
By definition of the Laplace transform and the convolution of functions only non-zero on $[0, \infty)$, we have

$$
\mathscr{L}[f(t) * g(t) ; s]=\int_{0}^{\infty} d t \int_{0}^{t} d \tau f(t-\tau) g(\tau) e^{-s t}
$$

Next, we swap the order of integration, being careful with the integration domains since they are not indefinite. This yields,

$$
\begin{aligned}
\mathscr{L}[f(t) * g(t) ; s] & =\int_{0}^{\infty} d \tau \int_{\tau}^{\infty} f(t-\tau) g(\tau) e^{-s t} \\
& =\int_{0}^{\infty} d \tau \int_{0}^{\infty} d \lambda f(\lambda) g(\tau) e^{-s(\lambda+\tau)} \\
& =F(s) G(s),
\end{aligned}
$$

where in the second line we made the substitution $t=\lambda+\tau$ and in the last line we identified the definition of the Laplace transform twice, therefore completing the proof.

Taking the inverse Laplace transform of Eq. (B.12) directly gives

$$
\begin{equation*}
\mathscr{L}^{-1}[F(s) G(s) ; t]=f(t) * g(t) . \tag{B.13}
\end{equation*}
$$

Lemma B.2.2. Let $n \in \mathbb{N}$ and assume that the Laplace transform of the $n^{\text {th }}$ derivative of $f$ exists. Then,

$$
\begin{equation*}
\mathscr{L}\left[\frac{d^{n}}{d t^{n}} f(t) ; s\right]=s^{n} F(s)-\sum_{k=0}^{n-1} s^{n-1-k} f^{(k)}(0) \tag{B.14}
\end{equation*}
$$

Proof.
By definition, we have

$$
\mathscr{L}\left[\frac{d^{n}}{d t^{n}} f(t) ; s\right]=\int_{0}^{\infty} d t \frac{d^{n}}{d t^{n}}[f(t)] e^{-s t} .
$$

Applying repeated integration by parts and assuming that the integrals exist, gives us

$$
\begin{aligned}
\mathscr{L}\left[\frac{d^{n}}{d t^{n}} f(t) ; s\right] & =s \int_{0}^{\infty} d t \frac{d^{n-1}}{d t^{n-1}}[f(t)] e^{-s t}-f^{(n-1)}(0) \\
& =s^{2} \int_{0}^{\infty} d t \frac{d^{n-2}}{d t^{n-2}}[f(t)] e^{-s t}-f^{(n-1)}(0)-s f^{(n-2)}(0) \\
& =\ldots \\
& =s^{n} F(s)-\sum_{k=0}^{n-1} s^{n-1-k} f^{(k)}(0) .
\end{aligned}
$$

Taking the inverse Laplace transform of Eq. (B.14), directly gives

$$
\begin{equation*}
\mathscr{L}^{-1}\left[s^{n} F(s) ; t\right]=\frac{d^{n}}{d t^{n}} f(t)+\sum_{k=0}^{n-1} f^{(k)}(0) \mathscr{L}^{-1}\left[s^{n-1-k} ; t\right] . \tag{B.15}
\end{equation*}
$$

Example B.2.1. Lets look at the Laplace transform of an exponential function with $\operatorname{Re}(s)>$ $\operatorname{Re}(a)$, which is given by

$$
\begin{equation*}
\mathscr{L}\left(e^{a t} ; s\right)=\int_{0}^{\infty} d t e^{(a-s) t}=\frac{1}{s-a} . \tag{B.16}
\end{equation*}
$$

When we take $a=0$ in the previous example we get

$$
\begin{equation*}
\mathscr{L}(1 ; s)=\frac{1}{s}, \tag{B.17}
\end{equation*}
$$

which also implies that

$$
\begin{equation*}
\mathscr{L}^{-1}\left(\frac{1}{s} ; t\right)=1 . \tag{B.18}
\end{equation*}
$$

Next, we can take $a \rightarrow i a$ in the above example, such that

$$
\begin{equation*}
\mathscr{L}\left(e^{i a t} ; s\right)=\frac{1}{s-i a}=\frac{s+i a}{s^{2}+a^{2}}, \tag{B.19}
\end{equation*}
$$

which by taking the real and imaginary parts implies

$$
\begin{align*}
& \mathscr{L}[\cos (a t) ; s]=\frac{s}{s^{2}+a^{2}},  \tag{B.20}\\
& \mathscr{L}[\sin (a t) ; s]=\frac{a}{s^{2}+a^{2}} . \tag{B.21}
\end{align*}
$$

## B. 3 The complex power function

Since the definition of the Weyl fractional derivative involves an imaginary number to the power of a real number (see Def. 3.1.1), it is important to understand what this exactly means. We state the definition of the complex power function. Some of its non-trivial properties are also given, without proof. An extensive and formal discussion of the complex power function can be found in Ref. [68]. Proofs can also be found in this reference.

Definition B.3.1. The complex logarithm, denoted by $\log : \mathbb{C} \rightarrow \mathbb{C}$ is defined by

$$
\begin{equation*}
\log (z)=\ln |z|+i \arg (z) \tag{B.22}
\end{equation*}
$$

Remark B.3.1. Notice that this is not a function, since $\arg (z)=\arg (z)+\arg (2 \pi n)$ with $n \in \mathbb{Z}$. To get a function, one needs to restrict the argument. One possibility is to impose $\arg (z) \in(-\pi, \pi]$. This is called the principle argument, which results in the principal value of $\log (z)$, denoted by $\operatorname{Ln}(z)$, which is a well defined function.

Definition B.3.2. Let $a, b \in \mathbb{C}$, then

$$
\begin{equation*}
a^{b}=e^{b \operatorname{Ln}(a)} \tag{B.23}
\end{equation*}
$$

is defined to be the complex power function.
Remark B.3.2. In the above definition, we chose for the principal value of the complex power function. We will just call this the complex power function, but other branches of $\log (z)$ could also be chosen. When this is done we will explicitly mention it.

Theorem B.3.1. Let $z_{1}, z_{2}, a, b \in \mathbb{C}$. The complex power function satisfies the following properties:
(i) $z_{1}^{a} z_{1}^{b}=z_{1}^{a+b}$,
(ii) $\frac{z_{1}^{a}}{z_{1}^{b}}=z_{1}^{a-b}$,
(iii) $z_{1}^{a} z_{1}^{-a}=1$,
(iv) $\left(z_{1}^{a}\right)^{b}=z_{1}^{a b} e^{2 \pi i b N_{a}}$,
(v) $\left(z_{1} z_{2}\right)^{a}=z_{1}^{a} z_{2}^{a} e^{2 \pi i a N_{+}}$,
(vi) $\left(\frac{z_{1}}{z_{2}}\right)^{a}=\frac{z_{1}^{a}}{z_{2}^{a}} e^{2 \pi i a N_{-}}$,
where $N_{a} \equiv\left\lfloor 1 / 2-\operatorname{Im}\left[\operatorname{Ln}\left(a z_{1}\right)\right] /(2 \pi)\right\rfloor$, with $\lfloor\cdot\rfloor$ the floor function,
and $N_{ \pm} \equiv \begin{cases}-1, & \text { if } \arg \left(z_{1}\right) \pm \arg \left(z_{2}\right)>\pi, \\ 0, & \text { if }-\pi<\arg \left(z_{1}\right) \pm \arg \left(z_{2}\right) \leq \pi, \\ 1, & \text { if } \arg \left(z_{1}\right) \pm \arg \left(z_{2}\right) \leq-\pi .\end{cases}$


Figure B.1: Let $x_{ \pm}=\arg \left(z_{1}\right)+\arg \left(z_{2}\right)$. Where $N_{ \pm}$is non-zero, the complex power function definitely has non-trivial properties.

## B. 4 Complex analysis: contour integration

In this section, we build the necessary knowledge to understand divergent integrals in certain interpretations that are often used by physicists and mathematicians. The difference between those interpretations are emphasised by the use of examples. For mathematical details we reference the reader to Refs. $[\mathbf{6 9}, \mathbf{7 0}, \mathbf{7 1}]$.
Theorem B.4.1. (The residue theorem) Suppose a function $f$ is analytic in a simply connected domain $D$, except for isolated singularities at $z_{1}, z_{2}, \ldots, z_{m}$. Let $\gamma$ be a regular closed curve in $D$ which does not intersect any of the singularities, then

$$
\begin{equation*}
\oint_{\gamma} d z f(z)=2 \pi i \sum_{k=1}^{m} \operatorname{Res}\left(f ; z_{k}\right) . \tag{B.24}
\end{equation*}
$$

A proof of the above theorem is out of the scope of this thesis, however one can be found in Ref. [69]. Thm. B.4.1 allows us to make sense of integrals over the real line, which would not make sense otherwise. This will become more clear in later examples. To work out these examples we first need to introduce Jordan's lemma.
Lemma B.4.1. (Jordan's lemma) Suppose that
(i) a function $f(z)$ is analytic at all points in the upper half plane, $\operatorname{Im}(z) \geq 0$, that are exterior to a circle of radius $|z|=R_{0}$,
(ii) $\mathfrak{C}_{R}$ denotes a semicircle parameterized by $z=R e^{i \theta}$ with $0 \leq \theta \leq \pi$ and $R>R_{0}$,
(iii) for all points on $\mathfrak{C}_{R}$, there exists a positive constant $M_{R}$ such that $|f(z)| \leq M_{r}$ and $\lim _{R \rightarrow \infty} M_{R}=0$,
then, for every positive constant $a$, we have

$$
\begin{equation*}
\lim _{R \rightarrow \infty} \int_{\mathfrak{C}_{R}} d z f(z) e^{i a z}=0 \tag{B.25}
\end{equation*}
$$

For a proof, see Ref. [69].
Remark B.4.1. Jordan's lemma (Lem. B.4.1) can be modified in such a way that it also holds for $a<0$. This is done by in the first condition swapping $\operatorname{Im}(z) \geq 0$ with $\operatorname{Im}(z) \leq 0$. The sign of the constant, a, will thus dictate if we chose the upper semi-circle or the lower semi-circle.
With the residue theorem and Jordan's lemma, we can already give a meaning to divergent real integrals. Unfortunately, these are not unique and thus depend in the context and we will therefore refer to these meanings as interpretations. The first interpretation will be called the positive ic-interpretation. Here, one would move the pole to the upper half of the imaginary plane by adding an small imaginary part to the pole. This then allows one to use the residue theorem and Jordan's lemma to give a meaning to the real integral. Finally, one would take the imaginary part to zero.

Example B.4.1. Consider the following integral:

$$
\begin{equation*}
I(t)=\mathcal{F}^{-1}\left[\frac{1}{\omega} ; t\right]=\int_{-\infty}^{\infty} d \omega \frac{1}{\omega} e^{i \omega t} \tag{B.26}
\end{equation*}
$$

One can check that the above integral diverges. We can however give meaning to this integral in the positive ic-interpretation. First, we do the substitution $1 / \omega \rightarrow 1 /(\omega-i \epsilon)$, where at the end of the calculation we will take $\epsilon \rightarrow 0$. For $t>0$, we consider the contour depicted in Fig. B.2. We call the closed contour, $\mathcal{C}$, and the semi-circle contour, $\mathcal{C}_{R}$.


Figure B.2: the pole structure of the function $1 /(z-i \epsilon)$ is depicted in the above figure. This is the positive $i \epsilon$-interpretation of the integral in Eq. (B.26). Note that the shown contour is only chosen for $t>0$.

Thus, for $t>0$ we get

$$
\begin{equation*}
\oint_{\mathcal{C}} d z \frac{1}{z-i \epsilon} e^{i z t}=\int_{\mathfrak{C}_{R}} d z \frac{1}{z-i \epsilon} e^{i z t}+\int_{-\infty}^{\infty} d z \frac{1}{z-i \epsilon} e^{i z t} \tag{B.27}
\end{equation*}
$$

Next, we can apply Lem. B.4.1, which says that the integral over $\mathcal{C}_{R}$ has no contribution for $t>0$. Moreover, we can also use the Thm. B.4.1 to simplify the left side of Eq. (B.27). This then yields

$$
\begin{equation*}
2 \pi i e^{-\epsilon t}=\int_{-\infty}^{\infty} d z \frac{1}{z-i \epsilon} e^{i z t} \tag{B.28}
\end{equation*}
$$

Finally, we take $\epsilon \rightarrow 0$, which gives

$$
\begin{align*}
I(t) & =\int_{-\infty}^{\infty} d z \frac{1}{z} e^{i z t}, \quad \text { for } t>0 \\
& =2 \pi i \tag{B.29}
\end{align*}
$$

The final step in this interpretation is to repeat the above steps for $t<0$ but this time by closing the contour from the bottom (because of Rem. B.4.1). This then yields

$$
\begin{equation*}
I(t)=0, \quad \text { for } t<0 \tag{B.30}
\end{equation*}
$$

which combined with Eq. (B.29), gives

$$
\begin{equation*}
I(t)=\int_{-\infty}^{\infty} d z \frac{1}{z} e^{i z t}=\Theta(t) 2 \pi i \tag{B.31}
\end{equation*}
$$

where $\Theta(t)$ is the Heaviside step function.
Remark B.4.2. Note that the choice of adding ic to the pole resulted in $\Theta(t)$. We could have also subtracted $i \epsilon$, which would have resulted in $\Theta(-t)$. This interpretation we will call the negative $i \epsilon$-interpretation.

Remark B.4.3. Ex. B.4.1 can be easily extended to give

$$
\begin{equation*}
\mathcal{F}^{-1}\left[\frac{1}{\omega-b} ; t\right]=\Theta(t) 2 \pi i e^{i b t} \tag{B.32}
\end{equation*}
$$

for $b \in \mathbb{R}$.
The $i \epsilon$-interpretations are interpretations which are mainly used in physics. Mathematicians usually prefer the Cauchy principal value as an interpretation for divergent real integrals. For this interpretation we will state a modified version of the residue theorem.

Theorem B.4.2. Let $D$ be the region enclosed by a closed piecewise path $\gamma$. If a function, $f$, is analytical on $\gamma$ and $D$, except at finitely many singular points $z_{1}, z_{2}, \ldots, z_{m}$ in the interior of $D$ and at finitely many poles $p_{1}, \ldots, p_{k}$ of order 1 which are located on $\gamma$. Also, assume that $\gamma$ has a tangent line on each pole $p_{i}$, then

$$
\begin{equation*}
P V \oint_{\gamma} d z f(z)=2 \pi i \sum_{i=1}^{m} \operatorname{Res}\left(f ; z_{i}\right)+\pi i \sum_{i=1}^{k} \operatorname{Res}\left(f ; p_{i}\right) \tag{B.33}
\end{equation*}
$$

For a proof we refer the reader to Ref. [70].
Remark B.4.4. We will not be strict on writing ' $P V$ ' in front of an integral when we use the Cauchy principal value interpretation of it. We will, however, always state it in words when we use this, just like we will do when we use any of the it-interpretations.

Example B.4.2. We will calculate the Cauchy principal value of the following integral

$$
\begin{equation*}
\mathcal{F}^{-1}\left[\frac{1}{\omega} ; t\right] \tag{B.34}
\end{equation*}
$$



Figure B.3: The principal value of an integral keeps the symmetry around, $t=0$, unlike the positive or negative $i \epsilon$-interpretations, which are zero for negative and positive times respectively.
which is the same as in Ex. B.4.1. Following exactly the same steps as in Ex. B.4.1 but using the modified residue theorem (Thm. B.4.2) yields for all $t$

$$
\begin{equation*}
\mathcal{F}^{-1}\left[\frac{1}{\omega} ; t\right]=\pi i \operatorname{sign}(t) \tag{B.35}
\end{equation*}
$$

where the extra minus sign for $t<0$ comes from the negative orientation of the contour (the lower half semi-circle).

Remark B.4.5. Note that, in the Cauchy principal value interpretation, we have a value that is non-zero for all $t$. Also, the Cauchy principal value and the positive it-interpretation differ by a factor of $1 / 2$ for $t>0$. The choice of interpretation has to be motivated by physical arguments or mathematical arguments. One of which can be the need to keep a symmetry around $t=0$. The differences between the principal value and the positive and negative i $\epsilon$ - interpretations are also visually depicted in Fig. B.3.

Complex analysis will also allow us to find different representations of the Dirac delta function. To do this, we will give a more concrete meaning to the Dirac delta function.

Definition B.4.1. Let $\phi \in \mathcal{S}(\mathbb{R})$, be a function in a suitable space, $\mathcal{S}$. This space will be chosen based on the context ${ }^{1}$. Then we define the Dirac delta function, $\delta\left(x-x_{0}\right)$, associated with $\mathcal{S}(\mathbb{R})$ such that for all $\phi \in \mathcal{S}(\mathbb{R})$, we have that

$$
\begin{equation*}
\int_{-\infty}^{\infty} d x \delta\left(x-x_{0}\right) \phi(x)=\phi\left(x_{0}\right) \tag{B.36}
\end{equation*}
$$

In this definition the delta function is a distribution and $\phi$ is called a test function.

[^7]Remark B.4.6. The above definition can be extended to include integrals over complex values. For example this is done in Ref. [71].

Remark B.4.7. Many different functions can satisfy Def. B.4.1. This means that the delta function is not unique. Therefore, we refer to different representations of the delta function.

An important representation of the delta function will be derived in the example below by interpreting certain integrals as their Cauchy principal value.

Example B.4.3. We will show that

$$
\begin{equation*}
\frac{1}{\omega^{2}-\omega_{j}^{2}}=\frac{\pi i}{2 \omega_{j}}\left[\delta\left(\omega+\omega_{j}\right)-\delta\left(\omega-\omega_{j}\right)\right] . \tag{B.37}
\end{equation*}
$$

The first step will be to partial fraction the left side of Eq. (B.37) as

$$
\begin{equation*}
\frac{1}{\omega^{2}-\omega_{j}^{2}}=-\frac{1}{2 \omega_{j}}\left(\frac{1}{\omega+\omega_{j}}-\frac{1}{\omega-\omega_{j}}\right) . \tag{B.38}
\end{equation*}
$$

Next, we can check if each of the above terms satisfy Def. B.4.1. Let $\phi(\omega)$ be a suitable test function such that a closed negatively oriented contour, $\mathcal{C}_{-}$, can be constructed that satisfies

$$
\begin{align*}
\int_{-\infty}^{\infty} d \omega \frac{\phi(\omega)}{\omega \pm \omega_{j}} & =\oint_{\mathfrak{C}_{-}} d z \frac{\phi(z)}{z \pm \omega_{j}} \\
& =-\oint_{\mathbb{C}_{+}} d z \frac{\phi(z)}{z \pm \omega_{j}} . \tag{B.39}
\end{align*}
$$

Next, we assume that these test functions don't have any singularities inside the closed contour, allowing us to use Thm. B.4.2, which then yields

$$
\begin{equation*}
\int_{-\infty}^{\infty} d \omega \frac{\phi(\omega)}{\omega \pm \omega_{j}}=-\pi i \phi\left(\mp \omega_{j}\right) \tag{B.40}
\end{equation*}
$$

This means that, for these test functions and in the principal value interpretation, we have

$$
\begin{equation*}
\frac{1}{\omega \pm \omega_{j}}=-\pi i \delta\left(\omega \pm \omega_{j}\right) \tag{B.41}
\end{equation*}
$$

which, when used in Eq. (B.38), yields

$$
\begin{equation*}
\frac{1}{\omega^{2}-\omega_{j}^{2}}=\frac{\pi i}{2 \omega_{j}}\left[\delta\left(\omega+\omega_{j}\right)-\delta\left(\omega-\omega_{j}\right)\right] . \tag{B.42}
\end{equation*}
$$

Remark B.4.8. The above example immediately gives the following properties

$$
\begin{align*}
& \operatorname{Im}\left(\frac{1}{\omega^{2}-\omega_{j}^{2}}\right)=\frac{\pi}{2 \omega_{j}}\left[\delta\left(\omega+\omega_{j}\right)-\delta\left(\omega-\omega_{j}\right)\right],  \tag{B.43}\\
& \operatorname{Im}\left(\frac{i}{\omega^{2}-\omega_{j}^{2}}\right)=0 . \tag{B.44}
\end{align*}
$$

## B. 5 The gamma function

The gamma function is one of the most important special functions. It is not surprising that, in our case, the gamma function will also be useful. Thus, we give an overview of the definition and some of its properties in this section, which are based on Refs. [72, 73]. In this thesis, the main use of the gamma function is to understand the beta and Fox-H functions, which are in its turn essential to understand the asymptotic behavior of the inverse Fourier integral given by Eq. (3.65).

Definition B.5.1. Let $z \in \mathbb{C}$ with $\operatorname{Re}(z)>0$, then we define

$$
\begin{equation*}
\Gamma(z)=\int_{0}^{\infty} d x x^{z-1} e^{-x} \tag{B.45}
\end{equation*}
$$

which is called the gamma function and converges absolutely.
Example B.5.1.

$$
\begin{align*}
\Gamma(1) & =\int_{0}^{\infty} d x e^{-x} \\
& =1 . \tag{B.46}
\end{align*}
$$

Theorem B.5.1. The gamma function satisfies the reduction formula, namely

$$
\begin{equation*}
\Gamma(z+1)=z \Gamma(z) \tag{B.47}
\end{equation*}
$$

Proof.
We have

$$
\begin{aligned}
\Gamma(z+1) & =\int_{0}^{\infty} d x x^{z} e^{-x} \\
& =\left[-x^{z} e^{-x}\right]_{0}^{\infty}+z \int_{0}^{\infty} d x x^{z-1} e^{-x} \\
& =z \Gamma(z),
\end{aligned}
$$

where in the second we applied partial integration and in the third line we noticed that the first term vanishes.

Combining Ex. B.5.1 with Thm. B.5.1 allows one to easily apply induction to proof, such that for positive integers, $n>0$, we have

$$
\begin{equation*}
\Gamma(n)=(n-1)!. \tag{B.48}
\end{equation*}
$$

Remark B.5.1. The gamma function is only defined for $\operatorname{Re}(z)>0$. However, Thm. B.5.1 allows us to uniquely extend the definition of the gamma function to $\operatorname{Re}(z) \leq 0$. The gamma function for all complex arguments can be seen in Fig. B.4.


Figure B.4: The plot shows the norm of the gamma function, $\Gamma(z)$, plotted in function of the real and imaginary parts of its input, $z$. The plot is color coded based on the argument of the output, $\arg [\Gamma(z)]$. Poles can be seen at negative integer values for $z$.

The gamma function is a meromorphic ${ }^{2}$ function, which means that the function is analytical on its domain except at isolated points. The poles of the gamma functions are located at $\Gamma(z)$ such that $z \in-\mathbb{N}^{3}$. The pole structure of the gamma function will be important to calculate integrals of gamma functions, which will be done in later sections. Another notable property is that the Gamma function has no zeros on $\mathbb{C}$. This means that the reciprocal gamma function,

$$
\begin{equation*}
f(z)=\frac{1}{\Gamma(z)} \tag{B.49}
\end{equation*}
$$

[^8]has no poles and has zeros for $z \in-\mathbb{N}$. This can also be seen in Fig. B.5. The analytic


Figure B.5: The plot shows the norm of the reciprocal gamma function, $1 / \Gamma(z)$, plotted as a function of the real and imaginary parts of, $z$. The plot is color coded based on the argument of the output, $\arg [1 / \Gamma(z)]$. Notice that there are no poles visible in the plot.
structure of the gamma function and its reciprocal will be crucial when calculating integrals over gamma functions with complex analysis.

Example B.5.2. Let's calculate the sum of the residues of a function, $f(z)$, that is analytic on $\mathbb{C}$ multiplied by a gamma function, $\Gamma(z)$. We know that the poles are given by

$$
\begin{equation*}
z=-\nu, \text { where } \nu \in \mathbb{N} \text {. } \tag{B.50}
\end{equation*}
$$

This means that

$$
\begin{align*}
\sum_{j} \operatorname{Res}\left[\Gamma(z) f(z) ; z_{j}\right] & =\sum_{\nu=0}^{\infty} f(-\nu) \lim _{z \rightarrow-\nu}(z+\nu) \Gamma(z) \\
& =\sum_{\nu=0}^{\infty} f(-\nu) \lim _{z \rightarrow-\nu}(z+\nu) \frac{z(z+1) \ldots(z+\nu)}{z(z+1) \ldots(z+\nu)} \Gamma(z) \\
& =\sum_{\nu=0}^{\infty} f(-\nu) \lim _{z \rightarrow-\nu}(z+\nu) \frac{\Gamma(z+\nu+1)}{z(z+1) \ldots(z+\nu)} \\
& =\sum_{\nu=0}^{\infty} f(-\nu) \lim _{z \rightarrow-\nu} \frac{\Gamma(z+\nu+1)}{z(z+1) \ldots(z+\nu-1)} \\
& =\sum_{\nu=0}^{\infty} f(-\nu) \frac{\Gamma(1)}{\nu!(-1)^{\nu}} \\
& =\sum_{\nu=0}^{\infty} f(-\nu) \frac{(-1)^{\nu}}{\nu!} \tag{B.51}
\end{align*}
$$

where in the second line we multiplied by unity, in the third line we repeatedly applied Thm. B.5.1 and in the last line we used the result from Ex. B.5.1.
Example B.5.3. The above example can now easily be generalised for a gamma function of the form, $\Gamma(a+b z)$, with $a, b \in \mathbb{C}$, by making use of the substitution $\tilde{z}=a+b z$ and then working out the example in the same way. This yields

$$
\begin{align*}
\sum_{j} \operatorname{Res}\left[\Gamma(a+b z) f(z) ; z_{j}\right] & =\sum_{\nu=0}^{\infty} \lim _{\tilde{z} \rightarrow-\nu}(\tilde{z}+\nu) \Gamma(\tilde{z}) f\left(\frac{\tilde{z}-a}{b}\right) \\
& =\sum_{\nu=0}^{\infty} f\left(\frac{-\nu-a}{b}\right) \frac{(-1)^{\nu}}{\nu!} \tag{B.52}
\end{align*}
$$

Finally, one last useful formula relating gamma functions and the sine, is known as Euler's reflection formula, and can be found in the lemma below.

Lemma B.5.1. (Euler's reflection formula) Let $z \in \mathbb{C} \backslash \mathbb{Z}$, then

$$
\begin{equation*}
\Gamma(z) \Gamma(1-z)=\frac{\pi}{\sin (\pi z)} \tag{B.53}
\end{equation*}
$$

A proof is most easily obtained by using a different definition of the gamma function. A full proof can be found in Ref. [72].
Remark B.5.2. Taking $z \rightarrow(1 / 2-z)$ in Lem. B.5.1 and using the fact that $\sin (\pi / 2-x)=$ $\cos (x)$, yields

$$
\begin{equation*}
\Gamma\left(\frac{1}{2}-z\right) \Gamma\left(\frac{1}{2}+z\right)=\frac{\pi}{\cos (\pi z)} \tag{B.54}
\end{equation*}
$$

## B. 6 The beta function

A short introduction to the beta function is needed to compute a certain Mellin transform, which we will come back to in a later section. For this section, we mainly followed Ref. [73].

Definition B.6.1. Let $z_{1}, z_{2} \in \mathbb{C}$ with $\operatorname{Re}\left(z_{1}\right), \operatorname{Re}\left(z_{2}\right)>0$, then we define the beta function as

$$
\begin{equation*}
B\left(z_{1}, z_{2}\right)=\int_{0}^{1} d t(1-t)^{z_{2}-1} t^{z_{1}-1} . \tag{B.55}
\end{equation*}
$$

Remark B.6.1. Applying the definition of the convolution (see Def. B.1.3), to the functions $f(t)=t^{z_{1}-1}$ and $g(t)=t^{z_{2}-1}$ on the interval $[0,1]$, gives

$$
\begin{equation*}
(f * g)(t)=\int_{0}^{1} d \tau(t-\tau)^{z_{1}-1} \tau^{z_{2}-1} . \tag{B.56}
\end{equation*}
$$

Evaluating the above convolution at the point $t=1$, yields

$$
\begin{align*}
(f * g)(1) & =\int_{0}^{1} d \tau(1-\tau)^{z_{1}-1} \tau^{z_{2}-1} \\
& =B\left(z_{1}, z_{2}\right) . \tag{B.57}
\end{align*}
$$

Thus the beta function has the structure of a convolution.
Remark B.6.2. By making a simple substitution, $u=1-t$, in Def. B.6.1, one can see that

$$
\begin{equation*}
B\left(z_{1}, z_{2}\right)=B\left(z_{2}, z_{1}\right) . \tag{B.58}
\end{equation*}
$$

Starting from Def. B.6.1, we can derive a useful representation of the beta function. By definition, we have

$$
\begin{align*}
B\left(z_{1}, z_{2}\right) & =\int_{0}^{1} d t(1-t)^{z_{2}-1} t^{z_{1}-1} \\
& =\int_{0}^{\infty} d u \frac{u^{z_{1}-1}}{(1+u)^{z_{1}+z_{2}}} \tag{B.59}
\end{align*}
$$

where in the second line we made the substitution $u+1=1 /(1-t)$.
Theorem B.6.1. Let $z_{1}, z_{2} \in \mathbb{C}$ with $\operatorname{Re}\left(z_{1}\right), \operatorname{Re}\left(z_{2}\right)>0$, then

$$
\begin{equation*}
B\left(z_{1}, z_{2}\right)=\frac{\Gamma\left(z_{1}\right) \Gamma\left(z_{2}\right)}{\Gamma\left(z_{1}+z_{2}\right)} . \tag{B.60}
\end{equation*}
$$

## Proof.

By definition of the gamma function we have

$$
\Gamma\left(z_{1}\right) \Gamma\left(z_{2}\right)=\int_{0}^{\infty} d s \int_{0}^{\infty} d t e^{-(t+s)} t^{z_{1}-1} s^{z_{2}-1}
$$

Next, we do the change of variables, $t=x y$ and $s=x(1-y)$. This implies that $0<x<\infty$ and $0<y<1$. The Jacobian of this transformation is given by

$$
J=\operatorname{det}\left(\begin{array}{cc}
y & x \\
1-y & -x
\end{array}\right)=-x .
$$

Since $x>0$ we have that $|J|=x$, such that $d t d s=x d x d y$. Putting things together gives

$$
\begin{aligned}
\Gamma\left(z_{1}\right) \Gamma\left(z_{2}\right) & =\int_{0}^{\infty} d x e^{-x} x^{z_{1}+z_{2}-1} \int_{0}^{1} d y(1-y)^{z_{2}-1} y^{z_{1}-1} \\
& =\Gamma\left(z_{1}+z_{2}\right) B\left(z_{1}, z_{2}\right),
\end{aligned}
$$

where in the last line we used the definitions of the gamma function and the beta function.

Remark B.6.3. Thm. B.6.1 relates the beta function and the gamma function, implying that the beta function has a rich singular structure which can also be observed in Fig. B.6. This theorem together with Rem. B.5.1 implies that we can uniquely extend the beta function to $z \in \mathbb{C}$ such that $\operatorname{Re}(z)<0$.

Applying Thm. B.6.1 for the case $z=z_{1}=1-z_{2}$ and using Ex. B.5.1, gives

$$
\begin{equation*}
B(z, 1-z)=\Gamma(z) \Gamma(1-z) . \tag{B.61}
\end{equation*}
$$

Which, using Eq. (B.60), yields

$$
\begin{equation*}
\int_{0}^{\infty} d u \frac{u^{z-1}}{(1+u)}=\Gamma(z) \Gamma(1-z) . \tag{B.62}
\end{equation*}
$$

The above equation will be helpful in later sections.

## B. 7 The Mellin transform

To calculate asymptotic behavior of certain very difficult Fourier integrals, we linked the Fourier integral to a Fox-H function. This is done in Sec. 3.5. The derivation of this requires the use of the Mellin transform. The Mellin transform also allowed us to find a very useful representation of colored noise, given in Eq. (3.46). We mainly used Refs. [74,75], however we took a more physics approach to the topic and were therefore a little less formal than those references. An important example that is used in Sec. 3.5 is also included.


Figure B.6: The plot shows the norm of the beta function, $B(x, y)$, plotted in function of real inputs, $x$ and $y$. The plot is color coded based on the norm of the beta function to emphasize the singular behavior of this function.

Definition B.7.1. Let $f(t)$ be a function defined on the positive real axis $0<t<\infty$. The Mellin transformation of the function $f$, is defined by

$$
\begin{equation*}
\mathcal{M}[f(t) ; s]=\int_{0}^{\infty} d t f(t) t^{s-1} \tag{B.63}
\end{equation*}
$$

Remark B.7.1. In general, the integral does exist only for complex values of $s=a+i b$ such that $a_{1}<a<a_{2}$, where $a_{1}$ and $a_{2}$ depend on the function $f(t)$ to transform. This introduces what is called the strip of definition of the Mellin transform that will be denoted by $S\left(a_{1}, a_{2}\right)$. In some cases, this strip may extend to a half-plane ( $a_{1}=-\infty$ or $a_{2}=\infty$ ) or to the whole complex s-plane ( $a_{1}=-\infty$ and $a_{2}=\infty$ ).

Example B.7.1. The Mellin transform of the exponential function,

$$
\begin{equation*}
f(t)=e^{-a t}, \text { for } a>0, \tag{B.64}
\end{equation*}
$$

is given by

$$
\begin{align*}
\mathcal{M}[f(t) ; s] & =\int_{0}^{\infty} d t e^{-a t} t^{s-1} \\
& =a^{-s} \int_{0}^{\infty} d t e^{-t} t^{s-1} \\
& =a^{-s} \Gamma(s) \tag{B.65}
\end{align*}
$$

where in the second line we did the substitution at $\rightarrow t$ and in the last line we identified the gamma function based on Def. B.5.1. Note that this Mellin transform only holds for $\operatorname{Re}(s)>0$.

Remark B.7.2. In Ex. B.7.1, we considered $a>0$. We would like to consider more general values of the form, $\operatorname{Re}(a)>0$. The calculations is to involved to do it here but for a conformation that this is allowed we refer the reader to equation 1 of page 312 in Ref. [76]. In Fig. B.7, one can see the Mellin transform of the exponential function for different values of the parameter $a$, which satisfies $\operatorname{Re}(a)>0$.

Remark B.7.3. The above remark only states that $\operatorname{Re}(a)>0$. However, one could show that it also holds $\operatorname{Re}(a)=0$. This is done by first regularizing the function, $e^{-i b t} \rightarrow$ $e^{-(i b t+\delta t)}$ for $b \in \mathbb{R}$ and $\delta>0$. Then one would be able to use the result from Ex. B.7.1 together with Rem. B.7.2. Finally, one can safely take $\delta \rightarrow 0$.


Figure B.7: Plots of the Mellin transform of the exponential function, $e^{-a t}$, which is given by $a^{-s} \Gamma(s)$, for different values of the parameter $a$. Notice that we also showed one plot for a negative value of $a$, which is totally different than the other plots. This is also a numerical indicator that the real part of $a, \operatorname{Re}(a)$, has to be greater than or equal to 0 . The range of each subplot varies to make the output in that specific case more clearly, however one should keep that in mind when comparing all the subplots.

Example B.7.2. In this example, we calculate the Mellin transform of a more difficult function, $\mathcal{M}[f(\omega) ; s]$, with the function given by

$$
\begin{equation*}
f(\omega)=\frac{1}{1+c \omega^{a}}, \text { for } a \in \mathbb{R} \backslash\{0\}, c>0 \tag{B.66}
\end{equation*}
$$

where we already anticipated that we will use this example to calculate a Fourier type integral (therefore using $\omega$ as the initial variable instead of $t$ ). The function, $f(\omega)$, for different values of $a$, can be seen in Fig. B.8. Starting with Eq. (B.62), for the case $z=s / a$, gives


Figure B.8: The plot shows values of the function, $f(\omega)=1 /\left(1+3 \omega^{a}\right)$, for different values of the parameter, $a$, ranging from -1 to 3 .

$$
\begin{equation*}
\int_{0}^{\infty} d u \frac{u^{\frac{s}{a}-1}}{1+u}=\Gamma\left(\frac{s}{a}\right) \Gamma\left(1-\frac{s}{a}\right) \tag{B.67}
\end{equation*}
$$

Next, we do the substitution $u=c \omega^{a}$ on the left side, which results in

$$
\begin{equation*}
\int_{0}^{\infty} d \omega \frac{\omega^{s-1}}{1+c \omega^{a}}=\frac{1}{|a|} c^{-\frac{s}{a}} \Gamma\left(\frac{s}{a}\right) \Gamma\left(1-\frac{s}{a}\right) \tag{B.68}
\end{equation*}
$$

where the absolute value of a comes from the case for which $a<0$. Finally, we can identify the Mellin transform of the function $f(\omega)$ on the left side of Eq. (B.68). We conclude that

$$
\begin{equation*}
\mathcal{M}[f(\omega) ; s]=\frac{1}{|a|} c^{-\frac{s}{a}} \Gamma\left(\frac{s}{a}\right) \Gamma\left(1-\frac{s}{a}\right) . \tag{B.69}
\end{equation*}
$$

Note that this Mellin transform only holds for $0<\operatorname{Re}(s / a)<1$.
Remark B.7.4. Similar to Ex. B.7.1, we would like to relax the restrictions on the parameter, c. This time, we refer to equation (30) on page 311 of Ref. [76]. We can thus take $c \in \mathbb{C} \backslash(-\infty, 0]$.

(c) For this plot $a=0.9$ and $c=i$ were chosen.
(d) For this plot $a=1.58$ and $c=i$ were chosen.

Figure B.9: Plots of the Mellin transform of the exponential function, $1 /\left(1+c \omega^{a}\right)$, which is given by $c^{-\frac{s}{a}} \Gamma(s / a) \Gamma(1-s / a) /|a|$, for different values of the parameters $a$ and $c$. Notice that the parameter $a$, determines the singularity spacing. The range of each subplot varies to make the output in that specific case more clearly, however one should keep that in mind when comparing all the subplots.

Definition B.7.2. The inverse Mellin transform of a function, $F(s)$, defined on a strip $S\left(a_{1}, a_{2}\right)$, is given by

$$
\begin{equation*}
f(t)=\mathcal{M}^{-1}[F(s) ; t]=\frac{1}{2 \pi i} \int_{a-i \infty}^{a+i \infty} d s F(s) t^{-s} \tag{B.70}
\end{equation*}
$$

where $a_{1}<a<a_{2}$.


Figure B.10: We chose $a_{1}=1.3, a=2.7$ and $a_{1}=3.9$. This means that the fundamental strip in the figure is $S(1.3,2.7)$.

## B. 8 The Fox H-function

The last appendix involves the Fox H-function, were we mainly used Refs. [77, 78, 79]. As stated before, the usefulness of the Fox H-function is that there are known asymptotic expansions. Therefore, when we derive an equality between a Fourier integral and a Fox-H function, we also find the asymptotic expansions of that Fourier integral (see Sec. 3.5).

Definition B.8.1. Let $m, n, p, q \in \mathbb{N}$ with $0 \leq n \leq p$ and $1 \leq m \leq q, A_{i}, B_{j} \in$ $\mathbb{R}_{+}, a_{i}, b_{j} \in \mathbb{C}$ for $i=1, \ldots, p$ and $j=1, \ldots, q$. The Fox $H$-function with parameters $m, n, p, q, a_{i}, A_{i}, b_{j}, B_{j}$ and argument $z \neq 0$ is defined by

$$
H_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{ccc}
\left(a_{1}, A_{1}\right), & \ldots, & \left(a_{p}, A_{p}\right)  \tag{B.71}\\
\left(b_{1}, B_{1}\right), & \ldots, & \left(b_{q}, B_{q}\right)
\end{array}\right.\right]=\frac{1}{2 \pi i} \int_{L} d s \Upsilon(s) z^{-s}
$$

where $z^{-s}$ is not necessarily the principal value complex power function and $\Upsilon(s)$ is given by

$$
\Upsilon(s)=\frac{\prod_{j=1}^{m} \Gamma\left(b_{j}+B_{j} s\right) \prod_{k=1}^{n} \Gamma\left(1-a_{k}-A_{k} s\right)}{\prod_{j^{\prime}=m+1}^{q} \Gamma\left(1-b_{j^{\prime}}-B_{j^{\prime}} s\right) \prod_{k^{\prime}=n+1}^{p} \Gamma\left(a_{k^{\prime}}+A_{k^{\prime}} s\right)}
$$

where an empty product is always interpreted as unity and $L$ is a suitable contour which separates the poles of the two factors in the numerator of $\Upsilon(s)^{4}$.

Remark B.8.1. We will also denote the Fox H-function as

$$
H_{p, q}^{m, n}(z) \equiv H_{p, q}^{m, n}\left[z \left\lvert\, \begin{array}{ccc}
\left(a_{1}, A_{1}\right), & \ldots, & \left(a_{p}, A_{p}\right)  \tag{B.72}\\
\left(b_{1}, B_{1}\right), & \ldots, & \left(b_{q}, B_{q}\right)
\end{array}\right.\right]
$$

when the specifications of the parameters, $a_{i}, A_{i}, b_{j}, B_{j}$, is not necessary.
Example B.8.1. In this example, we will express the exponential function in terms of a Fox H-function. We will show that
for $\left|\arg (z)<\frac{\pi}{2}\right|$ and $z \neq 0$. We can prove the above relation by using Def. B.8.1 on the right hand side, which gives

$$
\begin{equation*}
H_{0,1}^{1,0}[z \mid(0,1)]=\frac{1}{2 \pi i} \int_{L} d s \Gamma(s) z^{-s} . \tag{B.74}
\end{equation*}
$$

Now, we choose the contour $L$ to be the vertical line, $\operatorname{Re}(s)=\gamma, \gamma>0$, which lies to the right of the poles of $\Gamma(z)$. Thus, we have

$$
\begin{equation*}
H_{0,1}^{1,0}\left[\left.z\right|_{(0,1)}\right]=\frac{1}{2 \pi i} \int_{\gamma-i \infty}^{\gamma+i \infty} d s \Gamma(s) z^{-s} . \tag{B.75}
\end{equation*}
$$

Next, we assume that we can close the contour such that it picks up all the poles of the gamma function ${ }^{5}$. Using the residue theorem and Eq. (B.51), yields

$$
\begin{align*}
H_{0,1}^{1,0}\left[\left.z\right|_{(0,1)}\right] & =\sum_{\nu=0}^{\infty} z^{\nu} \frac{(-1)^{\nu}}{\nu!} \\
& =e^{-z} \tag{B.76}
\end{align*}
$$

Some quantities that will be important to determine the asymptotic behavior of Fox-H

[^9]functions are defined as
\[

$$
\begin{align*}
\mu_{H} & \equiv \sum_{j=1}^{q} B_{j}-\sum_{j=1}^{p} A_{j}  \tag{B.77}\\
\delta_{H} & \equiv \sum_{j=1}^{q} b_{j}-\sum_{j=1}^{p} a_{j}+\frac{p-q}{2}  \tag{B.78}\\
\alpha_{H} & \equiv \sum_{j=1}^{n} A_{j}-\sum_{j=n+1}^{p} A_{j}+\sum_{j=1}^{m} B_{j}-\sum_{j=m+1}^{q} B_{j} \tag{B.79}
\end{align*}
$$
\]

These quantities will be important to determine the asymptotic behavior of Fox H-functions as the theorem below shows.

Theorem B.8.1. Let $\alpha_{H}, \mu_{H}$ and $\delta_{H}$ be like defined in Eqs. (B.79), (B.77) and (B.78) respectively. Assume that the conditions on the parameters of the Fox H-function, given in Def. B.8.1, are satisfied. Then the following expansions hold:
(i) If $\mu_{H} \geq 0$ or $\mu_{H}<0, \alpha_{H}>0$ and $|\arg (z)|<\frac{1}{2} \pi \alpha_{H}$ then the Fox H-function has either the asymptotic expansions at zero given by

$$
\begin{array}{ll}
H_{p, q}^{m, n}(z)=\mathcal{O}\left(z^{c}\right), & \\
H_{p, q}^{m, n}(z)=\mathcal{O}\left(z^{c}|\ln (z)|^{N-1}\right), &  \tag{B.80}\\
|z| \rightarrow 0, \text { or }
\end{array}
$$

with $c=\min _{1 \leq j \leq m}\left[\frac{\operatorname{Re}\left(b_{j}\right)}{B_{j}}\right]$ and $N$ is the order of the poles of $\Gamma\left(b_{j}+B_{j} s\right)$ to which some other poles of another gamma function $\Gamma\left(b_{l}+B_{l} s\right)$ with $1 \leq j \leq m$ and $1 \leq l \leq$ $m$ could coincide.
(ii) If $\mu_{H}<0, \alpha_{H}=0$, then the asymptotic expansion near zero becomes

$$
\begin{equation*}
H_{p, q}^{m, n}(z)=\mathcal{O}\left(z^{\sigma}\right), \quad|z| \rightarrow 0,|\arg (z)| \leq \widetilde{\epsilon} \tag{B.81}
\end{equation*}
$$

where $\sigma=\min _{1 \leq j \leq m}\left[\frac{\operatorname{Re}\left(b_{j}\right)}{B_{j}}, \frac{\operatorname{Re}\left(\delta_{H}\right)+1 / 2}{\mu_{H}}\right]$ and $\widetilde{\epsilon}$ is a constant such that $0<\widetilde{\epsilon}<\frac{\pi}{2} \min _{1 \leq j \leq m ; m+1 \leq k \leq q}\left(A_{j}, B_{k}\right)$.
(iii) If $\mu_{H} \leq 0$ or $\mu_{H}>0$ and $\alpha_{H}>0$, then the Fox $H$-function has either the asymptotic expansion at infinity given by

$$
\begin{array}{lll}
H_{p, q}^{m, n}(z) & =\mathcal{O}\left(z^{d}\right), & \\
H_{p, q}^{m, n}(z)=\mathcal{O}\left(z^{d}|\ln (z)|^{M-1}\right), & & |z| \rightarrow \infty, \text { or }  \tag{B.82}\\
\end{array}
$$

with $d=\min _{1 \leq j \leq n}\left[\frac{\operatorname{Re}\left(a_{j}\right)-1}{A_{j}}\right]$ and $M$ is the order of the poles $\Gamma\left(1-a_{k}-A_{k} s\right)$ to which some of the poles of $\Gamma\left(1-a_{l}-A_{l} s\right)$ with $1 \leq j \leq n$ and $1 \leq l \leq n$ could coincide.
(iv) If $\mu_{H}>0$ and $\alpha_{H}=0$, then

$$
\begin{equation*}
H_{p, q}^{m, n}(z)=\mathcal{O}\left(z^{\rho}\right), \quad|z| \rightarrow \infty,|\arg (z)| \leq \epsilon, \tag{B.83}
\end{equation*}
$$

where $\rho=\max _{1 \leq j \leq n}\left[\frac{\operatorname{Re}\left(a_{j}\right)-1}{A_{j}}, \frac{\operatorname{Re}\left(\delta_{H}\right)+1 / 2}{\mu_{H}}\right]$ and $\epsilon$ is a constant such that $0<\epsilon<\frac{\pi}{2} \min _{n+1 \leq j \leq p ; 1 \leq k \leq m}\left(A_{j}, B_{k}\right)$.

## B. 9 The Caputo fractional derivative

In App. C, a Caputo fractional derivative is needed. This is not the fractional derivative that is mainly used in this thesis. Therefore, we will be brief in this discussion. We follow Ref. [25], where more details can be found.
Definition B.9.1. Let $\alpha \in \mathbb{R} \backslash \mathbb{Z}, b<t$ and $n-1<\alpha<n$ with $n \in \mathbb{Z}$. The Caputo fractional derivative is given by

$$
\begin{equation*}
{ }_{b}^{C} \boldsymbol{D}_{t}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{b}^{t} d \tau \frac{f^{(n)}(\tau)}{(t-\tau)^{\alpha-n-1}}, \tag{B.84}
\end{equation*}
$$

where $f^{(n)}(t)$ denotes the $n^{\text {th }}$ order derivative.
Remark B.9.1. Notice, that the Caputo fractional derivative depends on the lower bound, b. This is in contrast with the Weyl fractional derivative which has a lower bound of $-\infty$.

It turns out that the Caputo fractional derivative works well with Taylor series.
Example B.9.1. Assuming that $\nu>n$, we have

$$
\begin{equation*}
{ }_{b}^{C} \boldsymbol{D}_{t}^{\alpha}(t-b)^{\nu}=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t} d \tau \frac{\Gamma(\nu+1)}{\Gamma(\nu-n+1)}(\tau-b)^{\nu-n}(t-\tau)^{-\alpha+n-1}, \tag{B.85}
\end{equation*}
$$

where we calculated the $n^{\text {th }}$ order derivative. Next, we make the substitution: $\tau=b+z(t-b)$, which results in

$$
\begin{align*}
{ }_{b}^{C} \boldsymbol{D}_{t}^{\alpha}(t-b)^{\nu} & =\frac{\Gamma(\nu+1)}{\Gamma(n-\alpha) \Gamma(\nu-n+1)} \int_{0}^{1} d z[z(t-b)]^{\nu-n}[(1-z)(t-b)]^{-\alpha+n-1}(t-b) \\
& =\frac{\Gamma(\nu+1)}{\Gamma(n-\alpha) \Gamma(\nu-n+1)}(t-b)^{\nu-\alpha} \int_{0}^{1} d z z^{\nu-n}(1-z)^{-\alpha+n-1} \\
& =\frac{\Gamma(\nu+1)}{\Gamma(n-\alpha) \Gamma(\nu-n+1)}(t-b)^{\nu-\alpha} B(\nu-n+1, n-\alpha) \\
& =\frac{\Gamma(\nu+1)}{\Gamma(\nu-\alpha+1)}(t-b)^{\nu-\alpha} \tag{B.86}
\end{align*}
$$

where in the third line we identified the definition of the beta function, see Def. B.6.1, and in the last line we applied Eq. (B.61).

The previous example allows one to calculate the caputo derivative of any function that is Taylor expandable. To illustrate the difference between the Weyl fractional derivative and the Caputo fractional derivative, we investigate what happens when we apply the Caputo fractional derivative on the exponential. Recalling that the exponential was an eigenfunction of the Weyl fractional derivative, as was shown in Ex. 3.1.1.

Example B.9.2. First, we note that we will work with lower bound of the Caputo fractional derivative to be zero such that we can easily compare the result with the result obtained by using the Weyl fractional derivative. For $0<\alpha<1$, we have that

$$
\begin{align*}
{ }_{0}^{C} \boldsymbol{D}_{t}^{\alpha} e^{a t} & =\sum_{\nu=0}^{\infty} \frac{1}{\nu!}{ }_{0}^{C} \boldsymbol{D}_{t}^{\alpha} t^{\nu} \\
& =\sum_{\nu=1}^{\infty} \frac{(a t)^{\nu-\alpha}}{\Gamma(\nu-\alpha+1)}, \tag{B.87}
\end{align*}
$$

which clearly is not the exponential function anymore. It is a Mittag-Leffler function [81, 82]. We thus conclude that the exponential function is not an eigenfunction of the Caputo fractional derivative.

## Appendix C

## Numerical study of fractals

In this appendix we will justify numerically the assumption made in Eq. (D.2). Namely, that labeling the points of a fractal, $k$, based on the ordered distances to the origin, $R_{k}$, results in

$$
\begin{equation*}
k=\left(\frac{R_{k}}{a}\right)^{d_{f}} \tag{C.1}
\end{equation*}
$$

where $d_{f}$ is the fractal dimension and $a$ is the lattice spacing. First, we generate the points of a fractal, then we order those points based on the distance to the origin. Then, we make a log-log plot to see if we actually have a power relation between the labels and the distance to the origin. Finally, we fit the log-log plot by a linear function, which then returns the parameters in which we are interested. We fitted $\ln \left(R_{k}\right)$ in terms of $\ln (k)$, which resulted in

$$
\begin{align*}
\ln \left(R_{k}\right) & =p_{1} \ln (k)+p_{2} \\
& =\ln \left(e^{p_{2}} k^{p_{1}}\right), \tag{C.2}
\end{align*}
$$

where $p 1$ and $p_{2}$ are the parameters of the fit. This implies that

$$
\begin{equation*}
k=\left(\frac{R_{k}}{e^{p_{2}}}\right)^{\frac{1}{p_{1}}} \tag{C.3}
\end{equation*}
$$

Comparing the above equation with Eq. (C.1), yields

$$
\begin{equation*}
d_{f}=\frac{1}{p_{1}} \text { and } a=e^{p_{2}} . \tag{C.4}
\end{equation*}
$$

These are the relations that will be justified from the numerical results.

First, we check the above assumption in the case of a two-dimensional lattice, namely, a triangular lattice. The results are depicted in Fig. C.1. The dimension becomes

$$
\begin{equation*}
d=\frac{1}{p_{1}}=1.981 \tag{C.5}
\end{equation*}
$$

which is of course very close to the dimension of the triangular lattice, which is two. For the lattice spacing, which was set to be 0.00391 in the simulation, the numerical result yielded

$$
\begin{equation*}
a=e^{p_{2}}=0.00406 \tag{C.6}
\end{equation*}
$$



Figure C.1: (a) shows the points of a triangular lattice. The lattice spacing is 0.00391. (b) is a log-log plot of $R_{k}$ in terms of $k$. A fit is shown in the same figure.

Next, we did the same investigation for the Sierpiński triangle, which has a fractal dimension, $d_{f} \approx 1.585$ and the lattice spacing was kept the same as for the triangular lattice, 0.00391 . The results of the fit are

$$
\begin{equation*}
d_{f}=\frac{1}{p_{1}}=1.589 \text { and } a=e^{p_{2}}=0.00203 \tag{C.7}
\end{equation*}
$$

which can also be seen in Fig. C.2. Notice that the lattice spacing is almost half of what it should be. This is because we calculated the lattice spacing numerically as the minimum distance between the points. However, the first hole that appears in the first generation of the Sierpiński triangle is not a real hole when using a triangular lattice basis. This can be observed in Fig C.3.


Figure C.2: (a) shows the points of a Sierpiński triangle of generation 8. The lattice spacing is 0.00391 . (b) depicts the log-log plot of $R_{k}$ in terms of $k$. A fit is also shown in the same figure.


Figure C.3: The lattice of the first generation Sierpiński triangle. Notice that this is the same as the triangular lattice. This means that the minimum distance between the points is not the lattice constant but half of it.

This means that the minimum distance between two points is half the size of the fractal's unit triangle. Hence, we find a factor of two difference. Note that Eq. (C.1) still holds. The dimension is very close to the actual fractal dimension of the Sierpinski triangle.
Finally, we did the same experiment for the Sierpiński carpet, which has a fractal dimension of approximately 1.893 and the lattice spacing was chosen to be 0.000647 . The results are shown in Fig. C.4. The fit gives

$$
\begin{equation*}
d_{f}=\frac{1}{p_{1}}=1.871 \text { and } e^{p_{2}}=0.000346 . \tag{C.8}
\end{equation*}
$$

The lattice spacing, resulting from the fit, is again around half of what is expected. The explanation is the same as for the Sierpiński triangle. The fractal dimension is again very close to what the fractal dimension of the Sierpinski carpet is. We can thus conclude that the relation, given by Eq. (C.1) is the correct one, up to potentially a factor of two. This could be verified by using a different (symmetry in the) lattice, such as a honeycomb lattice, where there is no mixing between fractal holes and lattice holes.


Figure C.4: (a) shows the points of a Sierpiński carpet of generation 7. The lattice spacing is 0.000647 . (b) depicts the log-log plot of $R_{k}$ in terms of $k$. A fit is shown in the same figure.

## Appendix D

## The Caldeira-Leggett model on a fractal

In this appendix, we give a first attempt to derive the fractional Caldeira-Leggett model from a physical point of view. We do this by focussing on anomalous diffusion on fractals $[\mathbf{1 4}]$. We believe that our approach is one that could work. However, we need to make an inelegant and non-intuitive assumption, which makes this approach incomplete.

We consider the Caldeira-Leggett model, which is described by the Lagrangian

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} M \dot{Q}^{2}-V(Q)+\frac{1}{2} \sum_{k=1}^{N} m_{k}\left(\dot{q}_{k}^{2}-\omega_{k}^{2} q_{k}^{2}\right)+Q \sum_{k=1}^{N} C_{k} q_{k}-\frac{1}{2} \sum_{k=1}^{N} \frac{C_{k}^{2}}{m_{k} \omega_{k}^{2}} Q^{2} \tag{D.1}
\end{equation*}
$$

where all the parameters are the same as in Sec. 2.2.
Next, we will apply the knowledge of the fractal geometry to the microscopic quantities, $m_{k}, \omega_{k}$, and $C_{k}$. To achieve this, we place the oscillators in the fractal. The intuition for this is that we will integrate out the oscillators such that the particle can only move in the fractal. Now, we label the oscillators in order of their distance to the origin. When this is done for a self-similar fractal, one gets a relation between the distances of the oscillator to the origin, $R_{k}$, and the label of the oscillators, $k$, which is given by

$$
\begin{equation*}
k=\left(\frac{R_{k}}{a}\right)^{d_{f}} \tag{D.2}
\end{equation*}
$$

with $a>0$ defining the lattice spacing. The justification for this relation can be found in App. C. Next, we need to find relations between the other microscopic quantities and $R_{k}$. Let us start with the mass of the oscillators, $m_{k}$. We note that when the particle just enters the fractal on the edge it essentially sees a 2 D geometry. However, when it moves into the bulk it starts to see larger and larger holes. This results in a lowering of the average mass
of an oscillator when we go further inside the bulk of the fractal. This indicates that the relation between these should have a negative exponent. From Ref. [83], we know that the lacunarity of a perfect fractal, $\Lambda(r)$, is approximately given by

$$
\begin{equation*}
\Lambda(r)=\lambda\left(\frac{r}{L}\right)^{d_{f}-d_{E}}, \tag{D.3}
\end{equation*}
$$

where $r$ is the scale at which one is observing the system ${ }^{1}, \lambda$ is called the lacunarity parameter, $L$ is the size of the fractal, and $d_{E}$ is the Euclidean dimension of the embedding space. In the same reference, a link between the lacunarity and the relative mass fluctuations at scale $r$ is given by

$$
\begin{equation*}
\frac{\operatorname{Var}[m(r)]}{\langle m\rangle^{2}}=\Lambda(r)-1, \tag{D.4}
\end{equation*}
$$

where $\operatorname{Var}[m(r)]$ stands for the variance of the mass at scale $r$, thus having a unit of mass squared, and $\langle m\rangle$ the average mass of a single oscillator in the whole fractal, which is by definition independent from the scale. We can then write

$$
\begin{align*}
m_{k} & =\langle m\rangle+\delta m_{k}(r) \\
& =\langle m\rangle+\frac{\operatorname{Var}[m(r)]}{\langle m\rangle} \\
& =\langle m\rangle \Lambda(r) . \tag{D.5}
\end{align*}
$$

Now, we note that in the bulk of the fractal, $r$ and $R_{k}$ are essentially the same, such that we obtain

$$
\begin{align*}
m_{k} & =\langle m\rangle \Lambda\left(R_{k}\right) \\
& =\langle m\rangle \lambda\left(\frac{R_{k}}{L}\right)^{d_{f}-d_{E}}, \tag{D.6}
\end{align*}
$$

where in the last line we used Eq. (D.3). Next, we see that a relation between the coupling constant, $C_{k}$, and $m_{k}$, and $\omega_{k}$ can be obtained by looking at the dimensions in Eq. (D.1), which imply that

$$
\begin{equation*}
\left[C_{k}\right]=\frac{\text { force }}{\text { distance }} \tag{D.7}
\end{equation*}
$$

Dimensional analysis of Newton's second law gives

$$
\begin{equation*}
\text { force }=\text { mass } \cdot \frac{\text { distance }}{\text { time }^{2}}=\text { mass } \cdot \text { distance } \cdot \text { frequency }{ }^{2} . \tag{D.8}
\end{equation*}
$$

[^10]Thus, we can rewrite $C_{k}$ as

$$
\begin{equation*}
C_{k}=\tilde{C} m_{k} \omega_{k}^{2} . \tag{D.9}
\end{equation*}
$$

where $\tilde{C}$ is a dimensionless constant. However, since we only used dimensional analysis, $\tilde{C}$ can still depend on $k$. Therefore, we take the general form

$$
\begin{equation*}
C_{k}=C m_{k} \omega_{k}^{2}\left(\frac{\omega_{k}}{\tilde{\omega}}\right)^{b}, \tag{D.10}
\end{equation*}
$$

where $C$ is independent of $k, b$ is a real number, and $\tilde{\omega}$ is a constant that has units of frequency. Finally, we turn our attention towards $\omega_{k}$. We assume that the bath is in equilibrium, meaning that we can use the equipartition theorem (Eqs. 2.7), which states

$$
\begin{equation*}
m_{k} \omega_{k}^{2} R_{k}^{2}=k_{B} T \tag{D.11}
\end{equation*}
$$

Hence, we get for $\omega_{k}$

$$
\begin{equation*}
\omega_{k}=\sqrt{\frac{k_{B} T}{m_{k}}} \frac{1}{R_{k}} . \tag{D.12}
\end{equation*}
$$

To summarize, by using the properties of fractals, we were able to write the microscopic bath quantities as a set of implicit functions of $k$, namely

$$
\left\{\begin{array}{l}
k=\left(\frac{R_{k}}{a}\right)^{d_{f}}  \tag{D.13}\\
C_{k}=C m_{k} \omega_{k}^{2}\left(\frac{\omega_{k}}{\omega}\right)^{b}, \\
m_{k}=\langle m\rangle \lambda\left(\frac{R_{k}}{L}\right)^{d_{f}-d_{E}} \\
\omega_{k}=\sqrt{\frac{k_{B} T}{m_{k}}} \frac{1}{R_{k}}
\end{array}\right.
$$

The only remaining question is what the measure should become. This can be solved by considering

$$
\begin{equation*}
\Delta k \equiv k_{\text {previous }}-k_{\text {next }}, \tag{D.14}
\end{equation*}
$$

where $k_{\text {next }}$ is the label of the next oscillator. This is defined because we ordered the oscillators based on their distance to the origin. $\Delta k$ is just a number, which in the continuum limit will go to unity. Thus, $1 \rightarrow d k$. Taking the differential of Eq. (D.2), gives

$$
\begin{equation*}
d k=a^{-d_{f}} d_{f} R_{k}^{d_{f}-1} d R_{k} . \tag{D.15}
\end{equation*}
$$

It will be more useful to write $d k$ in terms of $d \omega_{k}$, since in the Caldeira-Leggett model (see Sec. 2.2) delta functions of the form $\delta\left(\omega-\omega_{k}\right)$ were used. To achieve this, we first derive a
relation between $R_{k}$ and $\omega_{k}$, which is done by inserting Eq. (D.6) into Eq. (D.12), yielding

$$
\begin{align*}
R_{k} & =\left(\sqrt{\frac{k_{B} T L^{d_{f}-d_{E}}}{\langle m\rangle \lambda}}\right)^{\frac{2}{2+d_{f}-d_{E}}} \omega_{k}^{\frac{-2}{2+d_{f}-d_{E}}} \\
& \equiv\left(\frac{B}{\omega_{k}}\right)^{\frac{2}{2+d_{f}-d_{E}}} \tag{D.16}
\end{align*}
$$

with $B \equiv \sqrt{\frac{k_{B} T L^{d_{f}-d_{E}}}{\langle m\rangle \lambda}}$. This equation implies that

$$
\begin{equation*}
d R_{k}=-\frac{2}{2+d_{f}-d_{E}}\left(\frac{B}{\omega_{k}}\right)^{\frac{2}{2+d_{f}-d_{E}}} \omega_{k}^{-1} d \omega_{k} \tag{D.17}
\end{equation*}
$$

Remark D.0.1. From Eq. (D.12), we see that, if $k$ goes from 0 to $\infty$, then $\omega_{k}$ goes from $\infty$ to 0 . This gives an extra minus sign when going from $k$ to $\omega_{k}$ under the integral, canceling the minus sign that appears in Eq. (D.17).

Substituting Eqs. (D.16) and (D.17) into Eq. (D.15) gives

$$
\begin{equation*}
d k=-\frac{2 d_{f} a^{-d_{f}}}{2+d_{f}-d_{E}}\left(\frac{B}{\omega_{k}}\right)^{\frac{2 d_{f}}{2+d_{f}-d_{E}}} \omega_{k}^{-1} d \omega_{k} \tag{D.18}
\end{equation*}
$$

Recall that the spectral function in the Caldeira-Leggett model was given by

$$
\begin{equation*}
J_{C L}(\omega)=\frac{\pi}{2} \sum_{k} \frac{C_{k}^{2}}{m_{k} \omega_{k}} \delta\left(\omega-\omega_{k}\right) \tag{D.19}
\end{equation*}
$$

Now, we apply the continuum limit of the sum, to get

$$
\begin{equation*}
J_{f}(\omega)=\frac{\pi}{2} \int_{0}^{\infty} d k \frac{C_{k}^{2}}{m_{k} \omega_{k}} \delta\left(\omega-\omega_{k}\right) \tag{D.20}
\end{equation*}
$$

where we swapped the subscript, $C L$, by $f$, which stands for fractal. Using Eq. (D.10), we can write

$$
\begin{align*}
\frac{C_{k}^{2}}{m_{k} \omega_{k}} & =C^{2} m_{k} \omega_{k}^{3}\left(\frac{\omega_{k}}{\tilde{\omega}}\right)^{2 b} \\
& =\frac{C^{2}\langle m\rangle \lambda B^{\frac{2\left(d_{f}-d_{E}\right)}{2+d_{f}-d_{E}}}}{\tilde{\omega}^{2 b} L^{d_{f}-d_{E}}} \omega^{\frac{-2 d_{f}+2 d_{E}}{2+d_{f}-d_{E}}+3+2 b} \\
& \equiv K \omega^{\frac{-2 d_{f}+2 d_{E}}{2+d_{f}-d_{E}}+3+2 b} \tag{D.21}
\end{align*}
$$

with $K \equiv C^{2}\langle m\rangle \lambda B^{\frac{2\left(d_{f}-d_{E}\right)}{2+d_{f}-d_{E}}} /\left(\tilde{\omega}^{2 b} L^{d_{f}-d_{E}}\right)$. In the second line we substituted Eqs. (D.6) and (D.16). Substituting the above result and Eq. (D.18) together with the extra minus sign explained in Rem. D.0.1 yields

$$
\begin{align*}
J_{f}(\omega) & =K \frac{\pi d_{f} a^{-d_{f}}}{2+d_{f}-d_{E}} B^{\frac{2 d_{f}}{2+d_{f}-d_{E}}} \int_{0}^{\infty} d \omega_{k} \omega_{k}^{\frac{-4 d_{f}+d_{E}}{2+d_{f}-d_{E}}+2+2 b} \delta\left(\omega-\omega_{k}\right) \\
& =K \frac{\pi d_{f} a^{-d_{f}}}{2+d_{f}-d_{E}} B^{\frac{2 d_{f}}{2+d_{f}-d_{E}}} \omega^{\frac{-4 d_{f}+d_{E}}{2+d_{f}-d_{E}}+2+2 b} . \tag{D.22}
\end{align*}
$$

We first note that when we take $b=0$, we do not get the result that is given in the experiments [14]. However, we can choose $2 b=-\frac{-4 d_{f}+d_{E}}{2+d_{f}-d_{E}}-2+\frac{2 d_{f}}{d_{E}}$, such that

$$
\begin{equation*}
J_{f}(\omega)=K \frac{\pi d_{f} a^{-d_{f}}}{2+d_{f}-d_{E}} B^{\frac{2 d_{f}}{2+d_{f}-d_{E}}} \omega^{\frac{2 d_{f}}{d_{E}}} \tag{D.23}
\end{equation*}
$$

which does reproduce the results of the experiment. However, we are unable to justify this choice at the moment. This is the missing link in the derivation.
Finally, we will show that the spectral function of the previous section will lead to a Caputo fractional derivative (see Sec. B.9) Langevin equation with colored noise. We can directly start with

$$
\begin{equation*}
F_{f r}=\frac{2}{\pi} \frac{d}{d t}\left\{\int_{0}^{t} d \tau \int_{0}^{\infty} d \omega \frac{J_{f}(\omega)}{\omega} \cos [\omega(t-\tau)] Q(\tau)\right\} \tag{D.24}
\end{equation*}
$$

which is a known result in the Caldeira-Legget model. It is known (see Ref. [25]) that a spectral function of the form Eq. (D.23) leads to a friction form

$$
\begin{equation*}
F_{f r}=\tilde{\eta}_{0}^{C} \boldsymbol{D}_{t}^{2 d_{f} / d_{E}} . \tag{D.25}
\end{equation*}
$$

Turning our focus to the fluctuating force, which in the Caldeira-Leggett model has statistics given by

$$
\begin{align*}
\langle f(t)\rangle & =0,  \tag{D.26}\\
\left\langle f(t) f\left(t^{\prime}\right)\right\rangle & =\frac{2 k_{B} T}{\pi} \int_{0}^{\infty} d \omega \frac{J_{f}(\omega)}{\omega} \cos \left[\omega\left(t-t^{\prime}\right)\right] . \tag{D.27}
\end{align*}
$$

Substituting a non-Ohmic spectral function, such as Eq. (D.23), yields colored noise of the form (Ref. [25])

$$
\begin{equation*}
\left\langle f(t) f\left(t^{\prime}\right)\right\rangle=H\left(t-t^{\prime}\right)^{-2 d_{f} / d_{E}} \tag{D.28}
\end{equation*}
$$

where $H$ is a specific constant. Thus, we have that

$$
\begin{equation*}
-M \ddot{Q}(t)+\tilde{\eta}{ }_{0}^{C} \boldsymbol{D}_{t}^{2 d_{f} / d_{E}} Q(t)+\frac{\partial V(Q)}{\partial Q}=f(t), \tag{D.29}
\end{equation*}
$$

with $\langle f(t)\rangle=0$ and $\left\langle f(t) f\left(t^{\prime}\right)\right\rangle=H\left(t-t^{\prime}\right)^{-2 d_{f} / d_{E}}$. Now, we know that, in the free case, this leads to a long-time behavior of the mean squared displacement given by

$$
\begin{equation*}
\left\langle Q(t)^{2}\right\rangle \stackrel{t \rightarrow \infty}{\sim} t^{2 d_{f} / d_{E}}, \tag{D.30}
\end{equation*}
$$

which justified our claim that with our specific assumptions one could explain the experiments in Ref. [14].
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[^0]:    ${ }^{1}$ An intuitive way to see why this gives a factor of $1 / 2$ is by considering the following: $\int_{-\infty}^{\infty} d x \delta\left(x-x_{0}\right) g(x)=\int_{-\infty}^{x_{0}} \delta\left(x-x_{0}\right) g(x)+\int_{x_{0}}^{\infty} d x \delta\left(x-x_{0}\right) g(x)$. Next, using the delta functions in the usual way, gives us $g\left(x_{0}\right)=2 g\left(x_{0}\right)$, such that you get an extra factor of $1 / 2$ when using a delta function on the boundary.

[^1]:    ${ }^{1}$ Readers familiar with pseudo-differential operators will notice that the Weyl fractional derivative is a pseudo-differential operator with symbol $(i \omega)^{\alpha}$. These operators can be defined on more general spaces than $L^{2}(\mathbb{R})[46]$. We will often not be too strict on which functions we apply these operators, as long as they can make sense in terms of a function or distribution.
    ${ }^{2}$ See Sec. B. 3 for its definition and some properties.

[^2]:    ${ }^{3}$ The first term in Eq. (3.27) still shows a coupling between the bath and the particle, even for $t<0$. However, this term will exactly cancel the term coming from $\mathcal{L}_{C T}$ such that it has no contribution in the equation of motion of the particle.

[^3]:    ${ }^{4}$ See Sec. B. 1 of App. B.
    ${ }^{5}$ See Sec. B. 7 of App. B.
    ${ }^{6}$ See Sec. B. 8 of App. B.

[^4]:    ${ }^{7}$ To calculate the integral over the small time asymptotic expansion of $I^{\prime}(t)$, see Eq. (3.81), one has to technically introduce a small time cut-off since otherwise the evaluation at $t=0$ would diverge.

[^5]:    ${ }^{1}$ Some fractals can have integer dimension. Examples include the Smith-Volterra-Cantor set, the Takagi or Blancmange curve, the Sierpiński tetrahedron, the Julia set, the Dragon curve, ...

[^6]:    ${ }^{2}$ There exist a collection of fractals known as random fractals, which do not have this specific symmetry. However, we are not interested in these fractals.

[^7]:    ${ }^{1}$ In this thesis we will not be strict on defining the space when we use this definition of the delta function.

[^8]:    ${ }^{2}$ A meromorphic function, is a function that is holomorphic except at isolated points.
    ${ }^{3}$ In this thesis the symbol, $\mathbb{N}$, will mean the set $\{0,1, \ldots, n, \ldots\}$.

[^9]:    ${ }^{4}$ For more information about the contour, $L$, we refer the reader to Ref. [77].
    ${ }^{5}$ A more formal treatment of this example can be found in Ref. [80]. In the same reference, more advanced integrals can also be found.

[^10]:    ${ }^{1}$ For example a ball of radius $r$.

