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Abstract 

Network analysis is a growing area of research in various fields. While most existing studies 

focus on unsigned networks, this research explores the coexistence of positive and 

negative ties in signed online and real world networks. By combining topological features 

and social theories, this research investigates the gap in previous research. This leads to 

the following research question: "To what extent can machine learning models predict 

positive and negative ties in online and real world networks?"  

The network analysis is carried out on two signed networks. The Wikipedia network 

represents the online network, where every user is allowed to vote for other users that 

request for adminship. The school network represents the real world network and is based 

on data collected in the "Children of Immigrants Longitudinal Survey in Four European 

Countries" project. The final datasets used for the classification model contain 4627 nodes 

and 122767 ties for the Wikipedia network and 4284 nodes and 27333 ties for the school 

network. 

Snowball sampling has been performed to obtain subsets of the networks due to 

computational bottlenecks. The final feature set includes every connection between nodes, 

which can be either negative, not observed or positive. It also includes important metrics 

such as node-level, network-level, similarity-based, social theory and path-based metrics. 

After model selection, hyperparameter tuning and feature selection on the subsets, the 

final datasets are evaluated on the tuned Light Gradient Boosting Machine model.  

The results show that the school network outperforms the Wikipedia network in terms of 

F1, recall and precision in all classes except the not observed class. Reasons for this 

difference could be the imbalanced datasets and different network structures. The 

Wikipedia network has biased predictions towards the not observed class while the school 

network shows consistent performance.  

In conclusion, the real world network has a higher performance compared to the online 

network. We must keep in mind that comparing these networks is challenging due to the 

different network structure. Therefore, future research could compare more similar 

networks to obtain more generalisable results. In addition, it is important to overcome the 

problem of imbalanced data in order to obtain reliable and consistent results.  

 Keywords: Network analysis, signed networks, positive and negative ties, machine 

learning models, online and real world networks, Python.  
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1 Introduction 

1.1 Motivation and context 

Network analysis is an emerging topic in many fields, including social science (e.g., 

analysing teacher-teacher relationships) [1], political science (e.g., analysing polarisation) 

[2], and health science (e.g., analyse spreading of MERS coronavirus) [3]. It helps answer 

questions about network structure, the formation of network ties, and the prediction of 

these network ties [4]. Most existing network analysis has been performed on unsigned 

networks. However, real world networks can be signed networks (see Figure 1) [5]. In 

signed networks, positive and negative ties coexist. The positive ties are formed by 

friendships, support and alliances between individuals. The negative ties are formed by 

conflicts, disagreements and bullying. Most research has only looked at the positive ties, 

as negative ties are often not observed [6]. However, there is a need for methods that 

examine the negative ties in addition to the positive ties [5]. This will provide a deeper 

real-world understanding of social dynamics in networks. Applications of signed network 

prediction include detecting criminal activity in terrorist networks [7], detecting fraudulent 

users in mobile phone networks [8], and identifying who is being bullied in school networks 

[9]. The, the aim of this research is therefore to predict positive and negative ties in social 

networks. 

 

Figure 1: Unsigned networks (a) and signed networks (b) [5]. 

1.2  Literature overview 

This literature overview explores the topics of networks, link prediction heuristics, and 

social balance and status theories. 

1.2.1 Node-level and network-level metrics 

Networks consist of nodes, which are objects or individuals, and links, ties or edges, which 

represent the relationship between nodes. For the sake of clarity,  the term 'ties' is used 

in this research. Node-level measures identify the importance or centrality of a node in the 

network. Three important metrics are the degree, which assigns an importance score based 

on the number of ties, the eigenvector, which also considers how well connected a node is 

and the PageRank, which considers the direction of the ties in addition to the eigenvector 
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[10]. The degree can be divided into the indegree, which is the frequency of incoming 

nodes, and the outdegree, which is the frequency of outgoing nodes. This is often used to 

analyse directed networks. Network-level measures provide an overview of the 

characteristics of the network structure. The network size is the number of nodes in the 

network. In the degree distribution, the frequency of the degree is plotted to provide 

information about the connectivity of the network. The density indicates how connected 

the network is in terms of ties. The clustering coefficient measures the extent to which 

your connected nodes are also connected to each other (e.g., your friends are also friends) 

[11].  

1.2.2 Similarity-based metrics 

Link prediction is the problem of predicting the existence of a tie between two nodes [12]. 

Besides node-level and network-level metrics, similarity-based algorithms are informative 

for link prediction. This is based on the principle of homophily in sociology; similar nodes 

are more likely to have a positive tie [13]. However, there is no evidence that this also 

applies to negative ties [5]. The algorithms follow the principle that each pair of nodes is 

assigned a similarity score sxy. The not observed ties are ranked based on the sxy score. 

Ties between similar nodes have a higher probability of existence [14]. The local similarity 

indices consider the neighbourhood of nodes and are computationally efficient. The global 

similarity indices consider the network structure but are computationally expensive [15]. 

The computational complexity varies from O(2n) to O(2n²) [16]. Derr TS [5] shows that 

signed Random Walk with Restart (RWWR) gives the best performance (Area Under Curve 

(AUC) = 0.765) for sign prediction in the directed online Bitcoin-Alpha network. Research 

by Liben-Nowell D & Kleinberg J [12] shows that among similarity-based metrics, Adamic-

Adar (AA) and Common Neighbours (CN) perform best on five physics networks. 

Furthermore, Feng et al. [17] investigate which topology features are important in terms 

of clustering. They conclude that for a low clustering real-world network, Superposed 

Random Walk (RW) is the best choice (precision = 0.03, AUC = 0.67). Otherwise, for a 

highly clustered real-world network, Resource Allocation (RA)  has the best performance 

(precision = 0.57, AUC = 0.96). Finally, another paper by Zhou T et al. [18] shows that 

RA has the highest performance over six networks from different domains.  

1.2.3 Social theory metrics 

The two most significant social theories in signed networks balance and status. The social 

balance theory was introduced by the social psychologist Fritz Heider in 1946 [19]. The 

social status theory was introduced by the sociologist Weber and later developed by the 

computer scientist Leskovec. [20] in 2010. 
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The social balance theory states that "the friend of my friend is my friend" and "the enemy 

of my enemy is my friend" (Figure 2) [19]. A signed network is balanced if all triads contain 

an even number of negative ties. However, signed networks in the real world are rarely 

completely balanced [5]. The ratio of balanced and unbalanced triads is used to calculate 

the degree of balance [21, 22]. Leskovec et al. [20] state that balance theory is only 

applicable to undirected signed networks. 

 

Figure 2: The social balance theory for the signed network triad [5]. 

Social status theory takes into account popularity and status (Figure 3). Nodes have 

positive ties to nodes with higher status and negative ties to nodes with lower status. 

Unlike social balance theory, status theory is applicable to directed signed networks [20]. 

Research from Derr TS [5] state that the social status theory can be implemented by the 

eigenvector centrality and the weight of positive and negative ties, see formula: 

𝑠𝑡𝑎𝑡𝑢𝑠 =  ∑(𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟 ∗ +1) − (𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟 ∗ −1). 

 

Figure 3: The social status theory for the directed signed network triad [23]. 

The social balance theory and the social status theory give contradictory results in directed 

signed networks. Consider the following situation where A has a positive tie to B and B has 

a positive tie to C. According to the social balance theory, C has a positive tie to A, but the 

social status theory assumes that this is a negative tie [20]. This is because balance theory 

considers undirected networks and status theory considers directed networks. Research by 

Leskovec et al. [20] suggests that status theory predictions are better than balance theory 

predictions in both online Epinions and Wikipedia networks. Robert West et al. [23] state 

that a mode incorporating both balance and status theory can reach AUC = 0.82 for the 

Wikipedia network. Implementing a text-based sentiment model in addition to the theories 

can increase the AUC up to 0.89. Another article [5] discusses that using the status and 

balance theories in addition to centrality measures leads to better prediction results.  
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1.2.4 Path-based metrics 

Path-based metrics, which quantify the similarity between nodes based on the shortest 

paths connecting them, can also provide important information for link prediction [16]. 

Derr TS [5] discusses that the signed Katz achieves a high performance (AUC = 0.69) for 

the online  Slashdot network. Kai-Yang Chiang et al. [24] suggest that the limitations of 

social balance theory in directed networks can be reduced by adding higher order k-cycles 

(e.g., 2-cycles have 4 configurations and 3-cycles have 16 configurations). The results 

show that up to k = 5 the accuracy increases and the false positive rate decreases. 

However, Wang P. [16] shows that considering longer cycles/paths is only useful if there 

are not many short paths. Furthermore, Liben-Nowell D & Kleinberg J [12] show that the 

Katz feature predicts the best (16% correct) on five physics networks, suggesting that 

there is still much room for improvement. 

1.2.5 Link prediction methods 

Three types of link prediction methods can be distinguished. First, feature-based 

classification is a supervised classification problem. Each pair of nodes is labelled positive 

if there is a tie and negative otherwise. The metrics discussed earlier can be used as 

features for the model, in addition to the non-topological features. The supervised models 

can improve the precision, but it is computational expensive [25].  Second, the probabilistic 

graph model assigns a probability value to each pair of nodes. This model achieves better 

accuracy performance compared to the classification model [26]. Finally, latent feature 

methods such as matrix factorisation can be used to predict ties. The basic idea is to 

factorise the adjacency matrix (A) into a low-rank latent-embedding matrix Z and its 

transpose. As the latent features in the network are captured, hidden connections can be 

identified [27]. This method can be combined with the other methods and optimises the 

AUC [28]. 

1.3  Research question 

This research aims to address a gap in previous studies by investigating signed networks 

where positive and negative ties coexist. By combining topological features, social theories, 

and comparing online and real-world networks, this research will predict positive and 

negative ties using feature-based machine learning (ML) models. The research question is: 

To what extent can machine learning models predict positive and negative ties in online 

and real-world networks?  
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2 Data 

2.1 Data preparation for analysis  

Data analysis, as discussed in the next chapter, is performed on two signed networks. See 

Figure 4 for a schematic overview of the networks. 

The Wikipedia network represents the online network and is built around the Request for 

Adminship (RfA). From 2003 to 2013, data was collected on community members voting 

for a Wikipedia editor to become an administrator. The network consists of positive, 

negative and neutral ties, where neutral ties are treated as not observed ties [29]. The 

network was previously analysed by Leskovec et al. in 2010 [6] and 2014 [23]. In this 

research, a total of 12648 (6.4%) neutral ties are excluded from the analysis, as the aim 

is to predict positive and negative ties. A total of 7531 (4.1%) ties were duplicates, 

including 2882 ties with a conflicting sign. This means that both A → B is negative and A 

→ B is positive. For these duplicates, the most recent vote is kept. Furthermore, the 

network consists of 12988 (7.3%) reciprocal ties, which means that both A → B and B → 

A exist. Therefore, the network is treated as undirected in order to extract the path-based 

and similarity-based features. A similar approach was used in the research of Leskovec J 

[20]. 

The school network represents the real world network and consists of data collected in the 

Children of Immigrants Longitudinal Survey in Four European Countries (CILS4EU) project. 

The main aim of this project is to investigate the internal processes leading to 

intergenerational integration. Data from four European countries have been collected in 

three waves, with wave 1 taking place at the age of 14 [30, 31]. For this study, the focus 

is on data from wave 1 (school year 2010/2011) from the Netherlands. This dataset 

consists of 100 schools, 222 classrooms and 4363 students [30]. The "Youth Classmate 

Questionnaire" is used to extract features that indicate a positive or negative tie between 

classmates. The following features are selected: "best friend" (+), "not want to sit by" (-), 

"often spend time with outside school" (+), reversed "sometimes mean to you" (-), 

"sometimes do homework with" (+) and "sometimes mean to" (-).1 A total of 214 

publications are based on CILS4EU data. Missing values are due to responses that could 

not be coded (other missing), no response due to a filter question (not applicable) and no 

response given (no answer). After transforming the dataset into a tie list dataset, the 

dataset only contains missing values in the 'classid' and 'schoolid' columns, as 3503 

students are selected by other students but not interviewed themselves. A total of 13849 

(31.6%) ties are duplicates, including 3612 ties with conflicting signs. For these duplicates, 

the vote from the most important features (best friend for positive and not want to sit by 

 
1 Positive ties are indicated with (+) and negative ties are indicated with (-). 
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for negative) is kept. Furthermore, the network consists of 16480 (55.1%) reciprocal ties. 

For the same reason as above, the network is considered undirected. Although students 

should only select students from their own class, 2583 (8.6%) students select students 

from other classes. These ties are deleted. 

 

Figure 4: a) Wikipedia RfA network. Any user (U) can vote supporting, neutral or opposing for an user that 
requested for adminship (Urfa). The possible outcomes are either successful adminship (A), not successful 
adminship (NA) or withdrawal (W). b) The school network, where every student filled in a questionnaire. The 
questions ´best friend´, ´often spend time with outside school´ and ´sometimes do homework with´ are treated 
as positive ties. The questions ´not want to sit by´, ´sometimes mean to you´ and ´sometimes mean to´ are 
treated as negative ties. Ties can be either reciprocated, one-way or not existing. 

2.2 Selected data exploration results 

After data preparation, the Wikipedia network contains 11259 nodes and 178096 ties and 

the school network contains 4284 nodes and 27333 ties (see Table 1). Due to 

computational bottlenecks, the analysis for the Wikipedia network is performed on a 

subset. The subset consists of 4627 nodes and 122767 ties. A subset of the networks has 

been visualised in Appendix III to provide insight to the network structure. 

      Table 1: Exploratory data analysis for the Wikipedia network and subset and school network. 

 Wikipedia Wikipedia (subset) School 

Nodes 11259 4627 4284 

Ties 178096 122767 27333 

   Positive ties    139510     97650    15636 

   Negative ties     38586    25117    11697 

Reciprocal ties 12988 2686 16158 

   + | +    10939    1692    10886 

   + | -    834    432    822 

   - | +    834    432    822 

   - | -     381    130    3628 

2.3 Ethical and legal considerations 

The Wikipedia network is an open source network, extracted from the Stanford Network 

Analysis Platform (SNAP)2. The school dataset is not open source, but there is an option to 

request access3. Participants are anonymised to protect privacy and data is not shared.  

 
2 SNAP: Network datasets: Wikipedia Requests for Adminship (with text) (stanford.edu) 
3 Data (cils4.eu) 

https://snap.stanford.edu/data/wiki-RfA.html
https://www.cils4.eu/index.php?option=com_content&view=article&id=5&Itemid=6
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3 Methods 

3.1 Translation of research question to data science question 

To predict the positive and negative ties of the Wikipedia and school networks, the data is 

fed into a feature-based classification model. The two networks consist of the same 

information: the source of the vote, the target of the vote and the vote sign. This 

information includes essential node-level and network-level metrics that, together with 

similarity-based metrics and social theory metrics, are crucial for predicting ties. In addition 

to the existing positive (+1) and negative (-1) ties, the not observed ties (0) are added 

using the A. Due to computational bottlenecks, different classification models are first 

tested on a subset of the network to select the best classification model, hyperparameters 

and feature set. The best settings are then used in a final model.  

3.2  Motivated selection of methods and settings 

 Snowball Sampling 

After preparing the networks for analysis, a subset is created using snowball sampling. 

This sampling method is chosen because it preserves the network structure and is cost 

effective [32]. Previous research has also shown that snowball sampling is less biased than 

traditional random sampling [33]. Ten seed nodes and two layers are selected for the 

Wikipedia subset and ten seed nodes and five layers are selected for the school network. 

The motivation for the different settings is that in the Wikipedia network everyone votes 

for a user and in the school network everyone is restricted to voting for students within 

their class. For the final Wikipedia subset, 2000 seed nodes with two layers are selected to 

increase the sample size.  

 Feature set 

The feature set baseline consists of the flattened A, which takes into account each 

connection between two nodes and its voting sign; 1 = positive, -1 = negative and 0 = not 

observed. To improve model performance, path-based metrics up to k = 5 are included, 

based on the results of Kai-Yang Chiang et al [24]. These features are derived from the 

undirected network to account for reciprocal ties. Before obtaining each higher order path, 

the diagonal of the previous Ak is removed to avoid bias from the degree feature [24]. 

Node-level and network-level metrics are then incorporated into the feature set. Each 

node-level metric includes two features, one for the 'source' node and one for the 'target' 

node. This can problems of multicollinearity, leading to bias in feature importance and 

overfitting. In addition, important similarity-based metrics are incorporated, requiring the 

network to be undirected. The selection of metric features is based on relevant literature 

(1.2) and availability within the networkX package. Finally, the feature set includes the 
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social theory metrics. The path-based metric A² captures next to the nearest neighbour 

information and the balance between positive and negative ties, thus representing the 

social balance theory. The social status theory is implemented using the formula proposed 

by Derr T.S. and using node-level metrics [5]. A full description of the feature set can be 

found in Appendix I. 

 Model Selection 

Stratified K-fold cross-validation (SKCV) is used to select the best performing machine ML 

model. SKCV uses stratified sampling in k folds to ensure the class frequencies. Specifically 

for the school network, the folds are created based on the 'classid'. S. Prutsky et al. [34, 

35] discuss that the method is reliable and gives a more accurate estimate of performance 

in a health study. In addition, SKCV prevents some ties from being selected more often 

than others compared to random sampling [14]. In addition, class weights are 

implemented as the classes are highly imbalanced. This paper compares two models using 

SKCV, using the best performing model (highest F1 macro) for the analysis on the final 

datasets. The first model, Multinomial Logistic Regression (MLR), is a supervised learning 

model that is often used for classification problems. The second model, Light Gradient 

Boosting Machine (LGBM), is based on a tree-based algorithm that uses a gradient-based 

approach to optimise the model performance. It is known to be computationally efficient 

on large datasets [36]. These models are compared to see if additional complexity 

improves the model performance.  

 Hyperparameter Tuning 

Then the hyperparameters are tuned. Weerts H. [37] discusses that several studies show 

that the tuning of hyperparameters is important to achieve a higher performance of a 

model. Therefore the hyperparameters are tuned using GridSearchCV. The combination of 

cross validation (CV) and grid search leads to more meaningful results [38]. 

 Feature Selection 

Next, Recursive Feature Elimination Cross Validation (RFECV) is used to select the 

important features. RFE reduces bias in the results by iteratively deleting insignificant 

features until the desired results are obtained [39]. In combination with CV, it can improve 

the performance of the model [40]. Feature selection is performed using the F1 macro 

scoring metric.  

 Model Performance Metrics 

The final model obtained is then used to predict positive and negative ties on the final 

networks using SKCV and class weights to account for the imbalanced ties. The model 

performance is evaluated using the precision, recall, F1 and AUC, as they account for 

imbalance in networks (except AUC) [14]. An overview of the features is in Appendix II.  
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4 Results and Discussion 

Model Selection Results 

A robust model is created by combining SKCV, GridSearchCV and RFECV on the network 

subsets. Both the Wikipedia and school subsets show that LGBM (0.69 and 0.85 

respectively) has a higher macro F1 compared to the MLR model (0.39 and 0.48 

respectively). This suggests that the LGBM model has a better performance in terms of 

correctly identifying instances of all classes. Therefore, the LGBM model is selected for the 

final model analysis. After evaluating these results, the hyperparameters of the LGBM 

model are tuned and the feature set is determined. An overview of the selected 

hyperparameters and features is given in Tables 2 and 3. 

Table 2: Selected hyperparameters for the LGBM model, determined using GridSearchCV (k = 5). 

LGBM model Wikipedia School 

n_estimators 200 200 

learning_rate 0.01 0.01 

max_depth 7 7 

num_leaves 31 15 

Table 3: The selected feature set for the Wikipedia network and school network, determined using RFECV (k = 
5, tuned LGBM model, scoring = macro F1). For a more in-depth feature explanation, see Appendix I. 

 Wikipedia School 

A2 (paths of length 2)  X 

A3 (paths of length 3) X X 

A4 (paths of length 4)  X 

A5 (paths of length 5) X X 

OUTDEGREE SOURCE  X 

NEGATIVE INDEGREE SOURCE  X 

EIGENVECTOR SOURCE  X 

CLUSTERING SOURCE  X 

NEGATIVE INDEGREE TARGET  X 

CLUSTERING TARGET  X 

SALTON  X 

HUB PROMOTED INDEX  X 

SOCIALSTATUS TARGET  X 

Data Preparation Results 

As mentioned before, the feature set baseline considers all connections between nodes 

minus the connections between the same node (e.g., node 1 → node 1). The final dataset 

of the Wikipedia network consists of 21402442 ties (0.2% negative, 98.9% not observed 

and 0.9% positive). In the school network, only the possible connections within each 

classroom are considered. The final dataset of the school network consists of 87850 ties 

(21.4% negative, 56.2% not observed and 22.4% positive ties). The results of the raw 

data analysis are shown in Appendix IV.  
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 Model Performance Metrics 

The model performance across all classes for both networks is shown in Figure 5. Figure 

5a shows that for the Wikipedia network, the F1 score is the highest for the not observed 

class (0.91), indicating accurate classifications for this class. However, the model performs 

poorly for the negative (0.03) and positive (0.26) classes. The precision score follows the 

same pattern, indicating that the instance classified as 'not observed' is always correct 

(1.00). However, there are many false positives for both the negative and positive classes. 

The recall score is high for all classes, indicating that the model correctly identifies positive 

instances for each class. Figure 5b shows that for the school network the F1 score is high 

for all classes (0.75 – 0.80), indicating good performance across all classes. The precision 

score is highest for the not observed class (0.88), but moderate for the negative (0.67) 

and positive (0.72) classes. Recall is highest for the negative (0.84) and positive (0.89) 

classes. The not observed class has a slightly lower recall of 0.72. This indicates that there 

are few false positives and false negatives across all classes. Comparing this research with 

the research from Feng et al., [17] we see that the precision for the real world school 

network (0.67 – 0.88) is higher than the precision they found in their real world network 

(0.57). It is difficult to compare this research because different networks are used.  

Comparing the two networks, the school network outperforms the Wikipedia network in 

terms of F1, recall and precision for all three classes except the not observed class. This 

implies that the model gives more accurate classifications for the school network. A 

possible reason for these results could be the imbalanced datasets due to the 

heterogeneous networks. In the Wikipedia network, the model is biased towards predicting 

the not observed class. However, this class imbalance problem is what we would like to 

overcome, and it failed for the Wikipedia network [16]. Another reason may be that the 

network structure is different for the two networks. The Wikipedia network has 10 years 

of data and the school network has 1 year, but both networks are treated statically rather 

than dynamically. In addition, in the Wikipedia network everybody can be connected while 

in the school network only students within each classroom can be connected. The voting 

process is also different; non-anonymous for the Wikipedia network, which can lead to 

herding bias [41], and anonymous for the school network. A final likely reason is that the 

networks are influenced by the method of feature selection. Two features are selected for 

the Wikipedia network and ten for the school network, so the predictive power may be 

higher for the school network. On the other hand, including too many features could also 

lead to overfitting in the school network. Also, the Wikipedia network might have had a lot 

of noise, which made the feature selection technique less effective, resulting in a lower 

performance.  
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a)  

b)  

Figure 5: Model Performance Metrics plot for the final Wikipedia Network (a) and School Network (b). The 
three metrics that are demonstrated are the F1 score, recall and precision (orange = negative, red = not 

observed and blue = positive).  

 Precision-Recall Curve 

The precision-recall (PR) curves, using the one versus rest (OvR) strategy, for the three 

classes are shown in Figure 6. Figure 6a shows that the model in the Wikipedia network 

achieves constant precision values over different recall values for the not observed class. 

This indicates that the performance is excellent. The lines for the positive and negative 
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classes show that precision decreases as recall increases, suggesting that the model is not 

correctly classifying instances. However, the performance for the positive class is better 

than the negative class. Figure 6b shows that in the school network the model performs 

overall well for all the classes, with the best performance for the not observed class and 

the worst for the negative class. For the Wikipedia network, increasing the recall leads to 

a significant decrease in precision compared to the school network, except for the not 

observed class. This suggests that as the recall increases, the model captures many false 

positives leading to a decrease in precision. Therefore, the school network performs better 

for the model than the Wikipedia network. The reasons for this are mentioned above.  

a)  

b)  

Figure 6: PR Curve for the final Wikipedia Network (a) and School Network (b). This represents the trade-off 
between the precision (y-axis) and recall (x-axis)for different classification thresholds (orange = negative, 

red = not observed and blue = positive).  
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 Receiver Operating Characteristic Curve 

The Receiver Operating Characteristic (ROC) curve, using the OvR strategy, for the three 

classes is shown in Figure 7. Figure 7a shows that for the Wikipedia network the model 

performs consistently across all classes. The positive class performs the best (AUC = 0.93) 

and the negative class performs the worst (AUC = 0.80). This means that the model 

discriminates strongly between positive and negative instances. Research by Derr TS [5] 

gives AUC = 0.77 for an online network using only similarity-based metrics and AUC = 

0.69 for an online network using path-based metrics. Other research by Robert West et al. 

[23] gives an AUC of 0.82 for the Wikipedia network using only social theory metrics. The 

articles show roughly equivalent results; however, our model performs slightly better. This 

may be due to the inclusion of feature selection, which resulted in the best possible feature 

set. Figure 7b shows consistent results for the school network. The positive class again 

performs best (AUC = 0.90), however the not observed class  performs worst (AUC = 

0.80). Research by Feng et al. [17] shows different results for a low clustered real world 

network (AUC = 0.67) and similar results for a high clustered network (AUC = 0.96). A 

likely reason for the difference is that Feng et al. only included similarity-based metrics, 

while our model included a variety of features.  

Comparing the two networks, the Wikipedia network has slightly better results (higher 

AUC) compared to the school network. These results are not consistent with previous 

results, as the ROC curve is less sensitive to imbalanced datasets and therefore appears 

more favourable. On the other hand, the PR curve is more reliable because it shows how 

the classifiers are affected by imbalanced data [42]. 

a)  
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b)  

Figure 7: ROC curve for the final Wikipedia Network (a) and School Network (b). This represents model’s 
ability to distinguish between false positives (x-axis) and true positives (y-axis) instances across different 

thresholds (orange = negative, red = not observed and blue = positive).  

Average Permutation Importance 

The average permutation importance of the Wikipedia and school networks is shown in 

Figure 8. A3 and A5 are the most notable features for both networks. They represent the 

paths of length 3 and 5 respectively from each node to other nodes, taking into account 

the voting sign. Both features are the most informative for predicting the ties in the 

networks. A3 may be more important than A5 because A5 has some overlapping information 

with A3. This could also be the reason why A4 is less important. Furthermore, in Figure 8b 

for the school network, the three least significant features are respectively outdegree 

source, eigenvector source and socialstatus target. They capture enough information to be 

included in the model as suggested by the feature selection but they are not as 

discriminative as the other features. One reason why many node-level and network-level 

metrics are selected for the school network may be due to bias in feature selection due to 

multicollinearity problems, as discussed in Chapter 3.2. This may result in redundant 

features being selected, leading to an over-emphasis of the results. 

a)  



21 

 

b)  

Figure 8: Average Permutation Importance plot for the final Wikipedia Network (a) and School Network (b). 
This represents the (log) average permutation importance after removing a feature in the feature set.  

 Limitations 

There are also some limitations to this research. First, the final datasets of both networks 

are large; the Wikipedia dataset has 21402442 ties and the school dataset has 87850 ties. 

This leads to improved performance, but also to computational bottlenecks. Therefore, the 

analysis of the Wikipedia network is performed on a subset of the network and 

comprehensive models (MLR and LGBM) are compared. Furthermore, this research lacks 

reproducibility as the random seed was inadvertently not set during  hyperparameter 

tuning and feature selection. However, the results can be reproduced by running the 

Python code (see Appendix V).4 While the results obtained still reflect the networks in this 

study, re-running the analysis may yield slightly different results. In addition, this study 

involves complex concepts that may not have been handled completely accurately. For 

example, dealing with reciprocal ties by changing the network to undirected results in a 

loss of information and the social balance metrics are difficult to calculate. Derr TS [5] 

suggests alternatives for dealing with these complex concepts, but due to time constraints 

these are not included in this research. Fourth, Wang P [16] discusses the network 

completion problem, which is also addressed in this research. The collected network data 

is often incomplete and partially unobserved. Finally, the most important limitation is 

tackling the imbalance problem which hinders the effectiveness of various link prediction 

methods [16]. In this research, SKCV and class weights are used as strategies to account 

for the imbalance; however, these measures were found to be insufficient.  

  

 
4 bostaals/networkanalysis: Using machine learning models to predict positive and negative ties in online versus 
real world networks. (github.com) 

https://github.com/bostaals/networkanalysis/tree/main
https://github.com/bostaals/networkanalysis/tree/main
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5 Conclusion 

Network analysis is a powerful tool for exploring network structures from different 

disciplines. This research explores the world of signed networks, where positive and 

negative ties coexist. Furthermore, this research compares important metrics for an online 

network (represented by the Wikipedia network) with a real-world network (represented 

by the school network). This leads to the following research question: "To what extent can 

machine learning models predict positive and negative ties in online and real-world 

networks?" To predict positive and negative ties, the data is fed into a feature-based 

classification model. The feature set consists of three types of ties: negative, not observed 

and positive. Model selection, hyperparameter tuning and feature selection are performed 

on a subset of the data to obtain the best setting for the final classification model.  

The results show that the school network outperforms the Wikipedia network in terms of 

F1, recall and precision for all classes except the not observed class. This difference may 

be due to factors such as the imbalanced datasets, different network structures and 

different feature sets. However, the analysis showed that paths of length 3 and 5 (A3 and 

A5) are the most significant features for both networks. In particular, the Wikipedia network 

has a bias towards predicting the not observed class, whereas the school network has a 

consistently good performance across all classes, as evidenced by the performance metric 

scores and the PR curve. The ROC curve shows conflicting results, however this plot is less 

sensitive to imbalanced datasets and therefore unreliable. 

In conclusion, the results show that the real world has a higher performance compared to 

the online network. Due to the high precision in the school network, decisions about seating 

could be made to improve interactions. Furthermore, the high recall enables effective 

detection of social isolation and bullying. However, it should be noted that comparing online 

and real-world networks is challenging due to the different network structure. Therefore, 

potential future decisions and interventions based on the research should be approached 

with caution and careful consideration. Investigating different models (e.g., probabilistic 

graph models and latent-feature methods) and features (e.g., gender) would shed future 

light on predicting the negative and positive ties in a network. In addition, more similar 

networks could be compared to provide more generalisable results.  
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Appendix 

I Feature set description 

Feature Explanation Wikipedia School 

SOURCE Username / student ID of voter. X X 

TARGET Username / student ID of target. X X 

DAT The date and time of the vote. X  

VOTE The sign of the vote (-1 = negative, 1 = positive). X X 

CLASSID_{…} Unique ID for class of student.  X 

SCHOOLID_{…} Unique ID for school of student.  X 

A2 Path length, k = 2; Captures information about 

common neighbours. Represents the social balance 

theory. 

X X 

A3 Path length, k = 3. X X 

A4 Path length, k = 4. X X 

A5 Path length, k = 5 . X X 

INDEGREE_{…} Number of incoming links. X X 

OUTDEGREE_{…} Number of outgoing links. X X 

POS_INDEGREE_{…} Number of incoming positive links. X X 

NEG_INGEDREE_{…} Number of incoming negative links. X X 

EIGENVECTOR_{…} Centrality of a node within a network, based on its 

connections to other high influential nodes. 

X X 

PAGERANK_{…} Importance score based on the network structure 

and eigenvector. 

X X 

CLUSTERING_{…} Reflects the level of local cohesion within the 

network. 

X X 

CN Common Neighbours: the similarity based on the 

count of shared connections between two nodes,  

|𝑐𝑜𝑚𝑚𝑜𝑛 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢, 𝑣)| . 

X X 

SALTON Salton Cosine Similarity: The similarity based on 

the cosine of the angle between the neighbour 

vectors, 

|𝑐𝑜𝑚𝑚𝑜𝑛 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢, 𝑣|

√|𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢)|  ∙ |𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑣)
 . 

X X 



28 

 

JACCARD Jaccard Coefficient: The similarity based on the 

ratio of common neighbours to the total 

neighbours, accounting for overlap, 

|𝑐𝑜𝑚𝑚𝑜𝑛_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢, 𝑣)

|𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢)| + |𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑣)| −
|𝑐𝑜𝑚𝑚𝑜𝑛_𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢, 𝑣)

 . 

X X 

SORENSEN Sørenson Index: The similarity based on the size of 

the intersection to the sum of the individual 

neighbour set size, 

2 ∙ |𝑐𝑜𝑚𝑚𝑜𝑛 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢, 𝑣)|

|𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢)| + |𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑣)|
 . 

X X 

HPI Hub Promoted Index: The similarity based on the 

extent to which nodes promote the connectivity of 

other nodes, 

|𝑐𝑜𝑚𝑚𝑜𝑛 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢, 𝑣)|

min (|𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢)|, |𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑣)|
 . 

X X 

HDI Hub Depressed Index: The similarity based on the 

degree of exclusion of nodes within a network, 

 
|𝑐𝑜𝑚𝑚𝑜𝑛 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢, 𝑣)|

max (|𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢)|, |𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑣)|
 .  

X X 

PA Preferential Attachment: The tendency of new 

nodes to preferentially attach to highly connected 

nodes, 

𝑘𝑢

∑ 𝑘𝑣𝑣 ∈ 𝑉
 . 

X X 

AA Adamic-Adar Coefficient: The similarity 

emphasizing the importance of connecting through 

less common neighbours, 

∑
1

log (|𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑤|)
 .

𝑤 ∈  𝑐𝑜𝑚𝑚𝑜𝑛 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢,𝑣)

 

X X 

RA Resource Allocation: The similarity emphasizing 

the distribution of information through sparser 

connections,  

∑
1

(|𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑤|)
𝑤 ∈  𝑐𝑜𝑚𝑚𝑜𝑛 𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑠(𝑢,𝑣)

 . 

X X 

SS_TIME_{…} Reflects the social status theory under the 

assumption that earlier votes have a higher status. 

X  
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SOCIALSTATUS_{…} Reflects the social status theory based on research 

from Derr TS, 

∑
(𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟 ∙ 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑡𝑖𝑒𝑠) −

(𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟 ∙ 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑡𝑖𝑒𝑠) .
 

X X 

SS_POPULARITY_{…} Reflects the social status theory under the 

assumption that students with more popularity 

votes have a higher status. 

 X 

{..} indicates that this feature has one feature for the SOURCE node and one for the TARGET node 
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II Model performance metric 

A confusion matrix sums up the amount of predicted versus true observations. The 

confusion matrix is computed on the test set. An overview for the confusion matrix of a 

multinomial classification is in Figure 1. 

 Predicted 

Negative (-1) Not Observed (0) Positive (+1) 

O
b

s
e
r
v
e
d

 

Negative (-1) 

TP_-1 FP_-1 FP_-1 

Not Observed (0) 

FP_0 TP_0 FP_0 

Positive (+1) 

FP_1 FP_1 TP_1 

TP = True Positive 

FP = False Positive 

The precision, recall and F1 of each class i can be calculated using the following formula’s 

respectively using the One-Versus-Rest (OVR) strategy, 

𝑷𝒓𝒆𝒄𝒊𝒔𝒊𝒐𝒏𝒊 =
𝑇𝑃𝑖

𝑇𝑃𝑖+𝐹𝑃𝑖
 , 

𝑹𝒆𝒄𝒂𝒍𝒍𝒊 =
𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑁𝑖
, 𝑤ℎ𝑒𝑟𝑒 𝐹𝑁𝑖 = 𝑇𝑜𝑡𝑎𝑙𝑖 − 𝑇𝑃𝑖 − 𝐹𝑃𝑖 , 

𝑭𝟏𝑖 = 2 ∗ 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖∗ 𝑅𝑒𝑐𝑎𝑙𝑙𝑖

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑖+ 𝑅𝑒𝑐𝑎𝑙𝑙𝑖
 . 

Moreover, the macro F1 has been measured to deal with class imbalance. The formula for 

the macro F1 is, 

𝑴𝒂𝒄𝒓𝒐 𝑭𝟏 =  
𝐹1−1+ 𝐹10+𝐹11

3
 . 

Finally, the AUC is calculated using the same OVR strategy. The True Positive Rate (TPR) 

and False Positive Rate (FPR) are plotted, and the AUC is obtained.  
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III Full data exploration results 

 

Figure 1: Visualization of the subset of the school network. 

 

Figure 2: Visualization of the subset of the Wikipedia network. 
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IV Full analysis results 

1. Wikipedia subset 
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2. School subset 
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3. Wikipedia full network 

 

  

4. School full network 
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5. Confusion Matrix 

 

Figure 1: Confusion Matrix for the full wikipedia network. 
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Figure 2: Confusion matrix for the full school network. 
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V Annotated scripts of analysis and method settings 

Link to github: 

bostaals/networkanalysis: Using machine learning models to predict positive and negative 

ties in online versus real world networks. (github.com) 

https://github.com/bostaals/networkanalysis/tree/main
https://github.com/bostaals/networkanalysis/tree/main

