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Abstract

Since the advent of Artificial Intelligence, it has frequently been a subject of

public discourse. This study will examine and analyse the content of tweets

on Twitter about opinions and comments on Artificial Intelligence. This

study examined through the usage of Latent Dirichlet Allocation (LDA) and

Correlated Topic Model (CTM) to extract insightful topics and evaluate their

performance, as well as conducted sentiment analysis using Vader and iden-

tifying top 10 opinion leaders in AI discourse on Twitter. In the data prepro-

cessing, methods of the Spacy and Natural Language Toolkit (NLTK) library

in Python have been conducted. The LDA model extracted 19 ideal topics

while the CTM model retrieved 9 insightful topics from document collec-

tions, but these two models produced similar topics in general. The CTM

model showed superior performance compared to the LDA model when

evaluated on the coherence score where the CTM model coherence score is

higher than that of LDA model. Sentiment analysis, by using Vader senti-

ment analysis, demonstrated a predominantly positive sentiment towards

AI. Moreover, the top 10 opinion leaders, identified by three dimensions of

Activity, Popularity, and Influence, all of those opinion leaders expressed

positive sentiment towards AI.
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1. Introduction

The COVID-19 epidemic began to spread over the world around the end of

2019, affecting people’s lifestyles, causing changing people’s lifestyles, pre-

venting economic growth, and rising mortality rates, which has attracted

public attention. According to Vaishya et al. (2020), Artificial intelligence

(AI) has been applied in the COVID-19 pandemic event for seven aspects,

including detection and identification of the infection, follow-up care, locat-

ing people’s contacts and so on. During the COVID-19 period, the company

has conducted AI based on big data to tackle uncertainties to minimize sup-

ply chain issues (Sheng et al., 2021). In the big data era, applications of

artificial intelligence (AI) can be found in a variety of fields, including eco-

nomics, health, autonomous driving and so on. Artificial intelligence (AI)

applications can be seen in many industries such as economics, linguistics,

health, autonomous driving, engineering and so on. Artificial intelligence

(AI) has been conducted in the drug industry implementing deep learn-

ing and relevant modelling techniques to offer efficient and safe solutions

(Zhu, 2020). In the marketing field, Artificial Intelligence (AI) also has been

employed to make optimal strategies in order to tackle opportunities and

challenges (Sachs,2016). Under Artificial Intelligence processing and tech-

niques, big data can be managed better, which may make the computers

perform more likely in human patterns and behaviour (Allam & Dhunny,

2019; Tecuci, 2012). Artificial intelligence (AI) can be helpful in dealing with

the enormous amount of data derived from many sources such as the In-

ternet of thing, mobile phone, etc. in many industries from governmental

institutions and business corporations. As a result, Artificial Intelligence

has attracted a lot of attention from a variety of industries.

As we can see, some applications of AI has achieved remarkable success

like robots, natural language processing, and image processing. Thanks

to AI, benefits from AI are increased physician performance levels, opti-
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mization operation efficiency in the logistics domain, prevention of fraud

happening in the finance and banking industry, and standardized products

(Nadimpalli, 2007). However, there are some risks and drawbacks to AI.

Since Artificial intelligence (AI) has greatly changed and will continue to

change human lifestyles, Huang et al. (2022) considered the ethics of AI in-

cluding discrimination, privacy leakage, unemployment, and security risks

and so on which has made these groups of individuals, organizations and

society concerned about it. Thus, this study will explore the opinions and

comments towards AI. And it is obvious that Twitter, a sort of social media,

is a useful forum for people to share their thoughts. Tweets posted on Twit-

ter contain their comments or opinions and sentiments towards events or

products.

Therefore, this study explores the Twitter users’ discussion about AI and

their sentiment towards AI and identifying users who are the opinion lead-

ers in AI discourse on Twitter. To address these questions, this study will

use topic modeling to retrieve topics discussed by Twitter users, sentiment

analysis to analyse tweets sentiment and identifying opinion leaders to de-

tect the top 10 opinion leaders in AI discourse on Twitter.

This study has two contributions. First, it uses two different topic modeling

methods to extract latent topics among document collections and evaluates

their performance. Second, identifying opinion leaders is measured by com-

bining three dimensions, which makes the result more reliable.
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2. Literature Review

The volume of tweets presents significant challenges. There are hundreds

of thousands of tweets talking about AI on Twitter, which is impossible by

manually studying the AI discourse because of their scale and complexity.

Thus, the need for computational methods has emerged. It is easy to ana-

lyze the text data like tweets using text mining, which is a powerful analysis

tool for harnessing the potential of unstructured textual data through anal-

ysis to retrieve knowledge and uncover crucial patterns and relationships

that are concealed in the data (Hassani et al., 2020). For instance, topic mod-

elling methods can be used to retrieve the latent topics in AI discussions on

Twitter, and sentiment analysis can provide insights into the overall senti-

ment of tweets about AI, giving us a sense of twitter users attitudes towards

AI.

2.1 Artificial intelligence (AI) and big data

There is no common agreement on the definition of Artificial intelligence

(AI). According to Duan et al. (2019), since its initial introduction in the

1950s, Artificial intelligence (AI) has once again become a hot topic due to

the development of big data and supercomputing technology. Artificial in-

telligence (AI) also refers to the deployment of computers that can perform

intelligent tasks that typically required human intelligence (Huang et al.,

2019). Similarly, there is no common agreement on the definition of big

data. Laney (2001) defined big data with three characteristics volume, ve-

locity and variety respectively, which is also called the 3vs model. In the 3vs

model, Velocity indicates the timeliness of big data, which must be carried

out quickly and in a timely manner; Volume indicates a large amount of

data; Variety indicates various types of data formats (i.e. text, documents,

images, video etc.) (Chen et al., 2014). Apart from the 3Vs model, Nizam
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and Hassan (2017) have defined big data in 5Vs model, Volume, Variety,

Velocity, Value, and Veracity, where Value refers to the evaluation of data

utility that determines the identification of undiscovered values from the

gathered data; Veracity refers to focusing on clearing and cleaning up in-

coming data to make data analysis easier.

2.2 Topic modelling

Topic modelling is an unsupervised method for detecting the main themes

from a large number of unstructured document collections (Blei, 2012). Topic

modelling postulates documents as mixtures of topics and topics as distri-

butions over words within the document, which is a deeper understanding

of human language learning and processing (Griffiths, 2007). Topic mod-

elling is a type of generative probabilistic modelling and has been broadly

used in the text mining domain (Liu et al., 2016). Topic modelling can be

performed in various methods. In this study, Latent Dirichlet Allocation

(LDA) and Correlated Topic Model (CTM) will be exploited.

2.2.1 Latent Dirichlet Allocation (LDA)

In topic modelling field, Latent Dirichlet Allocation (LDA) is one of the

most popular techniques. The Latent Dirichlet Allocation (LDA) is pro-

posed by Blei et al. (2003), which aims to identify topics from document

collections, LDA assumes each document has different topics and each topic

is modelled as a distribution over words. Weng et al. (2010) have already

performed the LDA algorithm to extract the latent topics from enormous

document collections on Twitter. LDA model can analyze and discover

events through wavelet analysis, which technique can be used for identi-

fying events from tweets (Cordeiro,2012). Jelodar et al. (2019) provide a

summary of implementing LDA in different disciplines, and they classified

these applications into seven different filed, such as social network and mi-

croblogs, linguistic science, political science, medical and biomedical, ge-

ographical and locations, crime prediction/evaluation and software engi-
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neering. In the health-related domain, Prier et al. (2011) conducted LDA

algorithm to detect latent topics on a dataset including a significant quan-

tity of tweets, and the result shows this method is pretty good for identify-

ing topics in public health domain. In the politics-related domain, to detect

the track of political event trend change on Twitter, the LDA algorithm is

used for tracking the trend of topics from tweets posted during the period

of presidential election in South Korea (Song et al., 2014). In the linguistic-

related domain, LDA has been conducted to, without any manual adjust-

ment, extract the latent topics from 762 published works where the study

abstracts consist of terms “sustainability” and “social media”, and also the

LDA has been used for identifying the hot topic and cold topic by combin-

ing with time series analysis (Lee et al., 2021). To evaluate the companies’

technology competitiveness, the LDA has been used to extract technologi-

cal topics and then grouped technologies into specific categories, which is

more efficient compared to traditional patent classifications while assessing

an organization’s technological competitiveness (Wang et al., 2020). In the

sport-related domain, people usually talk about sports like football, LDA

has been introduced to extract the topic from the tweets about football news

in Bahasa Indonesia, and the result shows this model can provide several

insightful topics (Hidayatullah et al., 2018). When it comes to sports top-

ics in Indonesian, LDA performed better than that LSI in topic modelling

(Negara et al., 2019).

2.2.2 Correlated Topic Model (CTM)

A limitation of LDA, however, is that it assumes topics are independent in

document collections, which is not realistic (Blei & Lafferty,2006). An ad-

vanced approach has been proposed. The Correlated Topic Model (CTM)

has been proposed by Blei & Lafferty (2006), which is a model relaxing the

independent assumption of LDA and allows for a more in-depth under-

standing of the connections between topics where topic proportions use lo-

gistic normal distribution instead of a Dirichlet. As the CTM is an extension

of LDA, the CTM performed better than LDA when it is introduced to a col-

lection of OCRed articles from the journal Science and also offered a method
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to visualize and explore unstructured data (Blei & Lafferty,2006). The Cor-

related Topic Model (CTM) was performed to analyse document collections

in the field of higher education, which provides insights into the research

landscape of higher education (Daenekindt & Huisman, 2020). Correlated

Topic Model (CTM) has been also conducted to detect hidden topics from

Lithuanian news media articles to classify topics into three types (Rabitz et

al., 2021). The CTM also has been employed in the web service domain to

identify the latent factors from web services that performs better matching

consumer queries when compared to LDA, PLSA and TextSearch methods

(Aznag et al.,2013). The CTM is used for finding latent topics from cus-

tomer experience reviews in the hospitality industry, and it is beneficial for

business with regard to the improvement of customer experience and repu-

tation management (Nave et al., 2018). Dybowski & Adämmer (2018) used

the CTM to identify eight salient topics of tax policy news from a collection

of presidential transcripts and then explored the relationship between con-

sumer sentiment and economic activity. What’s more, in order to deal with

the problem that topics are related to one another, the CTM can be used

in the facial expression recognition field because it is really impractical to

assume each topic is uncorrelated to others, especially for facial expression

analysis (Sang & Chan, 2015).

2.3 Sentiment Analysis

Users can post up-to-date opinions on everything and pose their own new

idea on social platforms like Twitter. Sentiment analysis is a method that

extracts or categorizes sentiment from reviews using natural language pro-

cessing and text analysis, which has been used in a variety of industries,

including marketing, social media, and so on (Hussein, 2018).Three lev-

els of sentiment analysis can be distinguished: document-level, sentence-

level, and aspect-level, document-level refers to aiming to identify positive

or negative sentiment within the entire document, while sentence-level fo-

cuses on the emotion expression in each sentence, and aspect-level seeks to

determine the sentiment polarity with relation to a certain aspect of entities
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(Medhat et al., 2014). Additionally, Liu (2012) proposed that the difference

between document and sentence level is not distinct due to sentence as a

short document.

The study of Twitter sentiment analysis has lately caught the attention of

many domains. Giachanou & Crestani (2017) did a review of sentiment

analysis methods that have been proposed for processing Twitter data, this

article gives a discussion about emotion detection, tweet sentiment quan-

tification, and track of sentiment over time. Tweets have been subjected to

sentiment analysis to categorize into positive, negative, and neutral (Agar-

wal et al., 2011). Wang & Fikis (2019) used sentiment analysis to classify the

Twitter users’ sentiment towards the hashtags #CommonCore and #CCSS

between 2014 and 2015. And sentiment analysis was performed to detect

sentiment and emotion from tweet content posted by users and comments,

then created an emotion network that can be used for identifying the influ-

ential person’s sentiment (Sailunaz & Alhajj, 2019). In addition, sentiment

analysis was conducted to detect sentiment polarity towards the COVID-19

vaccine-related discussion textual data on social platform during the period

between December 2020 and May 2021 (Melton et al., 2021). In this study,

the tweets are performed sentiment analysis.

2.4 Identifying Opinion Leader

Opinion leaders are those people who occupy the central nodes of the net-

work, having an unequal impact on the mindset and actions of other in-

dividuals (Rogers, 2003). According to Morone & Makse (2015), Twitter

users who are the node enabling to diffuse most of the information to the

whole network are regarded as the influential node. For example, in the

policy-making field, the government are regarded as having more signif-

icant influence than the non-government (Song & Miskel, 2005). To ex-

plore the opinion leader on Twitter, communication network analysis has

been used for detecting opinion leaders through five centralities(i.e. In-

degree, Outdegree, In-Bonacich Power, Out-Bonacich Power, and between-

ness centrality) (Wang & Fikis, 2019). According to Bamakan et al. (2019),
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when it is demonstrated how effectively opinion leaders can steer a politi-

cal stream, sell products, influence economic and marketing trends, or raise

public awareness of environmental or public health problems, the signifi-

cance of recognizing them may become more clear, so it indicates identify-

ing opinion leader can be applied in various industries (e.g. sociology and

psychology, education, etc.).

According to Li et al. (2013), opinion leaders are important in social net-

works because of their ability to influence others’ beliefs and opinions through

their superior impact. In the public health-related field, Swedish child health

promotion has used the snowball method to identify potential opinion lead-

ers (Guldbrandsson et al., 2012). In business and marketing-related fields,

it is possible to use opinion leaders to promote goods and services because

they can play multiple roles like experts, celebrities, and early adopters (Lin

et al., 2018). Additionally, opinion leaders can be utilized to address cold

start concerns in the recommender system, and the results suggest that do-

ing so can improve the recommender system’s accuracy by giving new users

the right recommendations (Mohammadi & Andalib, 2017). In politics re-

lated field, to identify the opinion leader from the dataset corresponding to

tweets of the Brazilian President political protests in 2015, Rocha et al. (2016)

propose a methodology incorporating the detection of prominent users and

sentiment analysis.

2.5 Research Question

This study will explore what are Twitter user’s discussions and sentiments

towards Artificial intelligence (AI). In this regard, this study proposes the

following research questions:

Research Question 1: What are the topics Twitter users talking about on Ar-

tificial intelligence?

Research Question 2: Which topic modelling method performs better in this

context when compared to LDA and CTM?

Research Question 3: What are the most tweets’ sentiments about Artificial

intelligence?
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Research Question 4: Who are the opinion leaders and what are those opin-

ion leaders’ sentiment towards Artificial intelligence?
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3. Methodology

3.1 Data

3.1.1 Data collection

The dataset, in this study, is provided by the project team with Twitter Ap-

plication Programming Interface (Twitter API). Twitter API is a set of tools

that allows retrieving tweets messages, user information, geographic loca-

tion, timestamp and other actions on Twitter (Twitter,2023). The data was

collected by the English words or phrases or # hashtags (e.g.#ai, #bigdata,

#iot, #deeplearning, #artificialintelligence, etc.) related to the Artificial Intel-

ligence (AI) discourse from January 2010 to September 2022. When a tweet

matching any of the related AI discourse was collected and then stored in

this dataset. There are about 1.1 million tweets in the dataset. In this dataset,

it contains the following variables (Twitter,2023), as shown in Table 1.
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3.1.2 Ethical and Legal consideration

The data is collected by TwitterAPI, under this tool, only publicly published

tweets information can be collected by TwitterAPI. According to Twitter

(2023), TwitterAPI allows users to control their own non-public Twitter in-

formation and only provide this information to developers using Twitter-

API if they have given permission to access it. Twitter has also informed

users how their information data would be accessed and used through Twit-

terAPI, which contains three components, transparency, control, and ap-

proved uses, respectively; transparency refers to providing users with a

clear understanding of how and which their data may be accessed and

used; control means users can protect tweets(information will not share

through API), manage applications(authorized which applications can ac-

cess to your account) and delete content(not available anymore if deleting);

approved uses indicates if a developer wants to infer or derive from sensi-

tive information which is prohibited by Twitter (Johnson,2018). In addition,

even if some sensitive tweets are included, it would not be a problem be-

cause these data will be aggregated together in topic modelling and senti-

ment analysis.

3.1.3 Data preparation

The original dataset should be processed before exploring insightful pat-

terns from the data. First, due to just focusing on English tweets, data is

needed to check and removed non-English tweets according to the "lang"

attribute from the dataset, and the "created_at" attribute indicates the date

and changes it into this format (year-month-day). Second, a new column

needs to be created called "involve_count", referring to the number of tweets

related to AI by aggregation function (sum) of each user, which represents

their involvement in AI discourse. Third, duplicated tweets need to be re-

moved like retweeted tweets according to the "tweet" column. Next, we just

choose the columns relevant to our study for further preprocessing.

As for more in-depth preprocessing, the text data need to be preprocessed

including tokenization, removing stop words, lemmatization, etc. In this
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study, Natural Language Toolkit (NLTK) and Spacy library have been used

to do data preprocessing, which are packages in Python. Step 1(text clean-

ing): remove URLs, stand-alone numbers, punctuations, hashtags(#), and

mention(@) from the tweets. Step 2(Filter Nouns): only select Nouns us-

ing Spacy tool for the first round. Step 3(Lowercasing and lemmatization):

convert all words and characters into lowercase in case of sensitivity of the

case, then reduce words to their root form. Step 4(tokenization and re-

moving stop words): tokenize the tweet into individual words or tokens,

and remove common and insignificant words as well as punctuations since

they do not make any sense to semantic meaning, English stop words were

used from the NLTK library and also added personalized stop words. Step

5(removing emojis and emoticons): remove the emojis and emoticons in

tweets. Step 6(noisy character removal and second Nouns filtering): remove

noisy characters like ‘rt’, ‘gt’, apostrophe and others, then use the part-of-

speech(pos) method from NLTK to only select Nouns for the second times

in order to ensure clean data better. When performing data preprocessing in

sentiment analysis, there is a little difference, only the Step 1(text cleaning)

will be conducted in the in-depth preprocessing. The emoticons, emojis and

punctuation will be included because Vader use these characters to repre-

sent intensity and polarity (Hutto & Gilbert,2014; Na et al.,2021).

3.2 Topic Modeling

3.2.1 Latent Dirichlet Allocation (LDA)

LDA is an approach to identifying latent topics from large document col-

lections without labelled data since it is an unsupervised method (Blei et

al.,2003). In this study, LDA model used the LdaModel algorithm from

the Gensim library built in Python (Řehůřek & Sojka,2010). Before imple-

menting LdaModel, several steps need to be done. First, although it has

already removed stop words and punctuations, there are still some noisy

words needed be filtered out that can be done through the filter_extremes

method. This method has two parameters named no_below and no_above,
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where no_below indicates removing tokens that appear in less than the min-

imum times in documents, and no_above refers to removing tokens that ap-

pear in more than the threshold fraction of the total number of documents,

where the fraction ranges from 0 to 1. After implementing many experi-

ments, the no_below is set to 70, and the no_above is set to 1. Second, two

hyperparameters, the number of topics (k) and the number of iterations, can

significantly influence topic performance. Based on the examination of the

number of topics from 2 to 24, this study has selected the optimal number of

topics as 19 (coherence value: 0.5748) with the optimal coherence value, as

shown in Figure 1. With regard to the number of iterations, this study has

implemented the iterations range of 50 to 1000 by manual, and the result

indicates the optimal number of iterations is 200.

Figure 1. Detecting optimal number of topics using coherence value in LDA

3.2.2 Correlated Topic Model (CTM)

However, there is a limitation of LDA that LDA assumes topics are inde-

pendent with collection documents (Blei & Lafferty,2006). To address this

independence issue, Correlated Topic Model (CTM) has been used. The

most benefit of CTM is that it can identify the dependencies and relation-

15



Methodology

ships existing among topics within a collection of documents.

This study uses CTMmodel method of tomotopy package from Python (Lee,

2022).For CTMmodel, three hyperparameters also needed to be set. The first

one parameter is the number of topics (k). The second parameter is the min-

imum document frequency of tokens(min_df). The last parameter is the

number of top words to be removed(rm_top). When considering min_df,

this study min_df is set to 70 and the rm_top is set to 0, to maintain the cor-

responding to LDA model parameters, which indicates any token appears

in fewer than 70 documents will be removed. As for the number of topics k,

this CTM model is trained for each number of topics within the range from

2 to 24, selecting the optimal number of topics with the optimal coherence

value, which finally is set to 9(coherence value: 0.6557), as shown in Figure

2. In CTM model, the model is trained many times of iterations. To select

the best iterations, in this study, iteration has been set to 50 after performing

multiple tests.

Figure 2. Detecting optimal number of topics using coherence value in CTM

3.2.3 Evaluation of topic modeling

To find the optimal number of topics, there are three types of evaluation of

topic models, qualitative (one is keeping track of a topic’s top n words, the

16
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other is word and topic intrusion), quantitative (Perplexity and Coherence)

and mixed approach (Giri, 2022). A lower perplexity score indicates greater

performance because it quantifies how well a model predicts unobserved

data (Blei et al.,2003; Giri, 2022). The research, however, has shown that per-

plexity negatively correlates to human interpretability (Chang et al.,2009).

Qualitative measures like word intrusion and topic intrusion are also good

way to evaluate the performance of topic modelling while it is time con-

suming and complexity. Therefore, this study will not consider the word

intrusion and topic intrusion measures. Thus, this study will only use co-

herence to evaluate the performance of LDA and CTM models. The coher-

ence quantifies the degree of semantic relatedness between topics, where

the higher coherence score indicates the more interpretable topics (Mimno

et al.,2011). And the coherence has been conducted to find the optimal num-

ber of topics in LDA and CTM (Na et al.,2021; Melton et al., 2021).

In this study, therefore, to find the optimal number of topics, the coherence

score is used in LDA and CTM models. In addition, the coherence score is

also used for evaluating the performance of LDA and CTM models. The

coherence score has four popular metrics and has been built in Gensim Li-

brary in Python (Řehůřek & Sojka,2010), u_mass, c_uci, c_npmi, and c_v, es-

pecially the c_v metric of coherence had been regarded as performing better,

more detail explanation can be seen in Röder et al.(2015) . This study will

use the ‘c_v’ metric to measure the coherence score in LDA and CTM, which

is the common metric implemented by many research studies. In brief, the

coherence score is a meaningful and useful measure.

To validate the results of LDA and CTM models, the metric of coherence

value and manual inspection will be used to evaluate the quality of LDA

and CTM models, where manual inspection refers to inspecting the most

dominant words in each topic if they make sense and related, and coher-

ence value indicates the higher the value, the better the model.
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3.3 Sentiment Analysis

Vader sentiment analysis method has been used for sentiment analysis from

tweets about the 2016 US election by Elbagir & Yang (2019) and from tweets

content about covid-19 by Abdulaziz et al. (2021). Hutto and Gilbert (2014)

proposed the Valence Aware Dictionary and sEntiment Reasoner (VADER)

tool, which is a rule-based and lexicon sentiment analysis tool with a fo-

cus on social media, and it demonstrated that Vader outperformed more

established sentiment lexicons like LIWC in terms of benefits. The Vader

sentiment analysis can be used for classifying polarity (positive, negative or

neutral) and also calculating the intensity of emotion.

In this study, therefore, sentiment analysis is implemented through the Vader

sentiment analysis tool from Natural Language Toolkit (NLTK) package

built in Python. According to Hutto and Gilbert (2014), the Valence score

varies from -4 to +4, where -4 denotes the most negative sentiment and

+4 denotes the most positive, and the compound score is determined by

adding up each word’s value score, and then normalized to fall between -1

(the most extreme negative) and +1 (the most extreme positive), indicating

that the compound score is the most useful metric to measure a particular

sentiment. In this study, it will adopt the typical threshold compound value

(Hutto & Gilbert,2014) to classify tweets polarity into positive, negative and

neutral. The threshold value is set as following:

(i) Positive, if compound value >= 0.05

(ii) Negative, if compound value <= -0.05

(iii) Neutral, Otherwise

To verify the results generated by Vader, 100 tweets were randomly selected

from the dataset, manually labeled by the author, and then compared with

the sentiments labeled by Vader. As a result, the accuracy rate is over 0.7,

indicating that Vader worked correctly. While there are some limitations

of Vader such as sarcasm and irony performed misinterpreted, and lack of

large context understanding, it is still the optimal choice in social media

sentiment analysis (DeLancey,2020; Wang et al.,2020).
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3.4 Identifying Opinion leader

To detect the opinion leaders from Twitter whose tweets are posted related

to political activism, three variable dimensions have been conducted: social

connectivity, user involvement and user identity (Xu et al., 2014). Sailunaz

& Alhajj (2019) identified opinion leaders from Twitter users text calculating

influence score through five dimensions: the number of followers, the num-

ber of likes, the number of retweets, the number of agreed comments and

the number of disagreed comments. In terms of identifying opinion lead-

ers on Twitter, Riquelme & González-Cantergiani (2016) classified the mea-

sures into three categories: Activity (measured by how active the user is),

Popularity (measured by how well-known the user is) and Influence crite-

ria (measured user’s action influence on other users in the Twitter network).

Opinion leader was detected by three dimensions: popularity, activity and

authority from tweets related to sports events in 2016, examining the prox-

ies for popularity, activity, and authority, including the number of followers,

the number of tweets, and PageRank, all of which show that a single indi-

cator is insufficient to identify opinion leaders (Lamirán-Palomares et al.,

2019).

In terms of Activity measure, the number of tweets has been proposed to

rank users on Twitter (Nagmoti et al., 2010). Riquelme & González-Cantergiani

(2016) proposed the General activity measured by the number of original

tweets posted, number of replies posted, number of retweets accomplished

by the user and number of tweets of other users marked as likes by the au-

thor. In addition, Pal & Counts (2011) proposed Topical signal (TS) to assess

the extent of user involvement in a specific topic where TS is calculated by

adding up the user’s total number of original tweets, replies, and retweets,

then dividing by the total number of tweets.

With regard to the Popularity measure, it has been suggested to calculate the

ratio of followers and the summation of followers and followees (Nagmoti

et al., 2010). Aleahmad et al. (2016) used the exponential of the number of

followers as shown in equation (1), where λ is a constant set as 1 by default.

As for influence criteria, Retweet Impact (RI) is one of the metrics to evalu-
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ate the user’s text content’s impact by calculating the number of retweeted

tweets, which was proposed by Pal & Counts (2011), where RI is calculated

by the number of original tweets by the user and retweeted by other users,

then multiplied by the logarithm of how many users have retweeted the au-

thor’s tweets in total. Retweet and like in tweets can be regarded as two

powerful actions (Riquelme & González-Cantergiani 2016).

Because of the various of metrics for detecting opinion leaders, there is no

common agreement equation or gold standard to detect the opinion lead-

ers on Twitter. Based on the dataset, in this study, Activity, Popularity and

Influence will be used for identified opinion leaders, and the Popularity

measure used as equation (1), and the Activity measure used as equation

(2) where the number of tweets related to AI indicates how many tweets

the user posted involved in AI event on Twitter. As for Influence mea-

sure, this study will adopt the number of posted tweets excluding retweeted

tweets marked as ‘n_tweets’, then multiplied by the logarithm of the sum-

mation of ‘like_count’ and ‘retweet_count’, marked as “lr_times”(lr_times=

“like_count”+ “retweet_count”), thus the influence score shows in equation

(3). Then, normalizing the Popularity, Activity and Influence score is used

by the Min-max normalization to scale value in the range from 0 to 1.

However, to avoid some user accounts by artificially buying followers, likes

counts and retweet counts, or those users having the most followers but not

involved in the AI discourse. There is a correlation between the quantity

of followers and "lr_times", as shown in Figure 3. There are some outlier

users that should be removed. Interquartile Range (IQR) is a good measure

to detect outliers, setting Q1 minus 1.5 *IQR and Q3 add 1.5 *IQR as the

boundary where Q1 is the 25th percentile and Q3 is the 75th percentile in

the dataset (Thomas,2022).

After removing outliers, a new variable, Indicator finally is generated by

adding Popularity and Activity and Influence scores together. The calcu-

lation of this Indicator is shown in equation (4). This Indicator variable is

used for detecting opinion leaders, where the higher the value, the more

likely the user is an opinion leader.
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Figure 3. Removing outlier opinion leaders
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4. Results and Analysis

In this section, the result will be represented. There are five parts of results,

including the topics generated by the LDA and CTM models, the perfor-

mance result of LDA and CTM models, sentiment analysis and identifying

opinion leader.

4.1 LDA topic model

After performing the LDA model, it generated 19 ideal topics, which is

shown in Table 2, and each topic was manually annotated topic descrip-

tion. The annotation of the topic is chosen by observing the top terms for

each topic with their probability and randomly checking if the tweets are

most likely belonging to the topic. Proportion in Table 2 shows the average

prominence of each topic across all documents, where a higher proportion

value means that the more likely an average document would focus on that

topic. In addition, each topic’s top 10 words are also visualized by using

word cloud, as shown in Figure 4. In word cloud, the much larger size of a

word, the more important weight is in a topic.

Although LDA model generates a slight difference in topics when running

each time, topics each time extracted are similar in general. There are 19

topics extracted from the document collections by LDA model, these topics

are related to job employment, education, architecture, video game, robots,

finance, global market, energy and health. The 19 topics extracted can rep-

resent an overall view of discussion of AI discourse on Twitter. Topics can

be categorized into three types, Finance, Business & job, and Entertainment

& Society. With regard to Finance, topics 4 and 14 can be grouped into this

classification, talking about the implementation of AI and its influence on

the Finance industry. As for Business &job, topics 1, 3, 6, 9, 10, 11, 12, 13,

16, 17 and 18 can be categorized together. These topics are mainly talking
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about the AI affecting global business and employment, which indicates tra-

ditional business will be replaced by digital business and traditional ways

of product and design will also be impacted, as well as the job employment

is going to receive changes. Topics 2, 5, 7, 8, 15 and 19 are classified into

Entertainment & Society, which indicates AI will change human entertain-

ment style and make unrealistic dream become realistic in future and also

influence future education and healthcare. In general, the majority of topics

are concerned with AI influence in Business and the job market. In addi-

tion, considering the average prevalence of each topic across the document

collections, Topic 1 (“Intelligence Technology in Design and Architecture”),

which is characterized by a higher proportion value of approximately 36%,

emerges as the most prominent. The topic 1 maintains the highest propor-

tion during the period and it reached peak of over 40% in 2016, more detail

of which can be seen in the appendix B in the figure 18.
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24



4.1 LDA topic model

Figure 4. Topic generated in LDA model using word cloud
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4.2 CTM topic model

After implementing the CTM model, the topic distribution among the doc-

ument collections, generated 9 interpretable topics, which is shown in Table

3, and each topic was manually labelled topic description. The explanation

of the topic is chosen by examining the top terms for each topic with their

probability and randomly checking if the tweets are most likely belonging to

the topic. Proportion in Table 3 shows the average prominence of each topic

across all documents, where a higher proportion value means that the more

likely an average document would focus on that topic. In addition, each

topic’s top 10 words are also visualized by using word cloud, as shown in

Figure 5. The much larger size of a word, the more important weight is in a

topic.

When compared to the LDA model, the CTM model generated a smaller

number of topics. These 9 topics can be grouped into two categories, Busi-

ness, and Media & Entertainment respectively. The first category is Media

& Entertainment including topics 1,3,4,5,6,7 and 9, the prominent words for

this category, for instance, are movie, music, tv, computer, and game. By

contrast, the other two topics are related to the Business domain, the most

probable words are business, project, world, service customer, etc. In brief,

the topics generated by CTM and LDA models are similar in general be-

cause they are mainly related to business and entertainment industries. In

addition, considering the average prevalence of each topic across the docu-

ment collections, topic 1 (“Perception and Discussion of Movie Industry”),

with a higher proportion value of about 28%, emerges as the most promi-

nent. The topic 1 maintains the highest proportion between 2010 and 2022

and it reached peak of over 30% in 2011 while topic 3 nearly reached its peak

of about 20% in 2010, more detail of which can be seen in the appendix B in

the figure 19.

In this study, the CTM model depicts the topics relationships using the Net-

work library in Python, as shown in Figure 6. It only plots the top-tenth

percentile correlation between topics to find the most significant relation-

ship. According to Figure 6, topic 3,4,5,6 and 7 shows significant correlation,
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where the correlation value of topic 3 and 4 is 0.1978, the correlation value

of topic 4 and 5 is 0.1838, the correlation value of topic 5 and 6 is 0.1814,

the correlation value of topic 6 and 7 is 0.1384. In topics 3 and 4 with the

highest correlation score of 0.1978, the most prominent words in topic 3 are:

“intelligence, song, job, judge, show, winner, class, singer, etc.”, and topic

4 are: “machine, voice, story, human, image, word, point, interview, etc.”.

These words can be interpreted as the discussion topic is mainly about AI

impact in the media context, these two topics are significantly correlated

which makes sense. The least significant correlation is topics 6 and 7 with

a 0.1384 correlation score. The most probable words are topic 6(life, article,

work, video, model, car, player, book, program, software, etc.), and topic

7(game, computer, practice, problem, case, process, challenge, level, value,

audition, etc.), these topics indicate the impact of AI in media and video

games, which will influence our lifestyles.
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Figure 5. Topic generated in CTM model using word cloud

Figure 6. Topics significant correlation in CTM model
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4.3 Evaluation of LDA and CTM

In this subsection, this study will evaluate the performance of LDA and

CTM models implementation on the dataset. Perplexity and coherence of

quantitative measures can be used for evaluating topic quality. However,

perplexity is considered not a perfect metric and even gives a negative cor-

relation with human interpretability when evaluating topic quality (Chang

et al.,2009; Newman et al.,2010; Ray et al.,2019). Therefore, this study will

use the coherence score to evaluate the performance of the LDA and CTM

models. In the LDA model, it selected 19 topics as the optimal number of

topics with a coherence value of 0.5748. After selecting the 19 topics in LDA

model, each topic is validated by observing the top words which is also

make sense and easily interpretable, indicating that the result generated by

LDA model is meaningful. By contrast, the ideal number of topics has been

chosen as 9 in the CTM model, where the coherence value stands at 0.6557.

Similarly, when selecting the 9 topics in CTM model, each topic is validated

by observing the top words and they are interpretable to human.

In addition, this study changes the number of topics from 2 to 24 and cal-

culates the coherence score in LDA and CTM models, as shown in Figure

7. In Figure 7 the CTM model coherence score is always higher than that

of LDA model, which indicates CTM model performs better than that of

LDA model. It is also worth noting that the coherence experience fluctua-

tion in the LDA model starting at around 0.28 then grows slowly and finally

reached its highest point at about 0.57, while the coherence in CTM remains

stable where it starts at near 0.6 and reached the highest value with 0.65

or so. This study has also computed the coherence score using ’u_mass’,

’c_uci’ and ’c_npmi’ measures and the mean coherence score of these met-

rics over all the topics ranging from 2 to 24 showing CTM model coherence

score is a little higher than that in LDA model, more detail of which can be

seen in appendix B in the figure 17. As a result, it indicates the performance

of CTM model is better than of LDA model based on the coherence score as

the evaluation metric in this study.
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Figure 7. Coherence score in LDA and CTM model

4.4 Sentiment Analysis

In this study, each tweet is analysed by using the Vader sentiment analysis

tool in Python. Then each tweet is classified into three types of polarity, ‘Pos-

itive’, ‘Negative’, and ‘Neutral’. It shows the proportion of tweets that are

classified as ‘Positive’, ‘Negative’, and ‘Neutral’, where half proportion of

tweets toward the AI are Positive sentiment while only about 16% of tweets

are Negative, as shown in Figure 8.

Figure 9 shows the number of tweets in different polarities sentiments per

year. The number of tweets in Positive sentiment is always higher than that

in Negative sentiment. The number of tweets talking about AI shows an

overall decreasing trend. In the year 2011, however, both Positive and Neg-

ative sentiment graph reached their peaks respectively, indicating AI was

the most popular topic in this year when compared to other years.

In terms of intensity sentiment score, this study analyses the total inten-

sity sentiment score per year and each tweet’s average intensity sentiment

score per year, respectively. In Figure 10, the total intensity sentiment score

of each year is shown, and it reflects that the absolute total intensity senti-
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ment score of Positive sentiment far outweighs the absolute value of Nega-

tive sentiment between 2010 and 2022. Interestingly, in the year 2011, each

graph reached its peak respectively where Positive intensity sentiment score

is over 4000 and Negative intensity sentiment score is below -1500, which is

also corresponding to the polarity sentiment distribution in 2011. However,

the difference between the total intensity sentiment score of Positive and

Negative is becoming smaller with time flying by, which indicates users are

more familiar with AI and are no longer as resistant or crazy about it.

When it comes to each tweet’s average intensity sentiment score, this study

computes the average intensity sentiment score by using the total inten-

sity sentiment score of each polarity divided by its number of tweets, as

shown in Figures 11 and 12. The average intensity sentiment of Positive

and Negative both show fluctuation. Similarly, the Positive average inten-

sity sentiment reached the maximum value at about 0.56 in the year 2011

and the Negative average intensity sentiment got a minimum value at about

-0.47 in 2011, which implies the discussion of AI is the most intensive in this

year. Nevertheless, in the year 2016, the Positive average intensity senti-

ment score dramatically dropped to its lowest point of about 0.49, which

indicates the tweets towards AI become less positive in this year.
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Figure 8. The proportion of polarity

Figure 9. The polarity per year

Figure 10. The total intensity sentiment score per year 32
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Figure 11. The average intensity sentiment score in Positive per year

Figure 12. The average intensity sentiment score in Negative per year
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4.5 Identifying opinion leader

To detect the opinion leader in Twitter social communication, this study

uses three features, Activity, Popularity and Influence. This study identifies

the top 10 opinion leaders from the dataset, the result is represented using

word cloud in Figure 13.

First, this study explores what is the polarity of those opinion leaders to-

wards AI, and the result is represented in Table 4. In this study, the senti-

ments of the top 10 opinion leaders are classified by calculating the net dif-

ference between the quantity of “Positive” and “Negative” tweets posted

by each of these opinion leaders. If the count of “Positive” tweets sur-

passes that of “Negative” tweets, the opinion leader is classified as “Posi-

tive” shown in the “Label” column of Table 4, and vice versa. The result

reveals a prevailing positive sentiment towards AI among these opinion

leaders.

Second, the intensity sentiment score of those top 10 opinion leaders is also

explored and analysed, as shown in Figures 14 and 15. When the total in-

tensity sentiment score of each opinion leader is higher than 0 then it will

be labelled as ‘Positive’, otherwise ‘Negative’. This result shows each of

these opinion leaders is ’Positive’, which is also identical to the outcome as

mentioned earlier in Table 4. The top 10 opinion leaders are all regarded

as ‘Positive’ sentiment towards AI. With regard to username ‘Zayy7_’, this

username has the highest value in total intensity sentiment score of nearly

60 and also the largest average intensity sentiment score was over 0.35.

In brief, the top 10 opinion leader identified by this study, expressed ‘Pos-

itive’ sentiment towards AI, and most of them are the stakeholders in AI

discourse.

In addition, 19 topics are generated by LDA model, and the topic1 labelled

with “Intelligence Technology in Design and Architecture” is most engaged

topic by all these top 10 opinion leaders. And the username “Zayy7_”

shows the significant involvement in the topics 2(labelled with “Video Game”)

and 8(labelled with “Personal Ambition and Human Care”) while the user-

name “ilanawaber” also has a lot of engagement in the topic 8, more details
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of which can be seen in the appendix B in the figure 20.

By contrast, there are 9 ideal topics generated by CTM model. Overall, all

these top 10 opinion leaders were deeply involved in the discussion of topic

1 (labelled with “Perception and Discussion of Movie Industry”). Nev-

ertheless, in the topic 3(labelled with “Music Judgement”), the username

“Zayy7_” and “franborrell” heavily involved in the topic 3 while the user-

name “Zayy7_” and “ilanawaber” are also more associated with the topic

6(labelled with “Media and Software in Lifestyle”), more details of which

can be seen in the appendix B in the figure 21.

In general, most of opinion leaders participated in the discussion of topic 1

generated from both LDA and CTM models. Moreover, in addition to the

engagement on topic 1, some opinion leaders (e.g. "Zayy7_", "ilanawaber")

have more engagement on other topics compared to other opinion leaders.
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Figure 13. The top 10 opinion leader visualization in word cloud
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Figure 14. The top 10 opinion leader total intensity sentiment score

Figure 15. The top 10 opinion leader average intensity sentiment score
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5. Conclusion and Discussion

In this section, the answer to the research question, conclusion, limitations

and future work will be represented.

5.1 Answers for the research question

The answer to Research Question 1: What are the topics Twitter users talk-

ing about on Artificial intelligence? The result has been represented in Ta-

bles 2 and 3. On the one hand, from the LDA model, the topics are about

job employment, education, architecture, video game, robots, finance, the

global market, energy and health. On the other hand, topics generated by

the CTM model, topics are related to movies, music, tv, computer game,

business, and world customer service. Briefly, these topics are mainly re-

lated to business and entertainment industries.

To answer Research Question 2: Which topic modelling method performs

better in this context when compared to LDA and CTM? This study used the

coherence score as the evaluation metric, and the result is shown in Figure 7.

It can conclude that the performance of the CTM model is better than that of

the LDA model because the CTM model has a higher coherence value when

compared to the LDA model.

To answer Research Question 3: What are the most tweet sentiments about

Artificial intelligence? This study has implemented Vader sentiment anal-

ysis to analyse polarity and intensity sentiment scores respectively. First,

the proportion of polarity in Figure 8, suggests the half of Twitter tweets

are positive sentiment to AI while only about 16% of tweets are negative

and nearly 34% of tweets are Neutral. Then, when classifying tweets senti-

ment into ‘Positive’ and ‘Negative’ categories, computing the total intensity

sentiment score of each category is shown in Figure 10, indicating intensity

sentiment score in positive category is higher than that in negative category.
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5.2 Conclusion

In general, the majority of tweets show positive sentiments towards Artifi-

cial intelligence.

To answer Research Question 4: Who are the opinion leaders and what are

those opinion leaders’ sentiment towards Artificial intelligence? This study

utilizes three dimensions to detect opinion leaders. The top 10 opinion lead-

ers are username with “ilanawaber”, “iotsecurity2”, “ai”,” “jdmarkman”,”

“franborrell”, “dbworld_”, “Zayy7_”, “TechCrunch”, “GoldmanSachs” and

“BernardMarr”. And all of these top 10 opinion leaders are positive senti-

ment towards Artificial intelligence, as shown in Table 4.

5.2 Conclusion

This study aims to explore the implementation of the topic modeling method

of Latent Dirichlet Allocation (LDA) and Correlated topic model (CTM) to

retrieve insightful topics and evaluate the performance of LDA and CTM

models, and analyse the tweets sentiment as well as identify opinion lead-

ers in the Artificial Intelligence discourse on Twitter.

This study was conducted by several procedures. In the data preprocessing

step, non-English tweets, duplicated tweets, hashtags, punctuations, stand-

alone numbers and stop words are removed, and two times selections for

Nouns have been implemented. In the topic modeling procedure, to get an

optimal model, noisy words is filtering out through removing tokens that

appear less than or more than threshold value in documents. Then LDA

and CTM models are optimized through parameters of the number of topics

and iterations. Both the optimal number of topics in LDA and CTM mod-

els is selected based on the coherence value. The topics extracted from the

LDA and CTM models are similar in general, but the number of topics gen-

erated from CTM model is less than that of LDA model. In addition, when

only considering the coherence score as the evaluation metric, the perfor-

mance of the CTM model is better than that of LDA model. In the sentiment

analysis, Vader sentiment analysis has been performed on tweets after only

removing links, stand-alone numbers, hashtags and mentions, but keeping
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the punctuations and emojis. And the result of sentiment analysis shows

the majority of tweets represent positive sentiment towards Artificial Intel-

ligence and the total intensity sentiment score also shows the strength of

positive sentiment is larger than negative sentiment. To identify the top 10

opinion leaders, three features are conducted together, Activity, Popular-

ity and Influence, and all of these opinion leaders expressed positive senti-

ments towards Artificial Intelligence.

5.3 Limitation and Future Work

5.3.1 Limitation

There are several limitations in this study. The first limitation is the eval-

uation metric of performance and choosing the optimal number of topics

in the LDA and CTM models. This study only uses the coherence score

to select the optimal number of topics and assess the performance of the

LDA and CTM models. Although getting the highest coherence score, some

topics are not good or easy for human interpretability. The quality of data

also affects the model performance, when performing the topic modeling,

only tweet content is considered without including metadata such as tweets

author, date of post, etc. Moreover, the coherence score is one metric for

assessing performance, but it is not the best metric or the only way to do

so. For example, qualitative measures should be considered together as one

of evaluation metrics such as word intrusion and topic intrusion (Chang

et al.,2009; Giri, 2022). Next, the second limitation is sentiment analysis.

Vader sentiment analysis has been conducted on tweets in this study, where

Vader could not identify the sarcasm tweet well leading to wrongly classi-

fying tweets’ sentiment polarity (Wang et al.,2020). And since the dataset

is not including labelled tweets, it is not available to assess the accuracy

of labelling tweets’ sentiment by using Vader. Although a subset of data

had been randomly sampled and labelled by author, it introduces bias and

inconsistency because different people may have different interpretations

of the sentiment on the same content. The third limitation is identifying

40



5.3 Limitation and Future Work

opinion leaders, in this study, it does not combine the retweet impact with

mention impact to identify opinion leaders (Pal & Counts, 2011).

5.3.2 Future work

In future work, topic modelling should not only include tweets content,

but it also should consider combining the metadata of tweets with tweets

content to extract topics, which can be achieved by using Structural Topic

Model (STM) (Roberts et al., 2013). In terms of evaluation metrics of topic

model performance, comprehensive metrics should be adopted such as a

combination of qualitative and quantitative measures. In sentiment anal-

ysis, various sentiment analysis methods should be used rather than only

Vader sentiment analysis tool. Lastly, more dimensions or features should

be considered and combined when identifying opinion leaders.
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Appendix

Appendix A

Figure 16. Top 50 hashtags in the dataset
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Appendix B

Figure 17. Coherence score in LDA and CTM models using different metrics
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Figure 18. Topics distribution with time series in LDA model
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Figure 19. Topics distribution with time series in CTM model

53



Figure 20. The distribution of top 10 opinion leaders engagement in each topic
in LDA model

Figure 21. The distribution of top 10 opinion leaders engagement in each topic
in CTM model
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Appendix C

The code of this study can be seen through this link:

https://github.com/Faslio/AI_implication.git
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