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Abstract

In this thesis, we discuss some classical results in probabilistic number theory, focusing on when the outputs
of an arithmetic function, usually multiplicative, attain a continuous distribution function. We study the
inception of these theories around the early 20th century in the work of Schoenberg, who inspired Davenport
to show that abundant numbers have a continuous distribution. It was not until 2013 that Jennings, Pollack
and Thompson looked at this problem from a different perspective and generalized the result on abundant
numbers in a new direction. Moreover, Jennings managed to generalize this to other functions besides the
sum of divisors function. While Schoenberg gave necessary and sufficient conditions, those given by Jennings
are purely sufficient. Jennings’ result has the advantage of being easier to apply. In this thesis, we find a
function that satisfies Schoenberg’s but not Jennings’, conditions. We also compare Schoenberg’s conditions
with conditions from modern probability theory.
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1 Introduction

Number theory is the field of study which focuses on the structure of integers and arithmetic functions. On
the other hand, probability theory is the field of study which is interested in studying the distribution of
random variables and their properties like mean and variance. Probabilistic number theory then is the field
which studies the probabilistic properties of arithmetic functions f(n), as the output of f(n) for any arbitrary
n can be hard to predict, especially for large n. One of the most well-known theorems in probabilistic number
theory has to be attributed to Paul Erdés and Mark Kac [6].

Theorem 1.1 (Erd8s-Kac, 1940) Let f(n) be a strongly additive function with |f(p)| < 1.
Let

A =3 12,

p<n
and
f(p)?
B(n) = ZL s
p<n p
Then

.1 f(n) — A(n) 1 e
Zlgréox#{ngx|3(n)§u}:m/_me z dt.

Hence A(n) can be interpreted as the normal order of f and B(n) as the variance.

Before this, results about arithmetic functions had mostly involved estimating the asymptotic growth average
growth of arithmetic functions. Thus, this result was the first to not only establish the average growth, but
also pin down asymptotically how large the variance from this average is. Moreover, they managed to connect
the behaviour of certain arithmetic functions with one of the more central distributions in probability, the
normal distribution. The inception of probabilistic number theory is probably best attributed to Schoenberg’s
thesis under Issay Schur in 1928 [I4]. In his thesis, Schoenberg gives a few examples of numbers which are
continuously distributed along the unit interval. The main example which caught Davenport’s eye was the
choice of the multiplicative function

Let the moments pyg, for k£ > 0, of the function above be given by

1 k

i = lim — % g(n)".

n<z
Then the analytic continuation of these moments for Re s > 0, ®(s), is given by
11 1\°
D(s) = {1——|—<1—> },
1;[ p p p

a formula which he obtained from his doctoral advisor Issay Schur. Schoenberg established necessary and
sufficient conditions on ®(it) so that the numbers




are continuously distributed along the unit interval. An observation we made was that instead of computing
®(s) through this analytic continuation, one can compute ®(it) directly as the characteristic function of
log g(n). Not much is known about how Schur established his representation of ®(s). However, soon after
Schoenberg’s publication, Davenport applied the same conditions for the numbers

1 2 n
o0 7@ o) M

Davenport’s paper [2] includes a derivation of ®(s) through Mobius inversion, which we will discuss in
It is worth mentioning that this derivation would have been simpler in Schoenberg’s case, as we have that

g") = w(ik) Sy 7kpk71 —1-1,

p p p
independent of k. Hence when applying Mdbius inversion to g(n) one sees that for k& > 2 the terms vanish,
as g(p¥) — g(p*~1) = 0. The direct implication is that the product representation of this ®(s) is without an
infinite sum, whereas this is not generally the case. Davenport’s interest in the numbers arose from his
interest in abundant numbers and its density in the natural numbers. Recall that a natural number n is
called perfect if o(n) = 2n, abundant if o(n) > 2n and deficient if o(n) < 2n. A natural number n is then
called x-abundant if o(n) > xn, and define A(x,n) to be the number of x-abundant numbers up to and
including n. Notice that the two definitions differ in whether the inequality is strict or not. As Davenport
managed to show that the distribution is in fact continuous, this discrepancy does not matter. He proved
that the density

A(x) = lim 21

n—00 n

(2)

exists for every y and is continuous in x.

Thus the claim that the limit in exists for every x and is continuous in Y, is equivalent to the claim that
asymptotically % is continuously distributed along the unit interval; then A(x,n) equals the number of
numbers m < n for which % <z= i The paper of Davenport’s not only discussed the continuity of
the distribution function, but also contained an inclusion-exclusion method to approximate the proportion
of numbers which are x-abundant, going one step beyond proving the distribution exists, making attempts
to approximate the distribution function.

To clarify, we call z(t) a distribution function for 0 < ¢ < 1 when

1. 2(0) =0 and 2(1) =1,
2. z is non-decreasing,

3. and z is right-continuous.

Let ¢(t) (or ¢x(t)) denote the characteristic function (of the random variable X).

Further, let d = (a,b) denote the greatest common divisor of integers a and b and ¢(n) denote the Euler

totient function. The variable p shall always denote a prime number and sums or products of the form >’
P

or Y will always be taken over the primes.
p27



2 Historical survey

In this section we will discuss some of the historical advances in probabilistic number theory and discuss
proofs of Schoenberg, Davenport and Jennings, Pollack and Thompson.

2.1 Schoenberg’s thesis

Now we will discuss some of Schoenberg’s results of his doctoral thesis pertaining to the distribution of a
countable set of numbers in the unit interval and dissect the proof of his main result. Schoenberg’s paper [14]
on the distribution of numbers was inspired by Weyl’s paper of a similar name [I7], whose paper discussed
when numbers

1,09, ...
are equidistributed modulo 1. Schoenberg instead proved theorems on the distribution of arbitrary numbers
Tiny Tony - -+ s Tpp  (mod 1),

including the relation between numbers f(x;,) and the asymptotic distribution of these numbers modulo 1
for a class of functions f, and the continuity of the aforementioned distribution function. Throughout this
section, let the numbers

Tin,T2ny -+ Lnn (3)

be in the unit interval. For k a positive integer we let their k-th Stieltjes moments be given by

I
pi = i~ g, (4)
j=1
and the k-th Fourier moments be given by
wi = lim 1 Ze%imﬂ'". (5)
n—oo N, 4 f
=

Let it be noted that Fourier moments allowed Schoenberg to obtain results about numbers when taking them
mod 1. We also let z(¢) for 0 < ¢ < 1 be the distribution function of the numbers 7 i.e., for 0 <t <1 this
is given by

1
z(t) = lim —-|{1<j<n|z; <t},

n—o00 N,

with 2(0) = 0 and z(1) = 1. Before we go any further into his thesis, in Schoenberg’s Third Theorem a
beautiful theorem is applied to extend the domain of a function, and we wish to state it in full here.
[T} p.111]

Theorem 2.1 (Le Roy, Lindeldf) Given a Taylor series

flz) =) ®(k)z"

k=0

such that for ®(k)



1. ®(s) is holomorphic on Re s > « for some o € R

2. There exists an angle 0 < 0 < 7 so that for any € > 0 and r > 0 we have

‘(D(a + re“/’)’ < er(0+9) for — = <9 < g

NN

then f(x) is holomorphic on the set of all complex numbers with argument in (0,21 —0). Moreover for every
positive integer m with m — 1 < o« < m we have that

= atioo @(z)x*
k _
> ekt = / T ?

k=m a—100

Idea of the proof: To intuitively understand this theorem, it is important to see that this theorem relies on
the residue theorem. One can see that the denominator has a zero of order 1 at every integer, hence all the
poles and residues will occur when z is a positive integer inside the path of integration. For the path of
integration, the path along a semicircle centered at z = a with radius r — oo is taken as can be seen in the
image below. The conditions of the theorem are then shown to be sufficient so that the integral purely along
the semicircle approaches zero, hence the integral along the vertical path equals the sum of the residues.

Figure 1: Contour path

2.1.1 Schoenberg’s first two theorems

To properly be able to use both moments of the numbers , the following theorem is central and applied
implicitly throughout the whole paper:



Theorem 2.2 (Schoenberg’s First Theorem) Let f(x) be a function of bounded variance for 0 <z <1
and z(t) be the distribution function of the numbers (3)). Assuming z(t) is continuous, then

R '
Jim 3 /() = | rmas,
]:
where the integral above is to be interpreted as a Riemann-Stieltjes integral.

Now one can see that for all positive k,

/ t*dz(t) = (6)

0
1
/ eZ™ Az () = wy. (7)
0

This allowed Schoenberg to establish the following result.

Theorem 2.3 (Schoenberg’s Second Theorem) Let the k-th moments (or (B)) be given and let =(t),
z(0) = 0, be a continuous and monotonic non-decreasing function so that the equation @ (resp, ,) holds.
Then the numbers (3|) are asymptotically continuously distributed, with z(t) as their distribution function.

This theorem is not of much help in establishing whether any arbitrary set of numbers is asymptotically
distributed mod 1. However, together with the first theorem, this allows us to extend one result with another.

Corollary 2.3.1 Let the numbers in the unit interval

Tin, T2ny -+ Lnn

and their distribution function z(t) be given. Let ¢(t) be another distribution function. Then the numbers

1ﬁ(ﬂf‘ln)7 ¢(302n), e 7w($nn)

are also asymptotically distributed along the unit interval with distribution function z(¢¥~1(t)).

One example for this would be

which satisfy the conditions to be a continuous distribution function. Then also the numbers

. (71') . 2T . (mr)
m | — 11 -_— m\| —
o, ) ° om )0 on/’

are asymptotically distributed with their distribution function given by

_ 2arcsin(t)

27 () =

™

Another such interesting result is the following corollary:



Corollary 2.3.2 Let

Tin,T2ny -+ Tnn

be in (0,1] and suppose that their distribution function z(t) is given. Then the numbers
_— ., mod 1
also are asymptotically continuously distributed, with their distribution function given by

£ (0 (5)

Jj=1

This, for example, allows him to verify and extend a result from Pdélya: the numbers

n n n
rr T hed1
12 e

are asymptotically distributed, with distribution function

14 _ ot
21 (t) :/ 1= dz.
0

1—=z

— =, — mod 1

are asymptotically distributed with distribution function

For k > 1, the numbers

201 (=Rt gk

2.1.2 Schoenberg’s main theorems

The goal of Schoenberg’s third and fourth theorems is to give conditions for the continuity of z(¢), given
the k-th Stieltjes moments, respectively Fourier moments, of the numbers . We will merely mention the
fourth theorem and dissect the proof of the third theorem in depth. This is because the third theorem gives
an insightful connection to probability theory and it is more closely related to current results as it can be

applied to multiplicative functions.

Theorem 2.4 (Schoenberg’s Fourth Theorem) Necessary and sufficient conditions for any set of num-

bers

Tin, T2ny -+ Tnn

to be asymptotically continuously distributed when taken mod 1 are the existence of the k-th Fourier moments

Wiy ..o yWn,

along with the condition that for these Fourier moments

1 n
Jim 2l =0,



The fourth theorem seems to use the same tools as discussed in the paper by Weyl; however, this is no
longer the case for the third. We cannot immediately state the third theorem, as its conditions are not
directly on the Stieltjes moments but on an analytic function derived from them. For the sake of brevity we
will refer to Stieltjes moments simply by moments. For numbers in the unit interval

$1n7x2n7-~'7xnnu "

Schoenberg assumes that all these moments exist. However as can also be seen in modern probability theory,
this is not a trivial assumption; we will discuss this problem in more detail in Section ] To show the
connection between the moments to the continuity of z(t), we will extend the moments to the open right
half complex plane, so that for Re s > 0,

1
D(s) = / t°dz(t) and ®(k) = pg. (8)
0
Further, the limit

®(w) == lim P(u+ iv)

u—0t

exists uniformly for —co < v < co. Then the theorem is as follows.

Theorem 2.5 (Schoenberg’s Third Theorem) Assume that the k-th moments of the numbers exist
for all k > 0. The distribution function z(t) is continuous if and only if the following two conditions are met
for ®(s):

B0)=1 and lim 1/0$|<1>(i/\)d/\20. )

T—00 I

Then the numbers in are asymptotically continuously distributed.

In order to apply the continuity of the unknown z(t), we will use the following function

)= [0

1—at’

which is analytic and holomorphic on C \ [1,00]. This function connects z(t) with py. In particular, for
|z| < 1 we have

fl@)y=1+ Zukxk.
k=1

Before we can relate the final result depending on ®(s) to this function f, we will need the following lemma
which is an important step towards the second condition in @

Lemma 2.6 Let z(t) be given as above. Then the following two statements are equivalent:

(i) z(t) is continuous for t € (0,1];
(ii) For fixed r > 1 we have that

lim(z —7)f(x) =0

r—r

where x approaches r on any path with a fized angle so the path does not intersect the interval [1,00).

10



Proof: Let 0 = % Then statement (i7) is the same as saying

1
1—x60
lim (1 — z6 =1l dz(t) =0
tim (1 —20) () =t | 3=Fae(0
Notice for the integrand that
1— 26 1_9
o=l <

for some C € R and that for ¢ outside the interval (6 — ¢, + €) we have

1

}mﬁ’:o
= —0 ;*t

x

This means that for the integral above
1 0—e 0+e¢ 1
1—x0 1—xz0 1—x0 1— 20
lim 7 42(t) = lim 7 A (t) + / 7 A (t) + / 7 Az (1)
1s0Jp 1—uat 10Jo —xt 0 1—at gre L — 1t
) Ore 1 — 20
= lim

10 o 1—uat

—€

dz(t).

The implication (i) = (ii) now follows quickly. Assuming (i) means that z(¢) is continuous at ¢ = .
Then

. Y1 — 26
lim

19 1—uat

dz(t) < C-(2(0 +¢)— z(0 —¢)) = 0.

Note that this implication also works for § = 1, with the small adjustment that the important integration
domain becomes (1 — ¢, 1].

The opposite direction we will prove through contraposition. Thus assume that z(¢) is not continuous.
Any discontinuities outside of (8 — ¢,0 + ¢) in fact do not affect the result as we have seen that outside this
domain, the integrand itself approaches zero. This means that we may focus on the situation where z(t)
exhibits a single jump discontinuity of > 0 at ¢ = 6 in a neighbourhood of . Then we define a new function
z1(t) where

() = z(t) ifo<t<d
"k -5 ife<t<l.

Similar to above we have

1 1
1—26 1—26 1—26
lim x dz(t) = lim x dzq(t) + ) s
150 0 1—uat 15000 1—uat 1— 260

and as z1(t) is now continuous at t = 6 we see that in fact the integral on the right-hand side again equals
zero. Hence

lim (1 — 28) f(x) =6 #0.

159
z

Thus the two statements are equivalent. O

Proposition 2.1 The analytic continuation of the moments, ®(s), is uniquely defined and holomorphic on
Re s > 0.

11



The fact that ®(s) is holomorphic is a required condition for Theorem .
Proof: Recall from that for Re s > 0

1
@(5):/0 t°dz(t).

Firstly, to check it is holomorphic we claim that its complex derivative is given by

1

(s) = / 1 log td=(1).
0

Let s = u + v be fixed with u > 0 and 0 < |h| <

so that Re(s + h) > 0. Then
’ O(s+h)—

) ®(s) _/Oltslogtdz(t)‘ = /01 (thh_l

—log t> t““”dz(t)'
14k
th—1
§/ —logt|t“dz(t).
0
To estimate the quantity in the modulus, we will use the power series of the exponential function
k
th _1 ehlogt _ 1 o (hlf;g't) 1
1ogt' e —logt‘ = ;T —logt
oo (hlogt)® o RE-11 k
_ k! _ _ og't
= I logt| = Z I logt
k=1 k=1
- i hk-1 logkt
= —
Pt k!

|h[*[log t|*
< |h|log Ej
= I (k+2)!
|| log

IhI1 g
Yy S

IN

= |h|log? telhlloa +
k=0

In the last steps we used that 0 < ¢ < 1 so that |logt| =log ;. Now as |h| < & and taking h — 0 we see that
D(s+h) — P(s

u .

(s) Lo h Paoo

- —/ tslogtdz(t)‘ < |h|/ log?t -t~ 1" ¢udz(t) < |h|/ t% log® tdz(t) — 0

0 0 0

To show that the integrals are well-defined at the lower bound, we may use 1'Hopital’s rule

demonstrate this now for the final integral above

. log?t , 2t_1logt
lim — = lim

t—0t t72

. We will
1 —4 -1
i VL LA A T E
=0+ — %=1 U t—0t tT2 u =0+ —StTETh o w? o+
This function is now unique by a theorem discussed by Hardy in [8]. Again let s = w + iv. Then
1 1 1
B (s)| = / tsdz(t)‘ < / £z (t) < / da(t) = 2(1) — 2(0) = 1,
0 0 0

so that ®(s) is bounded on Re s > 0. As we have seen above in the proof we will need some knowledge of
the function ®(s) on the complex axis. To this end we define

1
b (iv) = eli%lJr tvdz(t),

(10)
12



and wish to show that

lim ®(u+iv) = P(iv).

u—0+

The reason this needs care is that at v = 0 one would obtain

®(0) = /01 t°dz(t),

at the origin, which is improper if we don’t let the lower bound of the integral approach 0 instead. To show
that one can naturally extend ® to the imaginary axis we have

|®(u +iv) — @(iv)| = lim /01 terivdz(t) — /61 ti”dz(t)‘

e—07t

e—0T

€ 1
= lim / tUrivdz(t) + / (t“—l)ti“dz(t)‘
0 €

< lim /O6 t“dz(t)’ + /61(1 —t*)dz(¢)

e—07t

e—07t

1
< lim €-1-(2(e) — 2(0)) +/ (1 —t")d=(t),
which does not rely on v. As u — 0% we see that the right-hand side approaches zero as z(¢) is bounded.

Having gained more insight into the function ®(s), we can now see where the first condition of @D comes
into play.

Corollary 2.6.1 The following two are equivalent
(1) ®(0) =1;
(ii) z(t) is continuous at t = 0.

Proof: Taking t = 0 in definition we see that

®(0) = lim dz(t) = lim 2(1) — z(e) =1 — lim 2(e)

e—0t J, e—0t e—0t
so that ®(0) = 1 implies
lim z(e) =0,
e—0t ( )
i.e., z(t) is continuous at ¢t = 0. O

Now as
fl@)y=1+ Z,ukmk =1+ Z@(k)xk for |z| < 1,
k=1 k=1

we wish to connect the continuity result of Lemma [2:6] to our function ®. However to apply Lemma [2.6] we
require that & > 1, so we need to extend the representation of f as a function of ®. To this end we will use
a result stated in full at the start of this section as Theorem [2.1] one which implies that

atioo O(2)x?

————dz forO<ax<l
1 —exp2miz

f(z) = 1+i<1>(k)xk = 1+/
k=1 «

—100

13



for z # 0 with the argument of = so that 0 < arg x < 2w, as then we can properly denote
x® = exp zlogx = exp z(log |x| 4+ i arg x).

Importantly, we may now apply the conditions on f for the continuity of z(¢) to our function ®, without
having to deal with a Riemann-Stieltjes integral where we integrate with respect to an unknown distribution
function z(t).

As we have shown that ®(iv) is well-defined, we may take the path of integration along the imaginary
axis, i.e., let a approach 0, except for the pole at the origin. Hence we will let

fl)y=1 +/ Mdz,

c 1 —exp2miz

where C' denotes the path along the imaginary axis but with a semi-circle centered at the origin, with radius
0 < x < 1. In the future we will denote the path along only the semi-circle with S.

L/

Figure 2: Path of integration

Now in the final step we will adapt the condition stated in Lemma

lim (x — ) f(z) = 0.

T—T

Let @ = re®® with r fixed in [1,00) and 0 < § < 27. By I'Hépital’s rule

. Jz—r] . |6i0 -1 . \iew|
lim =rlim — =7 lim — =7
o—0+ 0 0—0t+ 6 90+ 1
Then we have
0= lim (e - ) (x)
= 1 0 10
i (re” — 1) f(re”)
. et —1] »
= 1 . 9 (2
r lim, g -0f(re")
= lim 60f(re
iz, 05(re)
—ix (I)( ) (10g7+19) 10g7+19) ico Z(log7+19)
= lim 6+0 0 0 —— dz. 11
eg(r)l+ + Cieo 1 —exp2mz et / 1 —exp27rzz et / 1 —eXp 2miz ‘ (11)

14



As it turns out, we can approximate these first two integrals. Recall that |®(s)| < 1. For the first:
—ix q) 10gr+19) X q) ZU w(logr-{-z@) oo |€77,"u logr . 6”0’
/- A=) T < [
—ivo 1 —exp (2miz) eXp (2miz) 1 — exp (—2mv) v exp(2mv) —1
/ ev? Qo /OO evTr/Q d
e — < — s
—Jy exp(2mv) —1 y  exp(2mv) —1 v

which is independent of 6, hence its limit in will be 0. For the second, note that as z follows the path
around a semi-circle of radius x, that

27| = elloslal 8Lzl < x(rt6)

so that the second integral can be approximated as such:

2,

@(z)ez(log r+i0) q ex(log r+0) 6X(log r+m/2)
g 1 —exp(2miz) Z’ - / /

—  dz< - @
g |1 —exp (2miz)| ? g |1 —exp (2miz)|

again independent of §. These two approximations imply that the condition of in fact reduces to

100 P z(log r+1i0) % FH(5)\)eirlogr—A0
0= lim 6 (2)e dz = lim 6 (iA)e

A T epmin) C A T epamy

dA.

To clean up this equation we will apply a temporary substitution A = vk, where k = 671

> PH(i iXlogr—A@) 0 P(i —v 1 o
’9/ (id)e dA’ < / [RGok)e™ 4, < / | (ivk)| e~ dv
x 1—exp(—27A) x/k 1 —exp(=2mvk) 1 —exp(=27mX) Jy/k

1 o
< —/ |®(ivk)|e” " dv.
1 —exp(—27x) Jo

Hence the condition now becomes

oo

lim |®(ivk)|e™"dv = 0.

k—oo Jq

Notice that the integrand is non-negative. Moreover, as |®(iv)| < 1 and as e~ > 0, the condition that this
limit approaches zero wholly depends on k, hence for any fixed m > 0 the following is sufficient

m

lim |®(ivk)|dv = 0.

k—o0 Jq

Now we reverse the previous substitution v = Ak~ so
1 km km
klirrgo %/0 |[D(iA)|dN = hm % D(iN)|dA = 0.

Now with one final substitution z = km the second condition of Theorem [2.5| too has been proven:

lim 7/ [®(iA)|dA = 0.

T—00 I

15



2.2 Davenport’s example function

Davenport applied Schoenberg’s Third Theorem to the ratio of n to its sum of divisors. In order to prove
the continuity of the distribution function of the values g(n) = ﬁ, we must study

o0 =i 3 (51i) 02

=1

To evaluate this function we will use a product representation of ®(s), which we will establish now. Let

o= (5) ()

Then by the Mobius inversion formula we also have that
m S
AL R < (d
() =X
dlm
and

2 (o) 5 e )

m=1

The reason that ¢ is more convenient is because of its representation as a product:

o TL((52) - (o)) - I ()™ (o)) o

pFlIm

This representation follows from the representation as a sum because of the following. Let m = pi'py? ... p}*
be the prime factorization of m. Consider the quantity p (%) This is equal to zero if and only if 7 is divisible

by a square. This means that to contribute to the sum, " must have prime factorization % = pi*ps* ... pJ*,
where each s; must equal either 0 or 1, or s; € {0,1}. In short we will denote T o= (s1,82,.-.,8k). This

means that we can start rewriting o, using this fact about % and the fact that u(n), o(n) are multiplicative.

Then
et =S () (-5)
= > ]E[{u(pz)<az:__)>}

T e{0,1}k i=1 g

() - (25 )

This is now equal to because

ot p—-1 1-pt
O.(pk) - pk+1;1 - p—pk - 1—pk-1
P

16



To show the limit in equals the product representation we are working towards, we will analyze the
product above. Note that for any 1 < v < u < 2 we have that

u
= s/ x5 e
v

< |s|(u—v) -max (u 7", v777) oc=Res
< Js](u — v)2!
In the product our u,v are dependent only on p;’, hence
1—p*t 1—p* pF—ph L,
Uu—v= - = = .
1—p1 1—p1 1—p1 b

Now we can start estimating gs:
1 _pfkrfl - 1— pfk -
los(m) = | ] ((1_])_1 “\1=p
p*llm
1 _p—k—l —-$ 1— p—k’ —-$
( 1—p! > _<1p1)

I1
< 1 Isl2lp* < comm=,

pFlm
pFlm

where C5 depends only on s and ©(m) equals the number of prime divisors of m. Due to Ramanujan [I3], [16],

p.83] it is known that
logm
O(m) =0 <loglogm) ’

Then, for |s| bounded, we see that

Then from [I3] we obtain

Loa/ m \* 1 n_ 1y n_|»
s (o) = w2 e = 3% o) (31— [ 1))
= <Z ga(m)%— > Qs(m)% +O<,1LZ Qé(m)')
m=1 m=n+1 m=1
_ i ,er(nm) ) ( i |er(nm)> +0 <i 3 |gs(m)|>
m=1 m=n+1 m=1

17



Now for bounded |s| we see that as n approaches oo, the two error terms approach zero. Hence the limit in
exists and equals

I
K

o
3 —~

m=1
rm () ()
- o -1 B -1
m=t ™ e AN 1P Lop

We can verify that in fact ®(0) = 1 and that |®(s)| < 1 for o > 0.

2.2.1 Applying Schoenberg’s Theorem to Davenport’s ®(s)

Theorem [2.5] states that it is sufficient to prove that

1 x
d(0)=1 and lim — [ [®(\)|dA =0, (15)

r—00 I 0

with ® as defined in . Notice that the second is equivalent to

/Ox 1B(i2)]dA = ofz).

We mention this only as it is easier to state. For the arguments of the product we see that
B () (=))
k=1 . » »
() ) ()59 )
“r (Y ) S () T (122) )

—i

—1—p 4 p (14 p ) 02

o] A —1it e —it
Up = Zp_k 1—p k—3 B 1—p k—2 .
’ k=0 L=p™! L=p™

18
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For p > 5, ¥, satisfies the upper bound

1_p—k—3 —it 1_p—k—2 —it
( 1—p! ) _< 1—p! )

and as such

1
9,p 2 <
‘pp |_10

To prove [L5| we require the following steps.

. _ _ . 1 _
[@@it) = [[|1—p " +p " exp (—ztlogp )+19pp 2,
P
1
log |®(it)| = Zlog 1—p t4+plexp <—it log P ) +9pp 2
P

1
= Re Z log (1 —pt+ptexp (it log P

p

Let z == p~ ! —p~lexp (itlog %}) —Jp,p~2. If |z] < 1, then we know that log(l — 2) = —2 + O (z2)

Furthermore, for |z| < % the implied constant is less than 2 in absolute value. This in fact holds for p > 5,
as by the bounds found above we have

1 1 1 2
<|p~! 4 p < -+-+—<2
< I+ Wpp ™ S g+ et g S 3
Now we can further work out the integrand
log |®(it)| :ReZlog (1 —pt+plexp (zt log ) + 19pp2>
P
1 1 . 4 I3
= log §+§exp <ztlog ) ’ log’ 7exp (ztlog3>+9 +ReZlog(1—z)
p=>5
=C4 fReZ (erO (22))
P=>5
1—exp (zt log ’H‘l)
=Cy — —ReZﬁpp*2+ReZ(9(p’2) .
P25 p p>5 p>5

As we know that |9,] < g for p > 5, that the implied constant of the last asymptotic is less than 2, that
> p~? is bounded, and that |Cy| is in fact bounded, we in fact have

1 — cos (tlog p+1)

log |®(it)| = — 2 5 +0(1)
(e (52)) o

19



As we wish to show the integral in is o(x), all constant multiples do not matter. Hence for the integral
it remains to show that the following is o(x)

/ |¢>(it)|dt:/ explog | @ (it)[dt
0 0
* 1 t 1
:/ exp —2§:fsin2 (1ng+> dt
0 P 2 P

r 1 1
:/ exp —2Zfsin2 ()\logp+ ) dA,
0 > p p

.1 fF 2 . p+1
lim 7/ exp | — = sin? ()\ log ) d\ = 0. 16

p

or equivalently that

A careful reader comparing the original paper with this exposition may notice that in Davenport’s paper he
omitted the 2 in front of the sum. We chose to keep it in as it doesn’t affect the result. For the final step we
will make use of the following lemma:

p+1

By are linearly independent over Q. That is

Lemma 2.7 The real numbers log %, log §7 log g, ...,log
to say, any equation

1
Zcplogp; =0

with ¢, € Q and where the p are any finite collection of prime numbers, is only possible if c, = 0 for all p.

Proof: As the p are any finite collection of prime numbers, we may assume ¢, # 0 for all ¢,. Then we rewrite

the equation as such:
p+1>
exp cp log =1
(Z PR

() -
[Te+v7=]]»r"

Let ¢ be the largest prime number in the collection of primes. Then ¢ divides the right-hand side of the
equation. This ¢ however must divide the left-hand side too, which is only possible if ¢ = 3. However then
we would have the equality

4(133(:2 — 3(!32(12
which obviously cannot hold. O

Now to prove we will do so with the following two claims. Let ¢)p(\) := exp (— > % sin? ()\ log T)) .
p<P

Note that the integrand of is upper bounded by ¥ p(\). Then
(7) The limit

lim / Yp(A)dA = AP)
0

T—00 I

exists for every prime P.
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(i) We have that A(") — 0 as P — oc.

To prove (i) we will look at the Fourier series of our functions. Our function is even, so we have that
o0
exp (— sin z) Z alPe*n = aép) + Z a'P) (€™ + e
n=1

o)
where z = Alog 2= +1 and Y \a%p )| < 00 as the second derivative of our function is continuous. Then
— 00

Yp(N\) = H (aép) + Za%p) (eizn 4 eizn))

p<P

H ao —|—ZA elb’“’\

p<P

where the by are sums of the quantities nlog p‘;l By Lemma these are all non-zero. This is important
because for any non-zero b we have that

1 z 1 ibA 7 A=T
m = / ¢\ = lim - [e ]
0

hence
1
lim — / Ape® A = 0.

This means for (¢) that the limit indeed exists:

AP = lim 7/ Yp(A

T—00 I

— lim 7/ CL(p)_~_ A RIS
= H aép).

p<P

Now to prove (ii) we must show that the product of A) diverges to zero as P approaches co. To this end,
as

m_ L [T 2 1
ay’ = — e »S Zdzgg-%r-l:l,

2w 0

it suffices to show that
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diverges. We will apply that for 0 <z <1 we have that 1 —e™* > 7.

Z (1 —aép)) = Z (1 — 217T/27r e_f’Sinzzdz)
0

p<P p<P

1 /271'( a2
72 1—¢ < sin Z)dZ
27TPSP 0

1 27r2 2 1 27 1
—Z/ St Zdzz—/ sinzzdz-zf
27rp<P 0 2p 2r Jo D

p<P
which diverges as P — oo. Thus we have indeed proven that

Y

1 [ 1 [
0 < lim f/ |®(it)|dt < lim lim f/ Pp(N)dA =0,
0 0

T—00 I P—socox—o0 I

n

implying that asymptotically the quantities S0y are continuously distributed along (0, 1]. |

2.3 Extending Davenport’s result

Instead of stating that a certain sequence of numbers attains a continuous distribution, Jennings, Pollack
and Thompson, hereafter JPT, [10] reformulated the result stating that the limit

1
D(u) = Jim — > (17)
n<z

n/o(n)<u

exists for u € [0,1] and is continuous in terms of u. This reformulation showed the possibility of further
generalizing this result by replacing the summand with another multiplicative function f(n). The first
theorem is as follows.

Theorem 2.8 (JPT) Let f be a multiplicative function so that

lim sup 1 Z |f(n)]? < oo. (18)

X
T—00 n<w

If one of the following conditions holds

i) for every integer k >0,
1 n \*
zlLII;o - T;Cf(n) (U(n)> exists, (19)

i1) both of the following are bounded

-1 J
Z|f(p; | and ZZV(@‘)"

P j=>2 p

iit) if |f(n)] <1 and the following converges

-1
Zf(P) ’

P p
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then for u € [0, 1], the following

o1
Dy(u):= lim — % f(n) (20)
n<lz
n/o(n)<u

exists and Dy(u) is continuous.

The reason is required is to be able to apply Cauchy-Schwarz in the proof. For the first condition,
the outline of the proof is as follows.
Outline of the proof: The condition in of n/o(n) < u can be replaced by instead summing with the
indicator function 1, (x), which equals 1 if and only if < u and 0 otherwise:

1 n
= lim — Ay | —— ) -
Dy(u) = Jim = > f(n) - L <J(n)>
n<x
This is nice as one can find a Cauchy sequence of continuous functions of which the indicator function is
its limit. As u € [0,1], then in turn each continuous function may be approximated via the Weierstrass

k
Approximation Theorem by another Cauchy sequence of polynomials in % As the (%) form a basis

for the polynomials in terms of —7- it then follows that all the limits exists, hence the conclusion follows.

(n)’

This theorem may be applied to many multiplicative functions. With other results like Wirsing’s Theorem
in mind, JPT looked to extend this result to nonnegative functions f. The reason the theorem above cannot
be applied to some functions f is that already for a relatively ‘small’ function 7(n), which denotes the number
of divisors of n, this result fails to hold. This is because for k£ = 0, we have that

1
lim — ~1
Jim, % 2 () ~logz,

which is unbounded. Hence came the idea to loosen the condition of being bounded in mean value. Moreover,
instead of dividing only by z, they instead divided by z and the average order of the function f(n):

Theorem 2.9 (JPT) Suppose that f is a nonnegative multiplicative function with the property that as
T — 00,

S 1) 222 o kloga (21)

p<z p

for some k > 0. Suppose also that f(p) is bounded for primes p and that

szg‘;j) < 0. (22)

P j>2

If k < 1, suppose further that

3w < & (for z > 2). (23)

Let



Then the function
1

Dy (u) = a}grolo S5(f;2) ; f(n)
n/o(m)<u

exists for u € [0, 1], is continuous in terms of u and strictly increasing.

The fact that this distribution function is strictly increasing is a new result and can, with the choice f(n) = 1,
be applied to extend Davenport’s finding that D(u) also is strictly increasing. To familiarise oneself with
the proof of Theorem we will follow the proof step by step for the example function f(n) = 7(n). These
conditions on f(p) are required to apply a theorem by Wirsing later in the proof.

Theorem 2.10 (JPT, f(n) = 7(n) fixed) Let T be the arithmetic function for the number of divisors of a
natural number n, or T := og. Then the following

D,(u) = lim 1 Z T(n)

w0 (73 2)

n<lz
n/o(n)<u
exists, is continuous and strictly increasing.
For x > 1, we define
1
F.(u) = 7(n).
* S(r;x) 7;
log(n/o(n))<u

The introduction of the log into the summation is because it will simplify the characteristic function ¢, of
F,, as we will use the characteristic function of F,,(u) to prove both the existence and continuity of the limit.

Notice that with this existence we have D.(e") = lim F,(u).
Tr—00

2.3.1 Proof of existence
To prove the convergence of the F,, as x — oo we will apply Lévy’s Convergence Theorem.

Proposition 2.2 (Lévy) Suppose that {F,} is a collection of distribution functions indezxed by real numbers
x> 1. For each x > 1, let ¢, (t) be the characteristic function of F,. Then the following are equivalent.

i) The F, converge weakly to a distribution function F, as x — 0o;

it) As x — oo, the ¢, converge pointwise on all of R to a function v that is continuous at 0.
Then v is the characteristic function of F.

To check that our F, are indeed distribution functions, notice that

. . 1
vggloo Fx(’l}) - vggloo S(T; (L‘) 72 T(n) =0
log(n/a(n))<v
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and that for u > 0, the condition in the summation becomes % < 1, which is trivially true as o(n) > n.
Then indeed we see that for v > 0, Fy(u) = ﬁ > 7(n) = 1. For fixed z it follows that F(u) acts as a

n<x
step function as w increases. Let W, be the set of all the values attained by — ) for n <z, and let I, ,, be
the set of those integers k < x such that U( y =W, with w € W,. Then we can see that as u increases, F, (u)
will have a saltus of ), I 7(k) when u = logw. Hence the F, are right-continuous and never decreasing
and indeed distribution functions. To compute the characteristic function ¢, of F,, notice that for a fixed
x, the F, correspond to a discrete random variable that take on the value log % with probability

1
S(r;x) Z 7(n).

n<x
n€l; k/o(k)

Hence,
) 1
(1) = it(logn/o(n))  __ ~
o)=Y e X

GRME

s 2@ (&)

To evaluate the existence of the limit ¢ we will need the following theorem by Wirsing.

Proposition 2.3 (Wirsing) Suppose that [ is a complexz-valued multiplicative function with the following
properties. As x — oo, there exists some k > 0 such that

lo
Zf ﬂ ~ klogx.

p<z

Suppose also that f(p) is bounded and that

P j=>2

In the case that k < 1 it is required that for x > 2

S <y logx

pi<w

Lastly, suppose that

5 2056)| - Rel/ () < .

p

Then as x — 0o

6”“96 — /(P
Zf 1ong ()

n<z < 7=0

Let us now check the conditions for this proposition with the choice 7(n), which then also shows that 7(n)
fulfills the conditions of the main theorem. Notice that for 7(n), we have that 7(p’) = j + 1 for j > 0. Hence
the first condition becomes

1
2~Z o8P ~ 2logz,

p<z
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where we obtain k = 2 by Mertens’ First Theorem. The final condition follows immediately as 7 is not only
a real, but also a nonnegative function, i.e.,

|7(p)| = Re(7(p)). To prove the second condition, we will first

compute a closed form of the partial sums of the inner sum. Let S, = Z L Then
j=2
n n—1
j+1 3 j+2
PShn =D ST =D s
= poo P

7]_ s
3 n+1 1\ 3 n4+1 1 1—(1/p)n2
PSSy = - n () _ L= /p)
=2

4 D p" D p—1
(3 n+l 1 1-(1/p)n?
Sn: —1 1<—+.
b= (P 1) ppr P p—1
/3 1 1 3p—2
S, = lim S,, = 11<+ ) .
b= i Son = (P 1) p p» p—1) pp-1)?

To show this is bounded, we will compute the double sum not over the primes but over the natural numbers

I I S L =

2
p j>2 k>2 k>1 k2(k+1)

k+ 1
=2 =2
> T L pGrD Zkﬂl+zw +((2) <
E>1 E>1
Having checked all the conditions for we thus obtain the following asymptotic formula

S(r;x) ~ e 2 10 xH Z .
g =0

p<z

Importantly, we may also use for the sum in ¢,. This follows for two reasons, that ‘ (

it
p . p
—_ -1 Sexp(ztlo )—1’:
|<dm> bp+1

This implies that 7(p)

it
Jb)’zlmd

1 ptl t
< Jt| - log 2 :ﬂﬂ/’ vldg < 1
P » p

> (itlog p+1)
2T

k=1

it
%) = 7(p) + O(|t|/p). This fact will be used again when verifying the existence
of the infinite product that is the characteristic function. For now, Wirsing’s formula gives us that

e = P \a()

Combining the asymptotic formulae we see that for ¢ fixed

j it oo+1
so-TL[ (25 () (5

For brevity we will write




Important facts about these terms are that A, =1+ % + 7, and that one of the conditions of [2.3| was that

> mp < 00, hence n, — 0 as p — oco. To show that the limit ¢, (¢) exists for fixed ¢, we need to find estimates
P

it
for the arguments in the product, i.e., oy, (t)A . As 7(p) (ﬁ) = 7(p) + O(Jt|/p), we see that

() =1+ 2 (p) + O

p \o(p)
2 It]
:1+p+0<p2+77p>.

To estimate A’l, we know that 2 +np — 0 as p — 00, hence there exists po > 0 such that for all p > pg,
0<A,—1< 1 . This allows us to find an estimate for A" by using that =5 =1— 2+ 0O(z?), s

A =1 (A, = 1)+ 0((8, — 1)%)
2 1
2ot

9 1
:1—+(’)<+77>.
p pr "

Now we may estimate the arguments of the product for p > pg:

2 t 2 1
4 || 1 )
=1-—+0( 5+ +
p? <p2 "

t
_1+(’)(| |p+ +np).

As
1 X1
Xp:; ;E<OO

we know that the series
D lap()a,t =1
p>po
converges uniformly on any [—T,T]. This implies that the corresponding infinite product
H ap(t)A, !
pP>po

converges to a continuous function of t. As extending this product to all primes instead of just those p > pg
only adds a finite number of terms, the limit of ¢, as * — oo must also be continuous, so that

-1

> (24)
j=0

v =11 ]Z;j (o 47'))“

p

exists. This result allows us to use[2.2] to show that indeed the F), converge weakly to a distribution function
F whose characteristic function is .
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2.3.2 Proof of continuity

To prove the continuity of F', we will do so with another result of Lévy’s.

Proposition 2.4 (Lévy) Suppose that Y is an infinite convolution of purely discontinuous distribution
functions X1, Xs,..., i.e., Y = X1 % Xo *---. Let d be the maximal jump in probability for each Xy. If
oo

> (1 —dyg) diverges, then the limit distribution is continuous.
k=1

To show that the limit F' indeed is an infinite convolution, we will instead show that its characteristic
function is an infinite product of characteristic functions. This comes from the fact that for two independent
distribution functions X,Y, we have that ¢x.y = ¢x - ¢y. We see from that v indeed is an infinite
product, so let

. -1
] ( pj_ >zt . e} m
-5 G) ) (55

To prove that F' is continuous, we need to determine the maximal jump d,, of the X,. Let X, be the discrete

(@) _ 1 j+l
pl Ap pI

Then we see that indeed

random value which takes the value log with probability Ai .
P

pJ
. . . . U(pj)
¢x, is the characteristic function of X

t) = iexp <itlog ai;‘)) P (Xp — log U?jp]))
_i@iﬂ‘))iﬁl A, Z ( j>>it | i]z—:l

Now what’s left is to determine the maximal jumps for each of the X,. As the X, are defined to have
probabilities equal to Ai J H for 7 > 0, we see that for j = 0 the probablhty equals x~. As p > 2, notice
P

-1

that for 7 > 0 we will always have that 7;1 < 1, hence the maximal jump for each Xp is in fact d, = Ap'
To prove the infinite sum diverges, it is sufficient to show that the sum diverges for a subset of p. As we
have seen before in the proof of existence, A, =1+ % + np and both 12; and 7, —+ 0 as p — 00, so we may
choose a py > 0 such that for each p > po, A, < 2. This means that the sum in the proof can be bounded
from below as follows

R B B e D o

p p>po P>po p P>Po p>po p>po P

As we know that the sum of the reciprocals of primes diverges, the summation above must also diverge. This

means that the 3 (1 — d,) indeed diverge and thus ¢(¢) and F' must be continuous.

2.3.3 Proof of strict monotonicity

We have used F' to prove existence and continuity, as the log in the summation condition kept the charac-
teristic function less ‘messy’. To prove strict monotonicity this is no longer required, thus we will directly
show that Dy is strictly increasing on [0, 1]. We already know that it is never decreasing as 7 is nonnegative.
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Thus what remains to show is that for each u,v € [0, 1] with v < u that

~ ~ 1
DT(u)fDT(v)zlgggfxlogx ; 7(n) > 0. (25)
v<n/a(n)<u

To estimate this it will be useful to see that 7 is supported on squarefree integers. To observe this we will
again need the theorem by Wirsing as stated in but applied to the multiplicative function 7(n) - u?(n),
where p is the Mobius function defined as follows

(n) 0 if  n is not squarefree
n)=
H (—=1)* if n is squarefree and k is the number of prime divisors of n.

To apply notice that for every prime p, 7(p) = 7(p) - p?>(p) = 7(p) - 1. As the requirements for the
theorem are only dependent on the behaviour of the function for the primes, we see that we can indeed use
the theorem to find an asymptotic formula for summing 7(n)u?(n):

2, ~ 27 . z g
S(ru*;z) ~e long(l+ )

p<z p

To compare the order of magnitude of 7 and 72, recall that for S(7;x) we have

o T Zj+1 o, T 2
S(r: 1) ~ e 2 _ —e 2 1+ = .
o)~ e (S = T (14 2 4,

p<z \j=0 p<z

Hence we see that

1+ 2+,
S(r;x) ~ S(Tp?;x) H <ti—;n> = S(ru*;x) H (1+O(mp)) -

p<z P p<z

As we have already shown that Zp np < 0o we see that the product converges as £ — oo, hence the
two asymptotic formulae are of the same order of magnitude. This is useful as the infinite product of the
squarefree asymptotic formula does not have an infinite sum. We will now start analyzing the sum in .
To work with the extra condition under the sum, recall that |log $| = |log ;25| = log % = %. This
implies that we may choose a squarefree natural number m such that v < %m) < u. Because the continuity
of the distribution function had already been proven, that would have sufficed to show there indeed exists
such an m, however this method allows one to construct such an m when given u and v. Let y > 0 to be
determined later, but for now large enough such that p < y for each prime p dividing m. As we essentially
need to show that the limit in is not zero, it will be sufficient to show this is not the case for just a subset
of the n < z. Namely the n that can be written as the product n = mgq, where m is as chosen previously, ¢
is squarefree and its prime divisors are larger than y, i.e., (g, Hp<y p) = 1, where for brevity we shall from
now on use II, := [] _. p. For this subset of n the contribution to the sum in can be written as

Z T(mgq) = 7(m) Z 7(q).

p<y

q<z/m q<z/m
(47Hy):1 (q,Hy):l
v<mgq/o(mq)<u v<mgq/o(mq)<u

We wish to analyze these sums by the same asymptotic formulas as above; however, this implies that we
need to simplify the conditions under the sum. To this end we will need the following observations. The
first is that when rewriting the third condition, we obtain that

o(m) _ 4 o(m)
v < ) U=
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As we have chosen m such that % < u, we have that u% >1. As % is always less than 1, we see that
the right-hand-side of the inequalities can be dropped. Now we can further rewrite the left-hand inequality

tobe 0 < 1— v%@ < 1. The second observation is that we can in fact take this inequality out of the

.- . . . . a(m) a(q)\ ; ;
conditions by introducing it to the argument, i.e., sum the quantity 7(q) (1 — UTT) instead of just

7(q). Due to the nature of the original inequality, integers ¢ such that the conditions were met now, have
their contribution to the sum diminished by this new factor. On the other hand, integers ¢ such that the
conditions were not met, are now in fact subtracted from the sum. Hence we have that

oo rmgy=7(m) Y. 7(g)

q<z/m q<z/m
(Q7Hy):1 (‘Lny):l
v<mg/o(mq)<u vo(m)/m<q/o(q)
a(m) o(q)
>7(m T 1—w — .
>7(m) 0 7l (1- 07
q<z/m
(%Hy):l

To finally remove the condition for ¢ to be coprime to II,;, we will use an indicator function. Let 1, be
defined such that

1oty =1
ly(n)_{o if (n,11,) > 1.

To further simplify the sum above, we define a,(n) = 7(n)1,(n) and b,(n) = T(n)%n)ly(n) This shortens
said sum to be

a(m)

S(ay;z/m) —wv

S(by;x/m).

Now that as we have rewritten the entire sum in terms of S(—;x/m) we see again that we may use Wirsing’s
theorem to asymptotically estimate the S(—;x/m) as these modified formulas still satisfy the conditions for
An important note beforehand is that we may modify the asymptotic formula for S(7;z); instead of
taking the product over all primes up to , we may take the product over all primes up to z/m as the term
1+ % is bounded. This means for S(7;2) we have the following asymptotic formula

cp) o2 g
S(r;x) ~e gz H <1+ )

p<z/m p

Likewise, for a, we have

Slay;ofm) ~ e=27 ™ 11 (1+21y(p>>

1
ogx/m pam P
—2y 9
Nem loxx H <1+>'
& y<p<z/m P

Combining these two we see that
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For b, we see that

S(bysz/m) ~ e x/m 11 <1+;,U(p)1y(p))

1
ogx/m p<afm D
-2y 2 1
& y<p<z/m b p

Again, comparing this to the formula for 7 we see

S(yie/m) ~ S ] (”2)1 1 (”;(H;»

p<z/m y<p<z/m
1 2\ ! 2\ ! 2 1
NS(T;x)H<1+> 11 <1+> 11 <1+<1+>>
m - r) r) P P
p<y y<p<z/m y<p<z/m
1 2\ ! 2
NS(T;J:)H<1+) H <1+2 )
m p<y p y<p<z/m PR

Recall that the aim was to prove that

lim inf ! Z 7(n) > 0.

o 5(r;a)

n<x

v<n/o(n)<u
And after restricting to summing over an ever smaller subset of n we obtained that

o(m)

lim inf o Z 7(n) > liminf ﬁT(m) (S(ay; x/m) —wv S(by;x/m)> .

T—00 S(T;(E) —~ Z—00
v<n/a(n)<u

We will now finish the proof by using the asymptotic formulae to show that the right-hand-side indeed is
always positive.

a(m)

lim inf

minf gy T <S(%x/m)—v S(by;x/m)>
<5(ay;$/m) U(m)S(by;x/m)>

=7(m) lim inf S(r0) v— S(r0)

Tr—r 00
1 2\ ! 1 2\ ! 2
=7(m) lim inf —H (1—|—> —UM—H <1-|-> H <1_|_2+2>
Tr— 00
mpSy p m mpSy p y<p<z/m p P
-1
2 2
:T(m)H<1+> (1_v0(m)H(1+ 75 ))
mn P<y p m y<p p*+2p

To prove this is positive, we only need to show that

1—va(mm)H(1+p2i2p)

y<p

is positive. For this final step, recall that the choice of m requires that v < % such that v% < 1.

Lastly, we see that for the terms in the product, we have that 1 < 1 + ﬁ <1+ O(p%). Hence as
y — 00, we see that this product tends to 1 from above. We can now choose y to be large enough such that

L 2m) I,-, (1 + ﬁ) too remains less than 1 so that everything remains positive. Thus, Dy (u)— D, (v) >

m

0 for all u,v € [0, 1] with v < . O
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2.4 Jennings’ further generalization

After the work by JPT to generalize the summand of , Jennings [9] showed that one may take this one
step further, which is to generalize the condition of the sum. By following Davenport, it had been natural to
keep the argument n/o(n) < u; however, Jennings in her work found conditions for a multiplicative function
g so that

Dyylu) = lim s > s (26)
g(n)<u

also exists and is continuous. Her main result is as follows:

Theorem 2.11 (Jennings) Suppose that f(n) is a nonnegative multiplicative function such that as x — oo,

Zf(p)loﬂ ~ klogx (27)

p<z p

for some k > 0. Suppose also that f(p) is bounded for primes p and that
J
vy (28)
p j>2 P

If k < 1, suppose further that
Z ') <<fi (for z > 2). (29)
. log
pI <z

As for g(n), let g(n) be a multiplicative function with image in (0,1] such that for all j > 1, g(p®) is bounded
away from zero and the series

> <oz (o)l (30)

p
converges, where || - || := min(1, | - |). Also suppose that
) p
g9(p)#1

diverges. Then the limit exists for all u in [0,1] is continuous. Let S := {n € N | f(n) > 0}. Then
Dy 4(u) is strictly increasing on the interior of the closure of g(S).

A difference between this theorem and[2.9]is that Jennings specified exactly where the distribution function
would be strictly increasing, whereas stated it to be strictly increasing everywhere on [0,1]. This is
because this is necessarily true for g(n) = % As condition requires k > 0, we know that there must

be infinitely many prime p so that f(p) # 0, as otherwise the sum would be finite. Moreover by condition

f(p) is bounded and % diverges. Now for >(m» We know that % = p# =1- ﬁ. Hence

for any neighbourhood (1 — §,1), there are infinitely many p with g(p) in that neighbourhood and therefore
there cannot be a p which is closest to 1. Hence with this set of p that have f(p) # 0, we can approximate
any value v in the unit interval arbitrarily well because we can find a sequence of {p;}32; with f(p;) # 0
such that

k

k
1 1
1/§|| 1-— and lim 1-— =v
pl—i-l ki}ooi:l pl—f—l

i=1

n
o(n)"’

Hence this condition follows directly for g(n) =
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3 Completing the diagram

In this section we discuss some of our findings on if, and if so how, we can extend Jennings’ result. As we
have seen historically, first the summand of the distribution function

Df’g(u) - 3:—>oo S f Z f

(n)Su

was generalized with a fixed g, and later Jennings was able to make both f and g be general functions
satisfying a set of conditions. This caught our attention as Schoenberg’s necessary and sufficient conditions
can be seen as a complete classification for when

1
D 4(u) :zll,néo; Z 1
n<x

g(n)<u

exists and is continuous.

3.1 Understanding the conditions on g(n)

We now discuss our findings in trying to find the gaps between Schoenberg’s necessary and sufficient con-
ditions, and Jennings’ sufficient conditions. We attempted to follow the steps of Schoenberg’s example but
with the function

h(n) = 200 (32)

We chose this function for two reasons. The first is that we can use Jennings’ conditions to show that this
function does in fact admit a limit law. The second is that examples of multiplicative functlons Wthh are

also bounded away from zero for g(p¥) seem to be limited. Another possible choice could be ( A), which

will run into the same issues as our h(n). Our choice naturally fulfills condition 1 as both ¢(n) and o(n) are
multiplicative and the fact that ¢(n) < n < o(n) by definition. We can see it fulfills condition 2 as

h(pk) kp_]- p_]- (1—]?71)2'
D pk+1 -1 1 _p—k—l

For kK = 1 we see that

(1_p—1)2 _ 1_p—1
1,p72 - 1+p71

h(p) =

never equals 1 for all primes p, hence condition 4 is also fulfilled. Lastly, notice that

-1 prl 2
1ogp ‘ :/ wtdw < =,
p+1 p—1 D

[ log h(p)| =

so that

me(l | log h(p) AZ

p p
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Thus to check the conditions by Schoenberg we will follow the same steps as taken by Davenport. Recall
that the first big step was to establish a multiplicative representation of ®(s) through Mébius inversion, so
that

n

D(s) znli_{go% S gm)y =Y stnm) + lim O (:L > Qs(m)|> +(9< 3 Q&T(nm)|> .

m=1 m=1 m=n-+1

The last error term naturally vanishes as n — oo, however for the first one we need more careful estimates.
Recall that

os(m) =[] {nt")* —n(* ")},

p*lim

where Davenport bounded the argument of the product by

1 = 1 s h(p*~ 1)~ L
_ - —s—19
(h@k)) (h@kl)) S/h(p’“)l v

< s - [R(p*) "t = h(* )T - max(h(p®) T RPN

(33)

Here
—k _ ,—k—1 1
h(pF) "L — Bpk—1 -1 = |P p _ .k 9,k
|h(p") ()| A=p i | =P [T =%
and
B 1_p—k:—1
h ky—1 —
(r") A=,

sol< h(p’“)_1 < 4.
Then becomes
[A(p*) ™ = (") T < [sl2pT - 4l
and thus
los(m)] < COMm ™,
where the C, depends solely on s. Together with the assumption that |s| is bounded, we obtain
0s(m) =0 (mflﬂ) ,

a sufficient estimate so that the error terms vanish. Notice that of course to obtain a sensible upper bound on
h(p*)~"! one requires a lower bound on h(p*) away from zero. We have thus found the product representation
of ®(s), so the characteristic function of log h(n) is

O(it) = H 14+ Zp*j (h(pj)” _ h(pjﬂ)it)

P Jj=1

Then to establish whether the distribution is continuous we needed

lim/ | (it)|dt = 0,
0

T—r 00
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to which the same estimates Davenport applied lead to the condition that

- 1 zex B 1 — cos(tlog h(p)) _
xlioox/o p( > >dt 0. (34)

> p

Here we can see that the continuity of the distribution function of the numbers h(n) does not depend on
the values of h(p?) for j > 2. However, this step is where problems arise for our function. As h(p) = Z%,
showing that the quantities log(h(p)) are linearly independent over Q is not only hard, it is simply not true.

Already for the set of primes {2, 3,5, 7}, we see that solving for the linear dependence:

calog h(2) + c3log h(3) 4 c5log h(5) + ¢7logh(7) =0 implies
203 4C5 657 — 302 453 605 SC7
2C3+2cs+¢:7307 _ 2263+C5+3C7362+C57

so one obtains a 2-dimensional subspace of solutions of Z*. Even excluding these primes, one sees that as
both p — 1 and p+ 1 are both even, all the primes dividing these quantities are less than p/2. Thus it might
be possible to show that from some point forward these quantities will be linearly independent, however that
seems unlikely. Hence we see that even though Schoenberg’s conditions are complete, they are sadly not
easily applicable. Further attempts to show that this integral equals zero have led to nothing. We see that in
the exponent, we have an infinite sum of % which is offset by M. It seems true that this sum will
diverge as for arbitrary prime p, cos(tlog h(p)) should not be close to 1 too often. Another reason to believe
this is as follows. Assume that the limit does not equal 0. Then as ¢ — co there must be a large enough/not
sparse subset of ¢ for which all of the cos(tlog h(p)) lie arbitrarily close to 1. However as t — oo it feels only
natural that the cosines behave like independent random variables so that the cosines should ‘sync up’ to
equal 1 only on a set of density 0. By all the reasons above we believe the integrand will approach zero when
t — oo, a result of x — oo. However quantifying these statement has been fruitless. For the nice example
functions regarding (n and ‘P ) we saw that we could apply linear independence; however this seems to
have been a lucky break.

3.2 Conditions for multiplicative g(n)

As the example above shows, checking Schoenberg’s conditions is far from a trivial task and historically, this
had also been noticed. In Davenport’s paper, he also listed several conditions which he applied to % and
were sufficient to obtain his result:

1) 0<g(n) <1,

2) g(n) is multiplicative,

)
)
3) l9(P*) — g1 < Cp~*,
)

(
(
(
(4) There exists a prime py so that for all primes p > po, the quantities log g(p) are linearly independent
over Q.

Here, (1) comes from Schoenberg’s theorem, (2) is necessary to apply Mobius inversion and compute the
analytic continuation of the moments, (3) was necessary to show that the error term in ®(s) on gs(m) was
o (m’”f) and (4) had been applied to show that the integral equals zero. Notice that these conditions
miss that he needed g(p) to be bounded away from 0.
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After Davenport’s paper, Schoenberg saw he could improve Davenport’s conditions by instead looking
at Fourier transforms of the distribution function, more commonly known nowadays as the characteristic
function [I5]. For multiplicative functions, he established the following sufficient conditions

(1) 9(*) >
(2) X, pm (1 log g(p)|) converges,

(3) there exists an infinite increasing sequence of primes {p;}7° | with g(p;) # g(p;) if
i # j such that Y -, % diverges.

Then the first two conditions establish the existence of the limiting distribution and the last is required to
establish its continuity. One important difference from Davenport is that this no longer requires all g(p*) to
be bounded away from zero, only that the g(p)’s which are close to zero are sufficiently sparse so that for
those primes, Y .. primes p % < o0o. At first glance this seems to be a boundary case between Schoenberg’s
conditions and Jennings’ conditions as Jennings truly needs all the g(p*) to be bounded away from 0; however
this result is only really required to show the function is strictly increasing on a specific subset, on top of
the continuity. This result too allows for g(n) to extend beyond the unit disk, as long as again, those g(p)
with g(p) > e must be sparse enough that the sum of their reciprocals also converges. Moreover, Schoenberg
lets go of any other condition for g(p*) with & > 2. Simultaneously to Schoenberg, Erdés [5] realized the
following conditions for multiplicative g to attain a continuous distribution

(1) g(n) =1,
(2) 3, 3 min (1, |log g(p)|) converges,
(3) g(p) # g(q) for all pairs of primes.
Notice that these results are a bit more limited than Schoenberg’s; however Erdds proved this result without

any Fourier transformations. The progress for conditions on multiplicative g(n) then concluded with the
Erd6s-Wintner Theorem:

Theorem 3.1 (Erd8s-Wintner, 1939) Necessary and sufficient conditions for an additive arithmetic func-
tion f(n) to attain a limiting distribution is that the following three series converge

1
> » (35)
Lf(p)|>1
i<t P
> fer (37)
If(p)I<1
The characteristic function of the limiting distribution will have the following representation
eitf (P*)
o(t) = Hl— *IZ : (38)

The limiting distribution will be continuous if and only if

1
> > (39)

f(p)#0

diverges.
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This is in fact the theorem on which Jennings’ conditions are based. Applying Wirsing’s Theorem must
be the reason why she lost the “necessary” direction of the “necessary and sufficient” condition. Beforehand
it had seemed to us that one should be able to ‘complete a commutative diagram’, where first generalizing g
then f or first generalizing f then g should give new insights to when arithmetic functions attain a limiting
distribution. It turns out that, through careful application of the Erdés-Wintner Theorem, Jennings did
not generalize g after generalizing f, but instead she generalized both simultaneously as demonstrated in
the diagram below. This means that when regarding only multiplicative functions, we will not be able to
improve on Jennings’ results by completing the diagram.

Dt njo(n)
JPT
Jennings
Dy Ds ¢
Schoenberg
Di g

Figure 3: Diagram of results

But, multiplicative functions are uncommon, especially in probability theory, so perhaps we might be able
to extend this diagram by instead considering non-multiplicative functions. Schoenberg’s Third Theorem
could allow for such an extension, as his theorem does not require any multiplicativity. In fact, after more
careful inspection of JPT’s Theorem we noticed two key elements of the proof which allow for extension
of the results. The first is that the proof solely uses the fact that the existence and continuity of the limit

1
D(u) :IILIEOE Z 1
n<x

n/o(n)<u

has been established, without any other knowledge of its nature. The second realization is that in the proof,
f being multiplicative is only required for the second and third conditions. These two observations allow for
the following theorem, which is a modification of JPT’s first theorem.

Theorem 3.2 Let f(n) be an arithmetic function that is bounded in mean square, i.e.,
limsupl Z |f(n)]? < oo.
z—o0 L
n<lz

Suppose also that g(n) is an arithmetic function for which the limit

_ 1
Dy =Jim g 301

g(n)<u
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exists and is continuous, i.e., g attains a continuous distribution. Further suppose that for every nonnegative
k, the limiting mean value

exists. Then the limit

~ 1
Dyq = Ilgrolo - Z: f(n)
g(n)<u

also exists and is continuous.
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4 Schoenberg and modern Probability Theory

One may observe that Schoenberg’s Third Theorem assumes the existence of the moments py, and those
familiar with probability theory may recognize that their existence is neither immediate nor implicit, even
when given a distribution function. However, in probability theory, for a random variable X the boundedness
of the absolute moments does imply the existence of the moments of a distribution, in this case:

oo

1 1
k : k :
E| X]| nhm E 1 zj, < lim 1 1=1, or
iz -

n—00 N 4
J

[e%s) 1
:/ tkdz(t):/ t*dz(t) < [1-0]- (2(1) — 2(0)) = 1.
0

— 00

However, a requirement for this to be consistent is that X is a measurable function. Whereas this doesn’t
take away from Schoenberg’s Third Theorem, what this does imply is that both proofs by Schoenberg and
Davenport were, at the time, incomplete. This is because they both assumed the moments exist without
ever checking this fact. This is an important oversight. Define the function

g(n) = {

Then this function fails to even have a mean value, its first moment. As we have seen in Section the
Erdés-Wintner Theorem establishes necessary and sufficient conditions for additive functions to possess a
limiting distribution, essentially fixing the oversight from both proofs as the theorem applies to both log @

and log ﬁn) What can be said however is that the characteristic function of a distribution function Fx ()

if ne2k 28 —1] k>0 even
if nel[2F 28 1],k > 1 odd.

w0 Wl

does always exist:

o0
bx(t) = E[eitX] = / ARy (),

—00
and hence one may wonder why Schoenberg’s Third Theorem depends on the analytic continuation of the
moments. It seems that the main reason for this is that, looking back in time, the study of moments of
a sequence or distribution predates the study of the characteristic function. This is further exemplified in
the works of Schoenberg, as it does not seem he made the connection that the function ®(it) in his first
paper on the topic [14] and the characteristic function L(¢) in his second paper [I5] are one and the same.
Perhaps he did make the connection afterwards without publishing. However, in our search of the literature
we could not find the result that the characteristic function can be derived as an ‘analytic continuation’ of
the moments in the same manner that the Gamma function is an ‘analytic continuation’ of the factorial.
In fact applications of the characteristic function only started after Kolmogorov applied measure theory to
lay the axiomatic foundations for modern probability theory, by means of “About the Analytical Methods
of Probability Theory” (1931) and “Foundation of the Theory of Probability” (1933). Of course, this goes
even further to solidify Schoenberg’s result, as his ideas were ahead of probability theory at the time. One

of the main results from the characteristic function follows from the inversion formula

1 1 T _—ita —ith

, e~ —e
Fx(b) —FX(a)—|—§IP)(X:a)—IP’(X:b) = %TILH;O » m

ox (t)dt,

from which one can show that the distribution function is absolutely continuous if the characteristic function
is absolutely integrable, i.e.,

T
T

T—oo J_
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There is another result on the characteristic function which is in fact stronger. This is the result that if
¢x(t) — 0 as t — oo, then there are no point masses in the distribution [3, p.130-131]. This result, relating
continuity to absolute integrability, in hindsight seems awfully familiar to the work of Schoenberg. In fact,
it can be shown that;

Proposition 4.1 If g(n) attains a distribution function, then Schoenberg’s ®(it) is the characteristic func-
tion of the additive arithmetic function f(n) =logg(n).

Proof: As in the proof of Erdés-Wintner Theorem in Tenenbaum’s book [16, p. 326], Delange’s Theorem is
a key step:

Theorem 4.1 (Delange) Let g be a multiplicative function with |g| < 1.
Part one. If the following limit is non-zero and exists

1
M(g) = lim % g(n).
n<x

Then

i) Zp%@ converges

ii) there exists some positive integer k such that g(2%) # 1.

Part two. If i) is satisfied, then g has a mean value given by

Mig) = [Ja-» Y 2E).

p p

This means that

Recall that by following Davenport’s method of establishing ®(s), for a multiplicative function g, if it exists,
®(it) is given by

o(it) = [[31+> p7? (g(pj)“ - g(pj’l)”)
P i>1
To show that these representations are equal, notice that the sum is absolutely convergent:
lg()"* — g1 < 2,

hence the infinite sum is bounded by a geometric series. Thus we may rearrange the terms of the sum
without changing its limit.

40



For ¢(t) we see that the argument of the product becomes

> g it B e g(p])tt e g(pj)zt
jgo s ; =N
— g(p’)" — g(p’ )"
—(1+ A

|
—_
+
=
L
—
)
o)
hS]
.
~—
<
RS
I
)
<
|
AR
S~—
BS
~—

hence the representations are the same. O

4.1 Schoenberg’s theorem applied to the Cantor distribution

Now that we have proven that Schoenberg’s Third Theorem essentially gives conditions for the characteristic
function of a distribution, we wish to show its usefulness by applying his theorem to the aforementioned
Cantor distribution. The continuity is well-established by analysis of the distribution function and can also
be proven by applying Lévy’s Theorem 2.4 to its characteristic function. We will now show that Schoenberg’s
Third Theorem can in fact be used to show the continuity of the Cantor distribution, purely by looking at
the integral of the characteristic function. Thus we need to prove that

1/ t
s ¢ [T e (57|

j=1
By making some substitutions and by upper bounding the integrand we obtain the following;:

R Y t 1 t 1 [* t
115{)105/0 HCOS<3j>’dt:wli>Holox_/o HCOS<SJ'>‘dt+x/7T Hcos<3j>’dt
jz1 jz1 jz1
(%)
cos [ —
37

1 ™ 1 x
< limf/ 1dt+—/ 1T
jz1
Here, the first integral has both a bounded interval and integrand, hence its integral will be bounded. This
means that its contribution will approach zero as © — co. In the next step we will change the limiting upper
bound of = to 3V*+1x. This change is inspired by [3, p.133, Exercise 3.3.11], as the 3*x, for k = 1,2, ...,
form a subsequence of ¢(t) for which ¢(3%7) 4 0 as k — oo. Then

dt.

3N+1n

1" t 1 t
xlgrolog/o Hcos(g)‘dt<ngnoo N“w/ﬂ HCOb(?)j>‘dt
jz1 j>1
gh+1,
“dmgn s, e )|
ko 3Fru
:ngnoo?)NJrle?) /llcos( )‘du
i>

In the step above we made the substitution 3*mu = t as this takes the variables out of the bounds of
integration. Next we will split the terms of the infinite product in two, the first will be those cosines where
the power of 3 is non-negative, and the second will be those cosines where the power of 3 is negative. Then

41



we may further simplify the expression by upper bounding the second product by 1, as all terms are bounded
by 1:

T N 3 k—1
.1 t 1 & m ™
zlgréog/o H cos (3 )‘dt<1\;gnoo N+17T23 71'/1 H |cos (3 7Tu)|H ’cos (y))du
Jj=1 = m=0 Jj=1
3 k—1
< 1 3k: N-1 gm d
Ngnocz : £0|cos( mu)| du

3 N—c—1

. —c—1 — —
]\;gnoocz:;)?) /1 H |cos (3™ mu)|du, where c= N —k.

Now let

3 N—c—1

In —ZB_C 1/ H |cos (3™ 7u)| du,

where the empty product equals 1. Then we can find the recurrence relation

N+1 3 N—c

fnel = 23_6 1/ H |cos (3" mu)| du
N+1 3 N—c
= 3_1/ H | cos(3"mu)|du 4+ Z 37 1/ H |cos (3™7u)| du
3 N—c'—1
= 3_1/ H | cos(3™7u)|du + 371 Z 3¢ _1/ H |cos (3™ mu)| du
1 m=o0
= ON 3 N>
where
oy =3"" / H | cos(3™ mu)|du.
Now let
0= J\}gnoo (SN.
If this limit exists, then
3
am Sy =50

hence it is sufficient to show that 5y — 0 as N — oco. We will show the following: for all but a sparse set
(density 0) of numbers z in the unit interval the inequality

cos (3Mrx) <

DN | =

holds for infinitely many m > 0. Our integral is from 1 to 3, and | cos(nz)| has period 1 (and for larger m the
functions |cos(3™mx)| are definitely also 1-periodic), hence it is sufficient to show this for the unit interval.
Then for our inequality above, for m = 1 we have

N {1 2]

implies z¢€ |-, -|.

<
cos(mz) < 33

2

42



We can also restate the right-hand side to be those x for which the first digit in the ternary expansion is a
1, as it is precisely the middle third of the unit interval. This leaves out the boundary point x = %, but for
our purposes it is sufficient to consider only the aforementioned z. For m = 1, the inequality is

e < [5.5]0[5:5] [5:3
implies z€ |-, =|U|=,=|U|=,=|.

<
cos(3mx) < 99 99 39

1
2
Now these are those x for which the second digit in the ternary expansion is a 1, as these are again the middle
thirds of the intervals [O, %}, [%, %] and [%, 1]. Hence for the m-th inequality, we see that the inequality is
satisfied for those x which have a 1 at the m + 1-st digit of the ternary expansion. Thus showing that the
inequality holds infinitely often for almost all x in the unit interval follows from saying that almost all x
have infinitely many 1’s in their ternary expansion, which is true. But in fact if that inequality holds for
infinitely many m for all « except for a set of density 0, then that means that

1 k
1
|| < i =) du=0.
/ th | cos(3™mu)|du < /0 khm 1 <2) du=0

Hence for 5 we have

lim §y = lim 3~ / H | cos(3" mu)|du,

N—o00 N—oc0

/ A}un H | cos(3™mu)|du,
0 — 00

<0.

As §n is an integral of a non-negative function, we see that

0< lim dy <O.
N—oc0

Thus, the Cantor distribution is continuous. O
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5 Polynomial representations for f(n)

The second theorem by JPT applies to many multiplicative functions f. One of the arithmetic functions
that works as well is the function that counts the number of representations a number has as a sum of two
squares, up to some symmetry:

r(n) = {1, 02) € 2\ {0} | o3 + 03 = ).

The reason this is interesting is that, even though r(n) is an arithmetic function, we can also interpret this
result as asking, “in how many ways can n be represented by the integer polynomial or quadratic form
f(x1,m2) = 23 + 23.” Let us first show that this function indeed satisfies the conditions of the theorem. A
classic results states that for p prime, we have that

1 if p=2,
r(p)=<2 if p=1 mod 4,
0 if p=3 mod4.

Thus the first condition of the theorem becomes finding x > 0 such that

1 1
Zr(p) Ozg);p =142 Z % ~ klog .

p<z p<z
p=1(4)

This follows from the more general result that for (I,k) = 1,

Z logp 1 log
P oelk) T

p<z
p=l(k)

This result is one that lies deep in number theory, as in [I, p.148-154], where it is used as an intermediary
step to prove Dirichlet’s result on primes in arithmetic progressions. From this, we see that

lo
Zr(p) ip ~ log x.

p<z
Further values for primes powers are
1 it p=2,
r(pk): k+1 if p=1 mod 4,
1 if p=3 mod4and2 |k,
0 else.

One can see that the second condition is also fulfilled, as r(p¥) < 7(p¥) and we already checked that the
double sum of the latter converges. In this case, we have that x < 1, or in fact k = 1, hence we need to
check that

> @) <

b
e log x
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holds. Observe that

Yor@) =) r)+Y > )

pi<z p<z J22 p<al/i
<2+ > G+
p<z Jj>2 p<al/i
. L1eE3)
<2 i+ 1
- logac+ Z Z U+1)
Jj=2 p<azt/?

1
l1og2 ]

r 21/2
<2 i+1) ———
— logx + ]Z:; G+1) log 2:1/2

v (S5 + (25 - 1) 212
<2 + I
log = 2 5 logz

2,.1/2
_o(" )10 (log z)*x
log log z
o()
log x

Now we see that indeed, all the conditions are satisfied for the multiplicative function r(n), thus the distri-
bution function

- _ 1
Dr(u) = xlggo S(r;x) ; r(n)

n/o(n)<u

exists and is continuous. By geometric interpretations, we see that 4 - r(n) is a function that counts the
number of lattice points inside a circle of radius /n, hence the above becomes

Dy(u) = Tim —— (:E1z2)622|0<x2+x2<nandM<u (40)
r oo 7 | Y tee o(zi+23) = )’

One might ask what other quadratic forms or even other types of polynomials also mimic this behaviour.
Considering the arithmetic function that counts the number of representations of a number n as a sum of k
squares

k
ri(n) ::#{Zac? =n|z EZ},
i=1

then it is known [7, p.131-132] that only for k = 1,2, 4,8, the function

_ Tr(n)

is multiplicative. Hence these are the first functions for which we hopefully can get a similar result through
Theorem Notice that when k = 2 we have that fa(n) = r(n), our function from earlier. Before, we
computed S(r;x) by geometrically interpreting the sum of squares, and in fact we can do the same for the
other r:

S(flax) ~ \/57

2

1 7
SUfie) =g

1 7t
S(fs;x) ~ 16 2*504-
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Sadly, f1(n) does not satisfy the conditions for Theorem as the first conditions fails because f1(p) = 0.
The functions fy and fg also fail the first conditions. We have that

n)zSZd,

4td|n

rg(n) "16 Z 1)4ds.
Hence for prime values we have for fy:

f4(p) =p+ 13
fa(p) =p* + 1.

Thus the first conditions fails in both cases

Zp+ logp = Zlogp-i-z gp: ( >
p<lx p<lx p<lx ng
>

p<z

log p.

The first result comes from Chebyshev’s first function, and the second clearly cannot be O(logx). Hence
these representations, even though multiplicative, fail to be approximated by Wirsing’s Theorem. Perhaps
quicker to verify this fact is that f; and fs are in fact not bounded for primes. This seems to happen due
to the amount of variables allowing for too many representations, hence it might be helpful to only consider
binary quadratic forms. A problem is that most of the results in this field do not always have that the
number of representations of n is a multiplicative function, but only that the set of represented numbers is
closed under multiplication. And most cases don’t even have that. Nonetheless, we conclude with an open
question we did not have time for in our thesis. We believe that the multiplicative condition is only necessary
to allow the application of our current known methods, and is not necessary for the result to hold. In fact,
the result can be interpreted to be a statement on the integer points on the interior of the circle.

Let f(x1,72) = ax?+bxyw2+cx3 be a binary quadratic form, with a, b, ¢ € Z, discriminant D = b —ac < 0
and a > 0. The condition on the discriminant is to ensure that f represents only positive or negative numbers,
and the condition on a is to ensure f only represents positive integers. This is to exclude instances such as
Pell’s equation, where there are infinitely many representations for certain integers. These conditions can
also be geometrically interpreted so that the condition f(x1,72) < n results in a compact subset of R?. Now
let R¢(n) denote the number of representations of n, i.e.,

Ry(n) = #{(z1,22) € Z*| f(x1,22) = n}.

Before we obtained S(f;x) by geometric interpretations, and for these binary quadratic forms we can do the
same. Then

S(f;n) = Vol{f(zx1,r2) <z | (x1,29) € R*}

= // dz1dxs.
f(z1,22)<n
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This area is that of a skew ellipse, hence we will use the following substitution to compute it.
n > aa:% + brizo + cx%
1
1> — ((anl ¥ bro)? + (\/—Dx2)2)

~ 4dan

dan > u? + 02,
This inequality gives us a circle with radius v4an, hence the area is 4mran. For the Jacobian of this trans-
formation from the ellipse to the circle, we have

-1 -1

Oxq Oxq U U

—au —av _ ‘ D07 s _|2a b _ 1
xo xTo | T v v /S - .
u v 1 Oxz 0 D 2av/—D

Thus for S(f;n) we obtain

1
S(fin :// ————dudv
(f ) u2+v2<4an 2a\/ -D
- dman
"~ 2av/=D
2mn

VD

Thus our two conjectures, one only for f and another for both f and g are as follows.

Conjecture 5.1 Let f(x1,x2) be an integer binary quadratic form. If it is also a positive definite form, the
limat

N . VD . V=D 2 f(@1, 22)
n/o(n)<u

exists for every u € [0,1] and is continuous in terms of u.

Conjecture 5.2 Let f(x1,x2) be an integer binary quadratic form. If it is also a positive definite form, and
g(n) satisfies the conditions of Schoenberyg, then the limit

5fyg(u): lim v-D Z Rf(n) = lim v—D

n—oo 2N

{(ml,xg) €720 < f(x1,20) <mnand g(f(z1,22)) < u}

exists and is continuous for every u € [0, 1].
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