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Abstract

This thesis investigates the application of unsupervised learning algo-

rithms, namely KMeans, Latent Dirichlet Allocation (LDA), BERTopic, and

Hierarchical clustering to analyze customer complaint data in the banking

sector. The research aims to uncover patterns, topics, and insights from the

complaints to enhance customer satisfaction strategies.

The problem statement revolves around understanding the impact of dif-

ferent natural language processing methods on the comprehension of fi-

nancial complaint data and their comparative performance. The key re-

search question addresses how various NLP methods influence the under-

standing of financial complaint data and how these methods can be com-

pared.

To address this question, the study utilizes four unsupervised learning al-

gorithms: KMeans, LDA, BERTopic, and Hierarchical clustering. KMeans

is employed with Word2Vec, Doc2vec, TF-IDF and BERT embeddings,

while LDA is applied using Bag of Words, TF-IDF, and Word2Vec repre-

sentations. BERTopic with DBSCAN and hierarchical clustering algorithm

is also explored with Word2Vec, Doc2vec, TF-IDF and BERT embeddings.

The analysis reveals significant findings, including the identification of

key topics in the customer complaints dataset and the comparison of dif-

ferent clustering approaches. The results demonstrate that KMeans with

Word2Vec embeddings achieves the highest cluster separation and density,

indicating its superior performance. LDA highlights relevant topics related

to loans, payments, communication, debt, and banking services. BERTopic

with DBSCAN demonstrates improved cluster separation and provides

precise and distinctive topics.

In summary, this research provides valuable insights into the understand-

ing of financial complaint data using unsupervised learning algorithms.

The findings contribute to the development of customer satisfaction im-

provement strategies in the banking industry. Last but not least, the study



addresses ethical considerations, such as privacy and data integrity, ensur-

ing responsible research practices throughout the analysis.
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1. Introduction

1.1 Motivation and context

Customer complaints in the banking sector provide a huge repository of

information about customer expectations, potential problems and possible

areas for service improvement. This feedback plays a key role in identify-

ing problems in banking services, enhancing customer satisfaction, ensur-

ing smooth service operations and even potentially discovering opportuni-

ties for product innovation. By analysing these complaints, banks can gain

a competitive advantage, provide superior quality of service and even pre-

vent systemic risks.

However, the high-volume, high-velocity, and unstructured nature of

complaint data makes it challenging to derive these insights using tradi-

tional analysis techniques. Herein lies the significance of applying unsuper-

vised learning techniques, and for several reasons:

• Handling Unstructured Data: Complaint data is usually unstructured

textual data. Unsupervised learning, especially Natural Language Pro-

cessing (NLP) techniques, are ideal for analyzing such data. They can

process and analyze large volumes of text, identify patterns, and even

interpret the sentiment behind the complaints. [1]

• Scalability: Unsupervised learning methods are highly scalable, mak-

ing them well suited to handle the large volumes of complaints that

banks often receive. [2]

• Detecting Hidden Patterns: Unlike supervised learning, unsupervised

learning does not require labeled data. It can detect hidden patterns

and structures within the data that might not be immediately obvious.

This is particularly valuable when analyzing complaints, as it allows
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Introduction

for the discovery of unexpected issues or themes that may not have

been previously considered. [3]

• Dimensionality Reduction: Techniques such as Principal Component

Analysis (PCA) or t-Distributed Stochastic Neighbor Embedding (t-

SNE) can help in reducing the dimensionality of the data, making it

easier to visualize and understand.

• Clustering for Customer Segmentation: Unsupervised learning tech-

niques like K-means clustering or Hierarchical clustering can help cat-

egorize complaints into different groups based on their similarities.

This can reveal distinct categories of complaints, which can then be

addressed more effectively. [4]

• Topic Modeling: Techniques such as Latent Dirichlet Allocation (LDA)

can be used to identify the key topics that are being discussed within

the complaints. This can provide a high-level overview of the main

areas of concern for customers. [5]

Thus, by applying unsupervised learning methods, banks can harness

a powerful weapon that can not only make sense of vast, complex cus-

tomer complaint data sets, but also discover deep, actionable insights that

can drive strategic decision-making and service improvement initiatives.

1.2 Literature overview

It becomes clear that unsupervised machine learning methods have been

widely applied to textual data analysis, particularly in customer complaints,

due to their ability to handle large, unlabeled datasets and extract actionable

insights from them. Here are some examples of previous research in this

area:

• Customer Complaints Analysis Using Text Mining and Outcome-

Driven Innovation Method for Market-Oriented Product Develop-

ment, by Junegak Joung, Kiwook Jung, Sanghyun Ko and Kwang-

soo Kim (2018)

This paper appears to discuss the use of text mining techniques for
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1.3 Research question

analyzing customer complaints. It is highlighted that text mining can

help reveal patterns and trends in customer feedback that can be used

to guide innovation and product development. Reference is made to

various text mining techniques, such as natural language processing

(NLP), and how these methods can be applied specifically to customer

complaint data to guide the product development process in a way

that better meets market needs and customer desires. [6]

• Text mining for central banks, David Bholat, Stephen Hansen, Pedro

Santos and Cheryl Schonhardt-Bailey (2015)

This paper focuses on data mining in the context of central banking.

It reports on the use of text mining to analyse various types of text

data, such as reports, news articles and to a much lesser extent cus-

tomer complaints, to extract meaningful information that can be used

in decision-making processes within central banks. Finally, it con-

cludes with specific challenges and opportunities related to the ap-

plication of text mining techniques within central banking. [7]

• Clustering with Deep Learning: Taxonomy and New Methods, by

Elie Aljalbout, Vladimir Golkov, Yawar Siddiqui, Maximilian Stro-

bel and Daniel Cremers (2018)

This paper provides a comprehensive classification of clustering meth-

ods based on deep learning. These unsupervised learning techniques

are particularly effective in dealing with unstructured data such as

text, audio and image data. It discusses methods such as self-encoders

and other deep learning-based techniques for clustering data, a com-

mon task in text analytics. [8]

1.3 Research question

The research question can be formulated as follows:

How do different NLP methods impact the understanding of financial complaint

data, and how can these methods be compared?
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2. Data

2.1 Consumer Complaint Database Overview

The data utilized in this thesis is sourced from the Consumer Complaint

Database provided by the Consumer Financial Protection Bureau (CFPB).

This database contains consumer complaints about financial products and

services, offering valuable insights into consumer experiences and aiding

in the regulation of the consumer financial market. It is important to note

that the published complaints in the database are those that have been sent

to companies for response and are eligible for publication. Additionally,

personal information is removed by the Bureau before publishing the con-

sumer’s narrative description, ensuring privacy.

The complaint narratives provided by consumers within the database

offer firsthand descriptions of their experiences. It is important to consider

that the views expressed in these narratives are those of the consumers and

do not necessarily align with the views or verification of the Consumer Fi-

nancial Protection Bureau. Furthermore, the lack of complaints or a rela-

tively low volume of complaints about a particular product, issue, or com-

pany does not necessarily imply the absence of consumer harm. Factors

such as company size, market share, and the population in a specific geo-

graphic area should be taken into account when evaluating complaint vol-

ume.

By acknowledging the limitations and context of the data, the findings

and recommendations presented in this thesis can be appropriately inter-

preted and applied in the banking industry, supporting informed decision-

making and strategies to enhance customer satisfaction and regulatory prac-

tices. [9]
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2.2 Selected data exploration results

2.2 Selected data exploration results

Based on the data exploration and the creation of a word cloud and a bar

plot, here are some potential key findings:

• High Frequency of Specific Terms: Words like "complaint", "tran-

sunion", "ID", "card", "information", "payment", and "call" appear most

frequently in the complaint texts. This suggests that these are key

topics or themes that are common across many of the customer com-

plaints.

• Identification of Potential Issues: The prominent appearance of terms

like "payment", "call", and "information" could indicate potential is-

sues relating to payment processing, customer service interactions,

and information handling or reporting.

• Focus on Certain Products or Services: The presence of "transunion"

and "card" could signify that a significant portion of the complaints

pertain to credit card services or issues related to credit reporting (Tran-

sUnion is a credit reporting agency).

• Frequent Customer Actions or Feelings: Words like "pay", "receive",

"loan", "time", "would", "make" are also common, suggesting they are

significant in the context of these complaints. These words might in-

dicate common actions taken by customers (like making a payment

or receiving a loan), or could express feelings or intentions ("would",

"make").

• Need for Deeper Analysis: While these high-level observations pro-

vide some insights, further analysis could be beneficial to understand

the context around these words and to uncover more complex themes

or sentiment in the complaint texts. For instance, topic modeling or

sentiment analysis could be applied to further explore the data.
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Data

Figure 2.1: WordCloud object from our data with the most frequently occur-
ring words.

Figure 2.2: Bar plot of the 30 most frequently occurring words.

This type of analysis provides an overview of the data and helps to iden-

tify keywords and potential themes. However, for a deeper understanding

of the topics, more advanced text mining techniques will be needed.
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2.3 Data preparation for analysis including motivation

2.3 Data preparation for analysis including moti-

vation

The following section will briefly explain the procedure followed for the

preparation of the data:

1. Data Loading and Initial Pre-processing

- The raw data was loaded from a CSV file, with the ’complaint ID’ col-

umn set as the index, and the ’Consumer complaint narrative’ column

was renamed as ’complaint’. This resulted in a dataset with 3,668,628

rows and 17 columns.

Figure 2.3: This is how data looks like before pre-processing step.

- To simplify and streamline the dataset, all the rows with missing data

(’NaN’ values) in the ’complaint’ column were dropped and removed

duplicates. This resulted in a cleaned dataset with 1,142,509 rows and

1 column.

- Due to resource constraints, 10% of the cleaned dataset was ran-

domly sampled using a seed for reproducibility, reducing the dataset

size to approximately 114,250 rows. [10] [11]

2. Text Preprocessing and Cleaning

This step involved the use of the "preprocess_text" function, which
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performs the following tasks:

- It first removes all special characters and numbers from the text,

keeping only alphabetic characters.

- It tokenizes the text into individual words for further processing.

- It assigns part-of-speech tags to each token. This information is used

in the next step.

- It lemmatizes each token based on its part of speech, converting

words to their base form (e.g., ’running’ to ’run’). The WordNetLem-

matizer from NLTK is used for this task, which can enhance the accu-

racy of subsequent text analysis by reducing the dimensionality of the

data and consolidating similar words.

- It removes stop words, which are common words like ’the’, ’is’, ’in’,

etc., that typically don’t carry much meaningful information. Both

NLTK’s list of English stop words and a custom list of additional stop

words including the top 3 words with a huge difference in the num-

ber of appearances compared to the rest of the words (’xx’, ’xxxx’,

’xxxxxx’, ’xxxxxxxx’, ’xxxxxxxxxxxx’, ’account’, ’report’, ’credit’) are

used. This helps focus the analysis on the words that are likely to be

most relevant to the complaints.

- It filters out any tokens that are less than 2 characters long, further

refining the data.

- Finally, it rejoins the processed tokens into a single string of text,

removes any extra spaces, and returns the cleaned and pre-processed

text.

The ’preprocess_text’ function is a critical component of this analysis.

It prepares the raw complaint texts for subsequent analysis by converting

them into a more manageable and interpretable form. This process, often

referred to as ’text normalization’, enhances the effectiveness of the text min-

ing techniques that will be applied later, by reducing noise, homogenizing

the text, and highlighting the terms that are likely to be most informative.

[12] [13] The code of data cleaning is detailed in Appendix, Chapter A.1.1
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2.4 Ethical and legal considerations of the data

Figure 2.4: This is how data looks like after pre-processing step.

2.4 Ethical and legal considerations of the data

The dataset derived from customer complaints in the banking sector. Han-

dling such data does come with its share of ethical and legal considerations.

• Data Privacy and Anonymity: One of the foremost ethical and legal

concerns when dealing with customer complaints is respecting the pri-

vacy of the individuals involved. Even though personally identifiable

information (PII) from the dataset is removed, it is crucial to ensure

that none of the complaints can be traced back to the individuals who

submitted them. Data anonymization is not only an ethical require-

ment but also a legal one under various data protection regulations

such as the General Data Protection Regulation (GDPR) in the EU and

the California Consumer Privacy Act (CCPA) in the United States. [14]

• Data Quality and Integrity: As with any dataset, there are ethical

considerations related to data quality and integrity. Inaccurate data,

whether due to errors in collection or intentional manipulation, can

lead to faulty conclusions. The data should therefore be verified to the

extent possible to ensure its accuracy and completeness. [15]

Regarding each potential concern outlined above, comprehensive mea-

sures have been undertaken to mitigate any associated risks in this study.

Specifically, in terms of Data Privacy and Anonymity, this study has been

carefully designed to utilize only the textual content of each complaint,

without any direct or indirect reference to the individuals who lodged them.

This ensures a high degree of anonymity and privacy in the data utilized,
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which aligns with various data protection regulations such as the General

Data Protection Regulation (GDPR) and the California Consumer Privacy

Act (CCPA).

As for the concern related to Data Quality and Integrity, it is essential

to note that the sheer volume of data involved, coupled with meticulous

data cleaning processes, is likely to minimize any potential inaccuracies or

discrepancies. During the data cleaning and preparation phase, particular

attention was given to removing duplicate entries, handling missing values,

and ensuring the overall reliability and completeness of the dataset. Thus,

any potential threats to data integrity and subsequent analysis are greatly

reduced, and the results derived from this data are likely to be accurate and

reliable.
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3. Method

3.1 Translation of the research question to a data

science question

The vast complexity of financial complaint data presents a unique challenge

for data scientists. The ability to classify and understand this data can yield

significant insights and guide decision-making processes in financial insti-

tutions. The aim of this thesis is the transition from a broad research query

to a specific data science question, trying to quantitatively address these

challenges.

The key focus will be:

How do the performances of different embeddings methods (TF-IDF, Word2Vec,

Doc2Vec, and BERT) and topic modeling techniques (K-means, LDA, BERTopic,

and Hierarchical Clustering) compare when applied to the classification of com-

plaint data, based on various metric scores?

This targeted data science question provides a concrete framework for

the investigation, allowing to systematically explore, analyze, and compare

the effectiveness of various state-of-the-art techniques in handling complaint

data.

3.2 Motivated selection of methods for analysis

The choice to utilize unsupervised learning methods for the analysis of cus-

tomer complaints in the banking sector was principally motivated by the

nature of the data and the research question. Here’s why these methods,

namely KMeans, LDA, BERTopic and Hierarchical clustering are particu-

larly apt:
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• Handling Unstructured Data: Customer complaints are predominantly

unstructured text data. Traditional methods that handle structured

data are not well-equipped to analyze this type of data. Unsupervised

learning methods, especially those involving Natural Language Pro-

cessing (NLP) techniques, are designed to handle and derive insights

from unstructured text data. They can process and analyze large vol-

umes of text, identify patterns, and interpret the sentiment behind the

complaints.

• Scalability: The large volume of customer complaints requires a scal-

able solution. KMeans, LDA, BERTopic and Hierarchical clustering

are scalable unsupervised learning techniques that can handle large

datasets and provide real-time insights. [16]

• Discovering Hidden Patterns: The research question entails identify-

ing underlying patterns and themes in the complaints. Unsupervised

learning methods, not relying on pre-labeled data, excel at detecting

hidden patterns and structures within the data. KMeans and Hierar-

chical clustering can classify complaints into different groups based on

similarities, while LDA and BERTopic can discover underlying topics

in the data. This reveals common issues that customers face, providing

actionable insights. [17]

• Flexibility of Cluster Analysis: Both Hierarchical clustering and DB-

SCAN provide additional flexibility in understanding data structure.

Hierarchical clustering provides a dendrogram that gives an intuitive

understanding of the data clusters and how they merge, offering in-

sights at various levels of granularity. DBSCAN, on the other hand,

can discover clusters of various shapes and sizes and is adept at han-

dling noise in the data. [18] [19]

• Advancements in NLP: The evolution of NLP, especially in terms of

transformer-based models like BERT, has led to more sophisticated

unsupervised techniques like BERTopic. These advanced models can

capture the context between words and provide more accurate and

insightful topic extraction from the text. [20]
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3.2 Motivated selection of methods for analysis

Given the nature of the data and the research question, unsupervised

learning methods like KMeans, LDA, BERTopic and Hierarchical clustering

are appropriate. They facilitate a comprehensive exploration of the data,

ultimately revealing actionable insights for the banking sector.

• KMeans: Scalability and Efficiency. Considering the large size of cus-

tomer complaint dataset, KMeans is an efficient method to quickly

segment the complaints into various clusters, given its low compu-

tational cost. It could help identify major areas of customer dissatis-

faction based on the clustering of similar complaint texts. [21]

• LDA (Latent Dirichlet Allocation): Topic Discovery and Assignment.

Given that customer complaints could be on a variety of issues, LDA

could be a useful tool to automatically discover underlying topics within

the complaint dataset. The model could assign multiple topics to each

complaint, thus providing a multifaceted view of the issues customers

are facing. [5]

• BERTopic: Semantic Coherence. In a customer complaint dataset, it

is essential to capture the contextual semantics of words as the same

words could mean different things in different contexts. BERTopic

uses BERT embeddings to achieve this, which could lead to the dis-

covery of more interpretable and semantically coherent topics. [22]

• Hierarchical Clustering: Flexibility in Determining Number of Clus-

ters. Given the lack of prior knowledge about the number of distinct

categories of complaints in your dataset, hierarchical clustering could

be a proper choice. This method would give the opportunity to visu-

ally inspect the dendrogram and decide on an appropriate number of

clusters based on the dataset’s structure. [23]

• DBSCAN (Density-Based Spatial Clustering of Applications with

Noise): Detection of Outliers and Handling Arbitrary Shapes. Cus-

tomer complaint data can have outliers (for example, complaints that

are not common) and clusters of arbitrary shapes. DBSCAN, being a

density-based method, can effectively detect these outliers and handle

clusters of various shapes and densities, providing a more nuanced
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view of the data. [19]

3.3 Motivated settings for selected methods

The choice of parameters and settings for the selected methods was strongly

influenced by the nature of the dataset and the goal of analysis. The pri-

mary objective was to categorize the bank’s customer complaints into co-

herent clusters, thereby assisting the banking institution in recognizing and

addressing common complaints.

Feature extraction methods, such as TF-IDF, BERT embeddings, Word2Vec,

and Doc2Vec, were utilized to transform the text data into a numerical for-

mat, suitable for use by the algorithms.

Feature Extraction:

• TF-IDF (Term Frequency - Inverse Document Frequency): This statis-

tic determines a word’s importance within a document in a corpus.

The TF-IDF value increases with a word’s frequency in a document

but decreases with its occurrence in the corpus, allowing for handling

common words. It is beneficial for large text data as it assigns higher

weight to document-specific terms, transforming the data into a ma-

trix usable by algorithms like KMeans. Therefore, TF-IDF is effective

for managing large textual datasets and identifying word significance

within a document and across the corpus. This technique was applied

using TfidfVectorizer from sklearn’s feature_extraction module. The

min_df parameter was set to 50, meaning that a word will be consid-

ered only if it appears in at least 50 documents. This method returns a

matrix where each row represents a document and each column rep-

resents a term. The value in each cell represents the importance of the

term in the document. [24]

• BERT Embeddings: BERT, an acronym for Bidirectional Encoder Rep-

resentations from Transformers, is a pre-training technique used in

natural language processing that relies on a transformer-based ma-

chine learning model. A key feature of BERT is its ability to generate
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3.3 Motivated settings for selected methods

contextual embeddings, implying that the same word can have vary-

ing embeddings contingent on its context. This feature allows BERT

to accurately capture the context in which words appear, making it

particularly suitable for tasks involving complex language structures,

such as customer complaints. By comprehending the semantic impli-

cations of words in different contexts, BERT facilitates the creation of

embeddings that serve as meaningful input for clustering algorithms,

thereby contributing to a more effective analysis of textual data. The

BERT model was loaded using the SentenceTransformer function with

the ’bert-base-nli-mean-tokens’ and ’all-MiniLM-L6-v2’ model. The

embeddings were then generated using the encode function. These

embeddings provide context-aware representations for each sentence.

[20]

• Word2Vec: Word2Vec is a shallow, two-layer neural network model

that is designed to produce word embeddings. Its functionality is

based on the prediction of each word within a certain context window,

and through this process, it learns to create vector representations for

words. For our task, Word2Vec has been employed to comprehend

and encode the meanings of words based on their context within cus-

tomer complaints. This model’s strength lies in its ability to encapsu-

late semantic and syntactic similarities between words, which allows

it to generate meaningful input for clustering algorithms. Through

this method, we can better understand the patterns and themes within

the complaints. The Word2Vec model was trained using Gensim’s

Word2Vec function. The embeddings were generated by taking the

average of the embeddings of all the words in each sentence. [25] [26]

• Doc2Vec: Doc2Vec is an extended model of Word2Vec, specifically de-

signed to represent not only individual words, but entire documents.

In addition to Word2Vec’s word vectors, Doc2Vec incorporates an ex-

tra vector for paragraphs or documents. For our use-case, Doc2Vec has

been applied to establish a numerical representation of the complete

complaints, effectively capturing the associations among words and

the collective semantic implication of each complaint. This method
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is particularly beneficial as it regards the whole complaint as a sin-

gular context, providing a more comprehensive perspective for our

dataset. Consequently, these generated document vectors offer signif-

icant insights for further processing. In our case, the documents were

tokenized and each document was tagged with a unique identifier.

The Doc2Vec model was then trained using these tagged documents.

The vector_size, min_count, window, and seed parameters were set

according to the requirements. The embeddings were then extracted

using the infer_vector function. [27]

The code of feature extraction for each method is detailed in Appendix,

Chapter A.1.2

Evaluation Metrics:

• Coherence Score: Coherence Score is a metric used to evaluate the

quality and interpretability of topics generated by topic modeling al-

gorithms, such as LDA (Latent Dirichlet Allocation). It measures the

degree of semantic similarity between words within a topic by consid-

ering their co-occurrence patterns. A higher coherence score indicates

that the words in a topic are more closely related and provide a clearer

and more meaningful representation of the underlying theme. Coher-

ence Score helps in selecting the optimal number of topics and assess-

ing the overall quality of topic models. The range of Coherence Score

values typically falls between 0 and 1, with higher values indicating

better coherence. However, it’s important to note that the exact range

can vary depending on the specific implementation and calculation

method used. [28]

• Silhouette Score: The Silhouette Score is a measure of how well each

sample in a cluster is assigned to its own cluster compared to other

clusters. It ranges from -1 to 1, where a score close to +1 indicates that

the samples are well-clustered, with clear separation between clusters,

while a score close to 0 indicates overlapping clusters or ambiguous

assignments. Lastly, a score close to -1 indicates that the samples may

have been assigned to the wrong clusters.
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3.3 Motivated settings for selected methods

Figure 3.1: This is the formula of Coherence score metric.

The Silhouette Score can help evaluate the quality of clustering results,

with higher scores indicating better-defined clusters. However, it is

important to consider domain-specific knowledge and interpretability

when assessing the practical significance of the Silhouette Score. Last

but not least, it is generally used as a relative measure to compare

different clustering algorithms, parameter settings, or datasets. [29]

[30] [31]

Figure 3.2: This is the formula of Silhouette score metric.

• Calinski-Harabasz Score: The Calinski-Harabasz Score, also known

as the Variance Ratio Criterion, is a measure of the compactness and

separation of clusters. It evaluates how well the data points are grouped

into clusters by considering the ratio of the between-cluster dispersion

to the within-cluster dispersion.

The Calinski-Harabasz Score ranges from zero to positive infinity, where:

- A higher score indicates better-defined and well-separated clusters. -
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A lower score suggests overlapping clusters or insufficient separation

between clusters.

Similar to the Silhouette Score, the Calinski-Harabasz Score is used

as a relative measure for comparing clustering algorithms, parameter

settings, or datasets. It is important to note that the interpretation of

the score may vary depending on the specific problem domain and the

characteristics of the dataset. [32] [31]

Figure 3.3: This is the formula of Calinski-Harabasz score metric.

Methods:

• KMeans Clustering: KMeans is a centroid-based clustering algorithm

that assigns data points to the nearest centroid iteratively until stable

clusters are formed. The optimal number of clusters is determined us-

ing the elbow method and the KneeLocator function, which identifies

the "elbow" point in the inertia plot. The quality of clustering and hy-

perparameter selection is evaluated using the Silhouette Score and the

Calinski-Harabasz Index.

The same process is applied to different feature representations: TF-

IDF, BERT embeddings, Word2Vec, and Doc2Vec. For each feature set,

the elbow method is used to determine the number of clusters, fol-

lowed by KMeans clustering with evaluation metrics calculated. The

KMeans algorithm is initialized with ’k-means++’ and 300 maximum

iterations for all clustering tasks.

By following this approach, we were able to perform KMeans cluster-
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3.3 Motivated settings for selected methods

ing on different feature representations and assess their quality using

the Silhouette Score and Calinski-Harabasz Index as evaluation met-

rics. [33] [34]

The code of k-Means process is detailed in Appendix, Chapter A.1.3

Figure 3.4: k-Means clustering.

• LDA (Latent Dirichlet Allocation): LDA is a generative probabilistic

model used primarily in Natural Language Processing to automati-

cally classify documents into topics. It achieves this by identifying

patterns of word occurrence and assuming that each document is a

mixture of a certain number of topics, where a topic is characterized

by a distribution over words.

- LDA with Bag-of-words: The function coherence_values calculates

coherence values of LDA models with different parameters, indicating

topic quality. It trains various LDA models, compares their coherence

scores using multiple cores for efficiency, and stores them in lists. Bag-

of-Words inputs are utilized, and the best model is selected based on

highest coherence, retrained, and its topics printed.

- LDA with TF-IDF: The same function is reused, using TF-IDF rep-

resentations this time. The process remains the same: train various

models, select the optimal one with the highest coherence.

- LDA with Word2Vec: Again, the same function is applied, using

Word2Vec representations. Word2Vec is used to convert documents
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for Gensim compatibility. The process is repeated: train various mod-

els, select the optimal one with the highest coherence.

Note that in all of these cases, there is use of an approach called "grid

search" to find the best hyperparameters (alpha, beta, and the number

of topics). This involves training a model for each possible combina-

tion of hyperparameters within a specified range, and then selecting

the combination that gives the best performance according to some

metric (in this case, coherence).

Also, LDA model is not typically applied directly on BERT or Doc2Vec

embeddings. These embeddings are high-dimensional and continu-

ous, whereas LDA is designed for use with discrete count data (like

word counts or TF-IDF scores). [35] [36]

The code of LDA process is detailed in Appendix, Chapter A.1.4

Figure 3.5: Topic Modeling and Latent Dirichlet Allocation (LDA) using Gen-
sim.

• BERTopic: The code applies BERTopic for topic modeling, utilizing

transformers, UMAP for dimensionality reduction, and HDBSCAN

for clustering to identify topics in a text corpus. Steps, parameters,

and settings include:

- SentenceTransformer: First, a SentenceTransformer model is used to

transform each sentence in the dataset into a high-dimensional vector.

This is a type of word embedding that represents the semantic mean-

ing of the sentence.

- bert-base-nli-mean-tokens: This is a model trained on the task of
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Natural Language Inference (NLI), where the model has to determine

whether a given hypothesis is true, false, or undetermined based on

a given premise. In this particular case, the original BERT model is

used with base size (i.e., bert-base). It is trained on several large-scale

NLI datasets and then fine-tuned to generate sentence embeddings.

The "mean-tokens" part signifies that the embeddings of all tokens are

averaged to obtain the final sentence embedding.

- all-MiniLM-L6-v2: MiniLM is a smaller and faster variant of the orig-

inal BERT model. It is designed to provide comparable performance

to larger models while being more computationally efficient. The "L6"

refers to the fact that the model has six transformer layers, which is

fewer than the 12 or 24 layers that are commonly found in BERT mod-

els. The smaller size of the model makes it faster to use and requires

less memory. The "all" part signifies that the model has been trained on

multiple languages, and "v2" indicates that this is the second version

of the model.

- UMAP Model: The high-dimensional sentence embeddings are then

fed into UMAP, a dimensionality reduction technique. UMAP reduces

the dimensionality of the data, preserving the neighborhood relation-

ships between data points, meaning that sentences with similar mean-

ings stay close together in the reduced space.

- HDBSCAN: HDBSCAN is then used to cluster the reduced embed-

dings, effectively grouping sentences that have similar meanings to-

gether. Parameters min_cluster_size and min_samples dictate small-

est cluster size and core point sample requirements.

- TfidfVectorizer: In addition to the embeddings, the sentences are also

represented using TF-IDF, which transforms the text into a matrix of

TF-IDF features. This allows the model to consider both the semantic

meaning of the sentences (from the embeddings) and the actual words

used in the sentences.

- BERTopic: All of the above components are used to create a BERTopic

model. The model is then fitted to the data, which consists of a series
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of complaints.

- Fit and Transform: BERTopic fits to the data and transforms it into

topics and associated probabilities.

- Coherence Score Calculation: Coherence score from gensim’s Coher-

enceModel measures topic quality, higher scores indicating more co-

herent topics. [37] [38]

The code of BERTopic process is detailed in Appendix, Chapter A.1.5

Figure 3.6: Topic Modeling with BERTopic.

• Hierarchical Clustering: Hierarchical clustering creates a hierarchy of

clusters with a dendrogram, a tree-like diagram. The code implements

it using BERT, Word2Vec, TF-IDF and Doc2Vec embeddings. Here are

the key steps:

- Hierarchical Clustering: Leveraging the ’fastcluster’ library, the code

performs hierarchical clustering on the sentence embeddings using

Ward’s method. This method minimizes within-cluster variance, thus

ensuring that sentences within the same cluster are as similar as pos-

sible.

- Dendrogram Visualization: A dendrogram is created to visualize the

hierarchical clustering results. The dendrogram is a tree-like diagram

that showcases the nested grouping of sentences and the distance at

which groupings merge, offering a clear insight into the cluster forma-

tion.

- Finding Optimal Clusters: The optimal number of clusters yield the

highest silhouette score and it is based on the dendrogram.

- Forming Clusters: From the hierarchical clustering, a predetermined
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optimal number of clusters are extracted.

- Clustering Quality Assessment: To assess the quality of the cluster-

ing, Silhouette Score and Calinski-Harabasz Score are calculated.

- t-SNE Visualization: The high-dimensional BERT embeddings are

reduced to two dimensions using t-SNE for visualization purposes.

This reduction allows for the plotting of clusters in a two-dimensional

space, where each cluster is represented with a unique color.

- Analyzing Cluster Content: For each formed cluster, the code tok-

enizes the sentences and counts the frequency of each token (word).

By reporting the 15 most common words in each cluster, the analysis

provides a means to interpret and understand the thematic content of

each cluster.

The code executes the same steps for each of four embedding types:

BERT (bert_embeddings), Word2Vec (word2vec_embeddings), TF-IDF

(X_tf_idf) and Doc2Vec (doc_vectors). In each case, each row of the

input matrix corresponds to the chosen representation of a sentence.

While the overall clustering process remains the same, the resulting

clusters differ due to the distinct features encapsulated by each type

of embedding. [39] [40]

The code of Hierarchical clustering process is detailed in Appendix, Chap-

ter A.1.6

Figure 3.7: Hierarchical clustering dendrogram.
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Hyperparameters

Hyperparameter tuning is guided by these scores: the coherence score

guides the selection of the number of topics in LDA, while the silhouette

score and Calinski-Harabasz score guide the selection of the number of

clusters in the rest algorithms. The optimal parameters give the highest

coherence/silhouette/Calinski-Harabasz score, indicating better topic clus-

tering/representation.

The code runs on multiple representations of the text data and selects the

configuration with the best evaluation metrics. This gives a comprehensive

understanding of the text data by viewing it from different perspectives.

More specifically:

The alpha and beta parameters are hyperparameters that are used in the

Latent Dirichlet Allocation (LDA) algorithm.

Alpha is a parameter of the Dirichlet prior on the per-document topic

distributions. In the context of LDA, when alpha is higher, the documents

are assumed to be made up of a mixture of most of the topics, and not any

single topic specifically. A low value of alpha means that a document is

likely to contain a mixture of just a few of the topics.

Beta, on the other hand, is a parameter of the Dirichlet prior on the per-

topic word distribution. A high beta-value means that each topic is likely to

contain a mixture of most of the words, and not any word specifically, while

a low value means that a topic may contain a mixture of just a few of the

words. [5]

In the code, the alpha and beta parameters are used in the coherence_-

values function to train the LDA model with different configurations. The

aim is to find the combination of alpha, beta, and number of topics that

results in the LDA model with the highest coherence score.

For each combination of alpha and beta values within the provided range

(0.01 to 1 with a step of 0.3), an LDA model is trained and its coherence score

is calculated. The LDA model configuration that gives the highest coherence

score is considered optimal and is used for the final LDA model training.
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This is part of the hyperparameter tuning process where various param-

eters are tested to find the most optimal model configuration. The alpha

and beta parameters were adjusted to achieve better model performance in

terms of topic coherence. By doing so, our aim is to find a model that gen-

erates more meaningful and interpretable topics.

Hierarchical clustering was performed on BERT embeddings, Word2Vec

embeddings, Doc2Vec embeddings, and TF-IDF vectors. The following pa-

rameters and settings were used [25] [26]:

- The linkage method used was ’ward’, which minimizes the variance of

the distances between the clusters.

- The number of clusters was tuned by trying different values (from 4 to

8) and choosing the one that maximizes the silhouette score.

- The clusters were formed from the linkage matrix using the fcluster

function. The number of clusters to form and the criterion ’maxclust’ were

given as inputs to this function.

Figure 3.8: The dendrogram visualizes the hierarchical clustering of docu-
ments.

Challenges in selecting the evaluation metrics

In the realm of unsupervised learning, and particularly in the domain of
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clustering, the challenge of selecting an apt evaluation metric is consider-

ably pronounced. Unlike supervised learning models, which hold the ad-

vantage of straightforward accuracy measures, unsupervised models lack a

definite "ground truth" for comparison. This renders the process of model

evaluation rather “foggy”, obliging us to resort to certain proxy metrics

to perform hyperparameter optimization and model comparison. For the

task at hand, the selected proxy metrics are the Coherence Score, Silhouette

Score, and Calinski-Harabasz Score. However, it’s imperative to acknowl-

edge the innate limitations each of these carries.

• Coherence Score: This metric has proven its effectiveness in topic

modeling, predominantly evaluating the quality of the words in each

topic cluster. It quantifies the degree of semantic similarity between

high scoring words within a topic. Despite its popularity, one of the

major drawbacks of the Coherence Score is its dependency on a good

quality and appropriate word embedding model, as its performance

can substantially deviate with poor or incompatible embeddings. Also,

this score can sometimes lead to selecting over-specific or over-generic

topics as the "best" ones. [41]

• Silhouette Score: The Silhouette Score offers a compact graphical rep-

resentation of how well each object lies within its cluster. It’s a mea-

sure of how similar an object is to its own cluster compared to other

clusters. Despite its intuitiveness, the Silhouette Score carries some

limitations. One of its significant drawbacks is its bias towards con-

vex clusters, making it less effective with complex-shaped or density-

based clusters. Moreover, this score can be computationally expensive

for large datasets. [42] [43]

• Calinski-Harabasz Score: Also known as the Variance Ratio Criterion,

this score is a ratio of the between-clusters dispersion mean and the

within-cluster dispersion. Higher scores correspond to better-defined

clusters. However, this score assumes the clusters to be convex and

isotropic, which might not always hold true. It also expects clusters

to be of similar sizes, hence can be biased towards larger clusters. [32]
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[44]

In conclusion, while these metrics have their strengths, they are not without

flaws. It is pivotal to consider these limitations when interpreting the results

and to bear in mind that they are only heuristics, which may not perfectly

align with the actual model’s effectiveness in real-world applications.

31



4. Results

4.1 Selected analysis results

4.1.1 K-Means

Comparing the results, it can be observed that K-means with Word2Vec em-

beddings achieved the highest Silhouette Score (0.10) and Calinski-Harabasz

Index (18127.97), indicating better cluster separation and dense clusters. K-

means with BERT embeddings also achieved relatively good results with a

Silhouette Score of 0.071 and a Calinski-Harabasz Index of 7828.50.

On the other hand, K-means with TF-IDF and K-means with Doc2Vec

embeddings yielded lower Silhouette Scores and Calinski-Harabasz Index

values, indicating less distinct clusters and lower cluster density.

Overall, K-means with Word2Vec embeddings showed the most promis-

ing results, suggesting that the Word2Vec representations captured mean-

ingful patterns and structures in the complaint data.

Based on the top 15 words for each cluster, we can try to identify possible

topics or themes associated with each cluster in the K-means models with

Word2Vec and BERT embeddings. Here’s an overview of the possible topics

for each cluster:

K-means with Word2Vec embeddings:

• Cluster 0: This cluster seems to be related to customer complaints

about receiving or not receiving certain information, such as account

balances, inquiries, or identity-related issues.

• Cluster 1: This cluster appears to be associated with banking transac-

tions, including issues related to payments, addresses, and contacting

the bank.
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• Cluster 2: This cluster suggests complaints regarding inquiries, bal-

ances, and reporting issues, possibly related to credit cards or financial

accounts.

• Cluster 3: This cluster might be related to debt-related complaints,

including issues with debt collection, consumer rights, and disputes.

• Cluster 4: This cluster seems to involve complaints about banking

services, including charges, customer service interactions, and related

matters.

Figure 4.1: t-SNE visualization of clusters generated by k-means with
Word2Vec embeddings.

K-means with BERT embeddings:

• Cluster 0: This cluster appears to involve complaints related to specific

industries or entities, such as affiliations, branches, and chapters.

• Cluster 1: This cluster suggests complaints about allocated resources

or arbitrary decisions made by entities.
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• Cluster 2: This cluster seems to involve complaints about communi-

cation issues, possibly related to customer service or support.

• Cluster 3: This cluster might be associated with inquiries or disputes

related to charges, credit, or debt collection.

• Cluster 4: This cluster appears to involve complaints related to iden-

tity theft, fraud, or unauthorized activities.

Figure 4.2: t-SNE visualization of clusters generated by k-means with BERT
embeddings.

4.1.2 LDA

Latent Dirichlet Allocation (LDA) was applied to complaints data using Bag

of Words (BoW), TF-IDF, and Word2Vec embeddings. The LDA model was

evaluated with the coherence score to determine optimal parameters and

topics.

BoW representation provided a coherence score of 0.49 with 7 topics.

These topics appear related to loans and payments, with common words
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like "loan," "payment," "bank," "call," and "information." Optimal alpha and

beta parameters were both 0.31.

TF-IDF representation provided a coherence score of 0.53 with 12 topics.

This representation produced a larger number of topics, with less frequent

and specific words such as "mailbox," "unacceptable," and "capitalized."

Word2Vec provided a coherence score of 0.50 with 7 topics. This ap-

proach resulted in a more diverse topic range, including debt, payment,

reporting, and consumer rights.

In conclusion, LDA model’s optimal configuration and the interpretabil-

ity of the topics depend on the text representation choice. BoW produced

the highest coherence score, TF-IDF resulted in more nuanced topics, and

Word2Vec captured a greater diversity of themes. These findings offer in-

sight into the primary complaints found in the data, useful for guiding cus-

tomer satisfaction improvement strategies.

Word2Vec model:

• Topic 0: Revolves around customer communication and disputes.

• Topic 1: Related to debt disputes.

• Topic 2: Deals with legal aspects of consumer rights.

• Topic 3: About issues with balances, payments, and disputes.

• Topic 4: Revolves around loans and mortgages, with communication

aspects.

• Topic 5: About banking services, payment issues, and potential prob-

lems.

• Topic 6: Relates to debt collection, banking services, and potential le-

gal issues.
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Figure 4.3: Intertopic Distance Map visualizing the topics generated by LDA
with word2vec.

BoW model:

• Topic 0: Discusses filing claims with banks.

• Topic 1: Deals with loans, payments, and communication.

• Topic 2: Concerns late payment issues.

• Topic 3: Discusses communication and payment issues with banks.

• Topic 4: Relates to bank or credit card issues.

• Topic 5: Involves debt collection practices.

• Topic 6: Related to reporting issues or legal aspects in the financial

sector.
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Figure 4.4: Intertopic Distance Map visualizing the topics generated by LDA
with Bag-of-Words.

TF-IDF model:

Topic 0-11: Topics seem disjointed while clear themes are not appearing

possibly due to infrequent term weighting.
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Figure 4.5: Intertopic Distance Map visualizing the topics generated by LDA
with TF-IDF.

4.1.3 BERTopic with DBSCAN

Based on the Silhouette Scores alone, the experiment using BERT embed-

dings with the "all-MiniLM-L6-v2" model with Silhouette Score: -0.099 demon-

strates a slightly better performance compared to the "bert-base-nli-mean-

tokens" model with Silhouette Score: -0.155. The observed difference in Sil-

houette Scores suggests that the clusters generated with the "all-MiniLM-

L6-v2" model exhibit improved separation and compactness, although it is

important to note that both scores remain negative, indicating that the clus-

ters may lack well-defined boundaries and clear separation.

The enhanced performance can be attributed to the utilization of the "all-

MiniLM-L6-v2" sentence embedding model, which captures more compre-

hensive semantic information and contextual understanding from the input

text data.

Comparing the generated topics between the two cases, it is evident

that the second experiment employing the "all-MiniLM-L6-v2" model yields
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more precise and distinctive topics. These topics exhibit a stronger focus

and delve into finer details concerning various financial aspects, including

credit reporting, specific banking institutions, loans, and legal procedures

such as bankruptcy. Moreover, the topics from the second experiment in-

corporate more representative terms that effectively describe the content

encapsulated within each cluster.

Figure 4.6: Visualization of topics with top words generated by BERTopic with
all-MiniLM-L6-v2.

It is worth noting that despite conducting multiple tests by adjusting the

parameters of UMAP (n_neighbors, n_components, min_dist) and HDB-

SCAN (min_cluster_size, min_samples), further enhancements in the re-

sults could not be achieved. This suggests that the chosen parameter values

already optimize the clustering performance given the characteristics of the

dataset.

4.1.4 Hierarchical clustering

By comparing the results of hierarchical clustering using different embed-

ding models, we can evaluate their performance based on the Silhouette

Score and Calinski-Harabasz Score. Here are the results:

• Hierarchical clustering with BERT embeddings:

- Silhouette Score: 0.027

- Calinski Harabasz Score: 4336.72
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• Hierarchical clustering with TF-IDF:

- Silhouette Score: 0.0047

- Calinski Harabasz Score: 790.07

• Hierarchical clustering with Word2Vec:

- Silhouette Score: 0.0704

- Calinski Harabasz Score: 15511.66

• Hierarchical clustering with Doc2Vec:

- Silhouette Score: -0.107

- Calinski Harabasz Score: 1414.08

Based on the evaluation scores, we can observe the following:

- Among the four models, hierarchical clustering with Word2Vec embed-

dings achieves the highest Silhouette Score of 0.0704. This indicates better-

defined and well-separated clusters compared to the other models.

- The Calinski-Harabasz Score is also highest for hierarchical clustering

with Word2Vec, with a score of 15511.66. This suggests that the clusters are

more compact and well-separated.

- Hierarchical clustering with BERT embeddings has a moderate Silhou-

ette Score of 0.0279 and a Calinski-Harabasz Score of 4336.72. It performs

better than the TF-IDF and Doc2Vec models but is inferior to the Word2Vec

model.
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Figure 4.7: The dendrogram visualizes the hierarchical clustering of word2vec.

Figure 4.8: t-SNE visualization of clusters generated by hierarchical clustering
with word2vec.

Referring to the generated topics, BERT embeddings seemed to highlight

more specific transactional aspects, like payment, loans, and bank interac-

tions, likely due to BERT’s superior understanding of contextual language

usage. Word2Vec, on the other hand, brought up themes that were slightly

broader, covering aspects like consumer interactions and reporting along
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with the financial transactions, indicating its more general semantic under-

standing. TF-IDF, known for its emphasis on identifying unique words, un-

veiled themes around rights violations, consumer protection, and identity

theft, showing its effectiveness in spotlighting less common but important

topics in the dataset.

In conclusion, based on the evaluation scores, hierarchical clustering

with Word2Vec embeddings yields the best results in terms of cluster sepa-

ration and compactness. It provides more distinct and well-defined clusters

compared to the other models. Thus, the results suggest that models such as

Word2Vec, which capture semantic relationships at the word level, are bet-

ter suited for clustering textual data compared to models like TF-IDF and

Doc2Vec.
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5.1 Answering the data science question

This study presents a comprehensive analysis on the performance of vari-

ous embedding methods (TF-IDF, Word2Vec, Doc2Vec, and BERT) and topic

modeling techniques (K-means, LDA, BERTopic, and Hierarchical Cluster-

ing) when applied to the classification of financial complaint data.

Notably, the integration of Word2Vec embeddings with K-means cluster-

ing methodology yielded the highest Silhouette Score and Calinski-Harabasz

Index. This underlines that Word2Vec coupled with K-means clustering suc-

cessfully demarcated well-defined and densely aggregated clusters, demon-

strating superior performance compared to other tested combinations. Al-

though K-means clustering paired with BERT embeddings also produced

respectable results, the performance metrics were not as impressive as the

combination with Word2Vec.

Meanwhile, K-means clustering implemented with TF-IDF and Doc2Vec

embeddings presented lower metric scores, indicating that the resulting

clusters were less distinctive and sparse. Similarly, during the application of

Latent Dirichlet Allocation (LDA), it was discovered that the choice of rep-

resentation (BoW, TF-IDF, Word2Vec) significantly influences the coherence

scores, hence affecting the interpretability of topics.

In an interesting turn of events, the application of BERTopic with DB-

SCAN and the "all-MiniLM-L6-v2" sentence embedding model surpassed

the performance of the "bert-base-nli-mean-tokens" model, as evident from

the higher Silhouette Scores despite the fact that both models resulted in bad

performance (negative Silhouette Scores). Hierarchical clustering combined

with Word2Vec embeddings outperformed the other combinations in terms

of Silhouette Score and Calinski-Harabasz Score, suggesting well-separated
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and compact clusters.

5.2 Answering the research question

The application of various NLP methods allowed for a nuanced and diverse

understanding of the financial complaint data. High-frequency terms iden-

tified included "complaint", "transunion", "ID", "card", "information", "pay-

ment", and "call". This finding underscores key themes persistently present

across customer complaints.

Furthermore, potential issues related to payment processing, customer

service interactions, and information handling were extrapolated based on

these recurring terms. Utilizing Word2Vec and BERT embeddings in con-

junction with K-means clustering permitted the identification of specific

themes tied to each cluster, facilitating a deeper comprehension of the na-

ture of customer grievances.

Moreover, the implementation of LDA using different text representa-

tions (BoW, TF-IDF, Word2Vec) unveiled a variety of topics. These encom-

passed areas like loans, payments, communication with banks, and debt col-

lection practices, illustrating the broad range of issues faced by customers.

Remarkably, BERTopic coupled with DBSCAN brought to light more pre-

cise and unique topics, which investigated finer details relating to various

financial aspects.

Hierarchical clustering offered insights into more specific transactional

aspects, such as payment, loans, and bank interactions when used with

BERT embeddings, or broader themes covering consumer issues when used

with Word2Vec embeddings.

Ultimately, the selection of the NLP method significantly impacts the

understanding and interpretation of financial complaint data. While certain

methods provided a macroscopic overview, others unearthed more detailed

and specific themes. Specifically, Word2Vec with K-means or Hierarchi-

cal Clustering, and BERTopic with the "all-MiniLM-L6-v2" model, surfaced

more useful and distinct insights into the nature of the customer complaints,
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demonstrating the utility of these approaches in the analysis of complaint

data.

5.3 Describing implications for the proper domain

setting

The analysis results offer valuable insights for the banking industry, provid-

ing the following strategies for improving customer satisfaction:

- Enhancing communication and transparency: Prioritize clear and effec-

tive communication with customers, ensuring timely and accurate informa-

tion about accounts, loans, and services. Improve communication channels

and responsiveness to customer queries or concerns.

- Credit card services and credit reporting: Pay attention to credit card

operations and accurate credit reporting. Implement proactive measures to

address customer concerns and provide reliable credit card services.

- Focus on customer experience: Utilize topic modeling insights to un-

derstand underlying complaint topics and issues. Develop strategies to en-

hance the overall customer experience, including targeted employee train-

ing, process improvements, and new service offerings based on identified

customer needs.

- Proactive fraud prevention: Invest in robust fraud detection and pre-

vention systems to protect customer accounts and personal information.

Take proactive measures to prevent fraud and enhance customer trust and

satisfaction.

- Continuous analysis and monitoring: Regularly analyze customer com-

plaints and monitor emerging trends or patterns. Implement feedback mech-

anisms, conduct customer surveys, and utilize advanced NLP techniques to

monitor customer sentiment and identify potential issues proactively.

By implementing these strategies, the banking industry can prioritize

customer-centric initiatives, streamline processes, and proactively address

customer concerns. This will ultimately lead to improved customer satis-
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faction, loyalty, and overall business success. [45]

5.4 Discussing ethical implications and consider-

ation

The analysis of customer complaints in the banking sector through natural

language processing techniques presents significant opportunities to gain

insights into customer experiences and improve overall customer satisfac-

tion. However, it is essential to acknowledge and address the ethical con-

siderations associated with such research.

The following three key ethical issues referring to the research and the

findings are examined in detail: bias and fairness, transparency and ac-

countability, and responsible use of findings. Each of these issues plays a

crucial role in ensuring the ethical conduct of the research and the responsi-

ble utilization of the results. By exploring these concerns and implementing

appropriate measures, this study strives to promote ethical practices and

uphold the rights and well-being of individuals involved in the dataset.

Bias and Fairness

In addressing the ethical concern of bias and fairness in this study, ex-

tensive measures were taken to mitigate potential biases in the analysis of

customer complaints. The selection of appropriate NLP methods, such as

careful consideration of embeddings and topic modeling techniques, aimed

to reduce biases and promote fairness in the analysis of the complaint data.

To further enhance fairness and transparency, the evaluation metrics used in

the study were chosen to provide a comprehensive assessment of different

models’ performances, considering various aspects of clustering and topic

coherence. [46] [47]

Transparency and Accountability

Transparency and accountability were key considerations throughout

the research process. Efforts were made to document and describe the method-

ologies, techniques, and tools employed in the analysis of customer com-
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plaints. This includes providing clear explanations of the chosen NLP meth-

ods, such as K-means, LDA, BERTopic and hierarchical clustering, and their

respective evaluations. Furthermore, the research findings were presented

in a manner that allows for easy interpretation and understanding by dif-

ferent stakeholders, such as banking industry professionals and regulators.

By providing detailed insights into the clustering results, topic models, and

associated metrics, this study aims to foster transparency and facilitate dis-

cussions on the findings and their implications. [48] [49]

Responsible Use of Findings

The responsible use of the research findings was of paramount impor-

tance in this study. The insights gained from analyzing customer complaints

in the banking sector should be used to drive positive change and improve-

ments in customer satisfaction. These findings can serve as a valuable re-

source for banking institutions to identify pain points, address recurring

issues, and enhance their services and processes. However, it is crucial to

consider the ethical and legal implications of implementing any changes

based on these findings. Decisions and actions taken by the banking in-

dustry should prioritize the well-being and rights of their customers, while

adhering to applicable data protection and privacy regulations. Responsible

data governance practices, including obtaining informed consent, ensuring

data security, and maintaining transparency, should be upheld when utiliz-

ing the research findings for customer satisfaction improvement strategies.

[50]

Overall, this study has endeavored to address the ethical considerations

associated with customer complaint analysis in the banking sector, paving

the way for meaningful research outcomes that prioritize ethical practices

and respect the rights and privacy of individuals.

5.5 Limitations

Every research study has its limitations, and it is important to acknowledge

them to provide a comprehensive understanding of the scope and potential

47



Conclusion

constraints of the findings. In the context of this thesis, several limitations

should be considered, including the processing time required for the analy-

sis and the challenges associated with selecting appropriate evaluation met-

rics for unsupervised learning.

One important limitation to consider is the significant processing time

required for the analysis. Working with a sizable dataset, even after reduc-

ing it to a 10% sample, led to considerable computational overhead. The

substantial computational demands of the analysis should be taken into ac-

count when considering the practicality of applying these models to larger

datasets or real-time systems. The lengthy processing time required for cal-

culations and modeling can hinder the scalability and efficiency of the pro-

posed methods. Balancing accuracy and processing time becomes a critical

trade-off, requiring careful consideration. Efforts should be made to opti-

mize the algorithms, leverage computational resources, and explore parallel

processing techniques to reduce the computational burden. By addressing

these challenges, the models can become more feasible and applicable in

real-life scenarios.

Furthermore, another limitation lies in the selection of appropriate eval-

uation metrics for unsupervised learning, specifically in the context of clus-

tering. Unlike supervised learning models, unsupervised models lack a

definitive "ground truth" for comparison. Therefore, proxy metrics are uti-

lized for hyperparameter optimization and model comparison. In this the-

sis, the Coherence Score, Silhouette Score, and Calinski-Harabasz Score were

chosen as evaluation metrics. However, it is important to recognize the lim-

itations associated with these metrics. For instance, the Coherence Score

heavily depends on the quality and suitability of the word embedding model,

which can lead to misleading results with poor or incompatible embed-

dings. The Silhouette Score may exhibit limitations when dealing with complex-

shaped or density-based clusters, and it can be computationally expensive

for large datasets. The Calinski-Harabasz Score assumes convex and isotropic

clusters, which may not always hold true in real-world data. Awareness of

these limitations is crucial when interpreting the results and considering the

practical implications of the clustering outcomes.
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While the limitations related to processing time and evaluation metrics

should be acknowledged, they do not invalidate the overall findings and

recommendations of this thesis. It is essential to be aware of these limita-

tions and approach the results with a critical mindset. By leveraging the

insights and strategies presented in this thesis while accounting for these

limitations, the banking industry can make significant strides towards im-

proving customer satisfaction and enhancing overall business success.

5.6 Future work

The limitations identified in this thesis open up avenues for future research

and improvement in the field of customer complaint analysis in the banking

industry. Here are some potential areas for further investigation:

- Evaluation Metrics Enhancement: As unsupervised learning models

lack a definitive ground truth, there is a need for the development of more

robust and reliable evaluation metrics for clustering tasks. Future research

could explore the design of metrics that capture the intrinsic characteristics

of different types of clusters, including non-convex or density-based clus-

ters. Additionally, investigating ensemble-based or consensus-based evalu-

ation methods could provide a more comprehensive and reliable assessment

of clustering performance. It is essential to continue the exploration and re-

finement of evaluation metrics to ensure accurate and meaningful evalua-

tion of clustering algorithms.

- Integration of Real-time Data: While the analysis in this thesis focused

on a static dataset of customer complaints, future work could explore the in-

tegration of real-time data sources, such as social media feeds or online cus-

tomer interactions. By incorporating real-time data, researchers and practi-

tioners can gain more timely insights into customer sentiments and emerg-

ing issues. This could enable banks to proactively address customer con-

cerns, enhance service offerings, and improve overall customer satisfaction

in a dynamic and rapidly evolving environment.

- Contextual Analysis: This thesis primarily focused on the analysis of
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customer complaints in a general sense. Future research could delve deeper

into the contextual analysis of complaints, considering factors such as cus-

tomer demographics, geographical location, or specific product or service

categories. Understanding the nuances and variations in customer com-

plaints across different contexts can provide more targeted and tailored strate-

gies for improving customer satisfaction and addressing specific pain points.

By exploring these avenues for future work, researchers can overcome

the limitations identified in this thesis and further enhance the effectiveness

and applicability of customer complaint analysis in the banking industry.

These advancements can contribute to the development of more accurate,

efficient, and actionable insights for banks to better serve their customers

and optimize their operations.

50



A. Appendix

A.1 Annotated scripts and results of analyses and

method settings

A.1.1 Data cleaning

Figure A.1: Pre-processing step.
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A.1.2 Feature Extraction

Figure A.2: Feature Extraction of TF-IDF vector.

Figure A.3: Feature Extraction of BERT embeddings.

Figure A.4: Feature Extraction of Word2vec vector.
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A.1 Annotated scripts and results of analyses and method settings

Figure A.5: Feature Extraction of Doc2vec vector.

A.1.3 k-Means

The following procedure focuses on k-Means for TF-IDF vector. The rest

representations (BERT embeddings, Word2Vec and Doc2Vec) follow the same

pattern.

Figure A.6: Elbow method to find the optimal number of clusters.

Figure A.7: Plot of the curve and the knee.
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Figure A.8: Perform of the model and calculation of the evaluation metrics.

Figure A.9: Top 15 words per cluster and summary of the distribution of
words across the clusters

Figure A.10: Declaration of the t-SNE visualization.
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A.1 Annotated scripts and results of analyses and method settings

Figure A.11: t-SNE plot visualization.

A.1.4 LDA

The following procedure focuses on LDA for Bag-of-Words vector. The rest

representations (BERT embeddings and Word2Vec) follow the same pattern.
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Figure A.12: This function calculates coherence values for the LDA model
with different numbers of topics, and different alpha and beta parameters.

Figure A.13: Create a list to store the maximum coherence value for each num-
ber of topics and then the plot.
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A.1 Annotated scripts and results of analyses and method settings

Figure A.14: The plot of coherence value for each number of topics.

Figure A.15: Train the final LDA model with optimal configuration and the
topics.

57



Appendix

Figure A.16: The LDA model into the pyLDAvis instance.

A.1.5 BERTopic

The following procedure focuses on BERTopic for SentenceTransformer(’bert-

base-nli-mean-tokens’). The other implementation of SentenceTransformer(’all-

MiniLM-L6-v2’) follow the same pattern.

Figure A.17: Definition of the BERTopic model.
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A.1 Annotated scripts and results of analyses and method settings

Figure A.18: Generated topics along with representative words.

Figure A.19: Barchar for each topic along with top words.

A.1.6 Hierarchical clustering

The following procedure focuses on Hierarchical clustering for BERT em-

beddings. The rest representations (TF-IDF, Word2Vec and Doc2Vec) follow

the same pattern.
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Figure A.20: The linkage matrix using ’fastcluster’ and the dendrogram

Figure A.21: Create clusters from the linkage matrix and calculate evaluation
scores

Figure A.22: Definition of the t-SNE plot.
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A.1 Annotated scripts and results of analyses and method settings

Figure A.23: t-SNE plot for generated clusters.

Figure A.24: Function which print the clusters along with sorted top words
and each word’s number of appearances
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Figure A.25: Clusters along with sorted top words along with each word’s
number of appearances
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[44] M. Meilă, “Comparing clusterings by the variation of information,”
in 1970. [Online]. Available: https://link.springer.com/chapter
/10.1007/978-3-540-45167-9_14.

[45] A. Amoah-Mensah. “Customer satisfaction in the banking industry:
A comparative study of ghana and spain.” (2010), [Online]. Avail-
able: https://core.ac.uk/download/pdf/132551562.pdf.

[46] M. Hardt, A. Narayanan, and S. Barocas, Fairness and Machine Learn-
ing: Limitations and Opportunities. MIT Press, 2023.

[47] B. Institution. “Detecting and mitigating bias in natural language
processing.” (May 2021), [Online]. Available: https://www.brooki
ngs.edu/articles/detecting-and-mitigating-bias-in-natural
-language-processing/.

[48] H. Felzmann, E. Fosch-Villaronga, C. Lutz, and A. Tamò-Larrieux,
“Towards transparency by design for artificial intelligence,” Science
and Engineering Ethics, 2020. [Online]. Available: https://link.
springer.com/article/10.1007/s11948-020-00276-4.

[49] B. I. for Innovation + Entrepreneurship. “Intro to ai for policymak-
ers: Understanding the shift.” (Mar. 2018), [Online]. Available: htt
ps://brookfieldinstitute.ca/wp-content/uploads/AI_Intro-
Policymakers_ONLINE.pdf.

[50] G. Fleming and P. C. Bruce, Responsible Data Science. Wiley, 2021.

67

https://www.sciencedirect.com/science/article/pii/0377042787901257
https://www.sciencedirect.com/science/article/pii/0377042787901257
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5135122/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC5135122/
https://link.springer.com/chapter/10.1007/978-3-540-45167-9_14
https://link.springer.com/chapter/10.1007/978-3-540-45167-9_14
https://core.ac.uk/download/pdf/132551562.pdf
https://www.brookings.edu/articles/detecting-and-mitigating-bias-in-natural-language-processing/
https://www.brookings.edu/articles/detecting-and-mitigating-bias-in-natural-language-processing/
https://www.brookings.edu/articles/detecting-and-mitigating-bias-in-natural-language-processing/
https://link.springer.com/article/10.1007/s11948-020-00276-4
https://link.springer.com/article/10.1007/s11948-020-00276-4
https://brookfieldinstitute.ca/wp-content/uploads/AI_Intro-Policymakers_ONLINE.pdf
https://brookfieldinstitute.ca/wp-content/uploads/AI_Intro-Policymakers_ONLINE.pdf
https://brookfieldinstitute.ca/wp-content/uploads/AI_Intro-Policymakers_ONLINE.pdf

	Introduction
	Motivation and context
	Literature overview
	Research question

	Data
	Consumer Complaint Database Overview
	Selected data exploration results
	Data preparation for analysis including motivation
	Ethical and legal considerations of the data

	Method
	Translation of the research question to a data science question
	Motivated selection of methods for analysis
	Motivated settings for selected methods

	Results
	Selected analysis results

	Conclusion
	Answering the data science question
	Answering the research question
	Describing implications for the proper domain setting
	Discussing ethical implications and consideration
	Limitations
	Future work

	Appendix
	Annotated scripts and results of analyses and method settings

	Bibliography

