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Abstract
AI is a technology used across di�erent societal domains due to its ability to increase operational
e�ciency by automating tasks and decision-making. AI is increasingly also applied in the public
sector with the aim of making public administration more personalised, lean, and e�cient.
However, the technological advancement of AI also raises concerns regarding fairness,
transparency, privacy, and human rights. Contrary to the perception of AI as a neutral tool,
biases in its use and practices of surveillance suggest that it may have non-neutral impacts. Such
impacts raise questions about AI's compatibility with democratic values. This thesis argues that
if the use of AI in the public sector fails to uphold democratic values, its legitimacy is called into
question based on democratic principles. The thesis investigates how AI in the public sector can
impact the democratic values of equality, justice, and freedom. The investigation shows that AI
should be understood as a political technology that risks disrespecting democratic values, raising
questions about the legitimacy of its use in the public sector. The theory of deliberative
democracy is employed to propose citizen participation as a way to address this. The thesis
proposes the use of public deliberation as a means to determine how citizens would like to be
governed by AI.
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1. Introduction
Arti�cial Intelligence (AI) is a set of technologies increasingly used across diverse societal domains.
AI’s ability to process and analyse vast amounts of data enables the automation of tasks and
decision-making, helping to improve the e�ciency of organisational operations. In recent years, AI
has increasingly been applied in the public sector with the aim of making public administration
more personalised, lean, and e�cient (Madan & Ashok, 2022). However, using AI also creates new
risks and challenges regarding fairness, transparency, privacy, and human rights. Often conceived as
a neutral tool, AI is perceived as able to achieve institutional goals and improve decision-making by
objective reasoning (Green & Viljöen, 2020). However, the occurrence of algorithmic biases and
pervasive surveillance seem to imply that AI might not have neutral impacts. This raises questions
about AI’s suggested value-neutrality and whether, in a democratic country, the use of AI in the
public sector could impact democratic values like equality, justice, and freedom. If the use of AI in
the public sector does not respect democratic values, their use might be illegitimate according to
democratic legitimacy (Peter, 2017). This warrants an investigation into how democratic values
might be impacted by the use of AI in the public sector and, if they are, how the use of AI can be
deemed legitimate.

In this thesis, I will argue that AI is a political technology and that its use in the public sector
necessitates citizen participation and legitimisation. I will use the theory of deliberative democracy
to argue that the legitimacy of AI use in the public sector can be achieved through public
deliberation. I will show that there are numerous decisions about where and how to apply AI in the
public sector that can a�ect democratic values and hence citizens negatively. These decisions
contain value-judgements about how society should be structured that need to be decided by the
citizens through processes of deliberation and consensus-making. I will suggest what such a process
could look like.

The key contributions of this thesis are twofold: �rstly, to o�er an analysis of the potential impact
of AI in the public sector on democratic values, and secondly, to present a conceptual framework
outlining the contours of a public deliberation process of AI in the public sector. The thesis is
structured as follows: In Chapter 2, I will present the theoretical background. I will de�ne AI and
describe current and imagined AI use in the public sector and their perils and promises. I will also
report on the current state of citizen participation in AI in the public sector. I will also introduce
the theory and practice of deliberative democracy. Provided with this background, in Chapter 3, I
start building my claim that AI in the public sector should be deliberated by arguing that AI is a
political technology. I will do so by refuting the idea of technology as a neutral tool and showing
that di�erent levels of analysis can aid an understanding of AI’s political nature. Having established
AI as a political technology, in Chapter 4, I begin my analysis of the impact of AI in the public
sector on democratic values by looking at the closely related values of equality and justice. In
Chapter 5, I treat the impact of AI use in the public sector on the democratic value of freedom. In
Chapter 6, I discuss theories of political legitimacy which provide di�erent accounts of how AI in
the public sector could be deemed legitimate. I also provide an analysis of di�erent methods
developed to increase accountability of AI use, which could potentially be used to discern whether
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algorithmic decisions and AI solutions are legitimate. In Chapter 7, I discuss two common debates
in AI and contemplate how they could in�uence public deliberation on AI use in the public sector.
Finally, in Chapter 8, I give a practical account of how a public deliberation on AI in the public
sector could be structured, provide a guideline for what should be deliberated, and discuss
challenges to the process.
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2. Background

2.1. Arti�cial Intelligence
Arti�cial Intelligence is a science and engineering practice in which di�erent techniques are used to
make a computer mimic human behaviour and cognition. AI systems consist of algorithms, a set of
instructions programmed to solve a problem or perform a function (Merriam-Webster, n.d.).
Algorithms use di�erent methods for their operations, including mathematics, logic, statistics, and
probability theory. Machine learning is a common subset of algorithms, which learn patterns and
make predictions from data (Pumperla & Ferguson, 2019). Algorithms are human-designed, and
given data and an objective by humans, algorithms carry out instructions to create amodel that best
ful�ls the objective. The model can then be used to generate speci�c outputs such as content,
predictions, recommendations, or decisions that in�uence the application environment of the
algorithm (Artificial Intelligence Act, 2021/206). An example is fraud detection in government
transactions which uses historical transaction data to create a model of fraudulent patterns that can
be used to analyse real-time transactions and �ag suspicious activities for further investigation.

AI aims to replicate cognitive abilities, including reasoning, knowledge representation, planning,
learning, natural language processing, and perception (Russel & Norvig, 2021).
These are approximated in computing technologies like computer vision (the ability to derive
meaningful information from images, videos, and visual input), natural language processing (the
ability to process and analyse natural language), speech recognition (the ability to identify words
spoken aloud and convert it to text), knowledge representation (the ability to organise and
structure knowledge in a meaningful way) and pattern classi�cation (the ability to recognise and
categorise data patterns based on previous examples) (Medaglia & Tangi, 2022).

However, AI is not just a set of technical methods. When considering the actuality of AI, one
cannot separate the computations by the algorithms from the social context in which it is applied
(McQuillan, 2022). Crawford (2020) writes that AI is always connected to broader structures and
social systems, making it both a technical and social practice related to institutions, infrastructure,
politics and culture. AI re�ects and produces knowledge of the world and social relations.

2.2. AI in the public sector

2.2.1. Current uses
Within the public sector, governments act as regulators of AI technologies to ensure their safe
development. A less discussed dynamic is that governments are also users of the technology.
Governments worldwide are already adopting AI technologies at local, regional, and national levels.
Currently, the technologies are deployed in various policy areas such as public order and safety,
defence, education, environmental protection, housing and community amenities, economic
a�airs, health, and social protection (Sousa et al., 2019). Some examples of uses of AI technologies
in the public sector are predictive policing tools used in Germany, The Netherlands and United
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Kingdom, automated immigration processes in Canada, optimisation of employment services in
Poland, virtual assistant Alex to help with tax services in Australia, and AI technologies to analyse
aerial imagery to spot undeclared properties to prevent tax fraud in France (Kuziemski &Misuraca,
2020; Neslen, 2021; Pannett, 2022; Sousa et al., 2019).

According to the reportGlobal Trends in Government Innovation 2023 (2023) by the OECD, these
technologies have the potential to make the public sector smarter, which is here interpreted as agile,
e�cient, and user-friendly. According to the report, these features of AI technology are also said to
increase the trustworthiness of the public sector. Opportunities for AI in the public sector are
mainly seen as belonging to three areas: (1) enhancing the internal e�ciency of public
administration, (2) improving public administration decision-making, and (3) enhancing
interaction between citizens and government by better and more inclusive services and the
improvement of citizen participation in the public sector’s activities (Medaglia et al., 2021). The
adoption of AI in governments is seen as a way to modernise the public sector by using di�erent
opportunities of the technology to make public institutions more e�ective and adaptive to change
(Araya, 2015).

Many governments have developed strategies for how to use AI in their work. Currently, 69
countries have AI strategies and policies in place (OECD’s Live Repository of AI Strategies & Policies
- OECD.AI, n.d.). Ossewaarde & Gulenc (2020) analysed AI strategy papers for the United
Kingdom, Germany, and The Netherlands to uncover political narratives implied in the AI
technologies employed and what type of national ambitions they reveal. Their analysis showed that
all three countries mythologise AI as a benevolent force of national progress that can help realise
long-standing political ambitions, especially in the context of global competitiveness among
nations. They noticed that none of the AI strategy papers included a vision of democracy or a
strengthening of democracy. They also argue that all strategies hide the fact that AI technologies
not only solve problems but also create new ones.

The positive picture painted by national AI strategy papers is counteracted by researchers who have
identi�ed and warned about the many risks and challenges of AI adoption in the public sector.
These include the risk of widening of social inequalities, infringement on citizens’ privacy,
problems of transparency and, by extension, accountability, exclusion of certain actors, increased
complexity of analysis, new regulatory requirements, dehumanisation of daily activities, job
displacement, technology dependence and obedience, loss of control, and AI paternalism and
dominion (Medaglia et al., 2021; Valle-Cruz et al., 2019; Wirtz &Müller, 2018).

2.2.2. Empirical results and participation
Despite the many opportunities and risks identi�ed, empirical research on the actual impacts of AI
technologies in the public sector is still lacking. Medaglia & Tangi (2022) performed a survey
investigating the perceptions of drivers, features, and impacts of AI applications in the public sector
by public managers in the EU member states. Their results showed that public managers had an
overall positive mean evaluation of the perceived impacts of AI technologies. This perceived
positive impact is mainly on internal operations, while public managers give lower scores to more
long-term impacts on social value and well-being, openness and inclusiveness. However, their
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results also showed a lack of transparency on all aspects of AI applications. They also found a
signi�cant lack of citizen involvement in all stages of the development process (planning, piloting,
and deployment). These are relevant �ndings considering a recent poll on public opinion on AI use
by governments which indicated that citizens in polled countries are seriously concerned about the
application of AI for national security (New Poll: Public Fears Over Government Use of Artificial
Intelligence, n.d.). Even though increasing citizen participation is said to be one of the main
opportunities for AI in the public sector, it is still lacking in practice.

As states have duties and obligations under international law to respect, protect and ful�l human
rights, the public sector has a higher duty of care in using and developing AI technologies than the
private sector. A recent recommendation report published by the Council of Europe
Commissioner for Human Rights emphasised how the private sector’s narrative of AI as so highly
technical and inscrutable that it cannot be e�ectively controlled and regulated disincentivises senior
policy levels to engage comprehensively with the technology and its potential risks to human rights
(Human Rights by Design, 2023). The report urges member states to hold regular public
consultations about AI, involving not only experts, industry, researchers, and academia but also the
wider public and representatives of the most a�ected groups. It highlights the importance of
member states developing AI literacy and awareness to ensure that both those governing AI systems
and those governed by them understand the technologies and their impacts on human rights.

2.3. Deliberative democracy

2.3.1. Citizen in�uence and political legitimacy
Deliberative democracy is one of the most prominent theories of democracy today (Rostboll,
2008). It is the ideal that citizens should participate more in decision-making procedures by coming
together and discussing the political issues they face on the basis of equal status and mutual respect.
Subsequently, deliberative democracy also holds that the decisions reached through this public
deliberation should have priority over economic and social powers. Deliberative democracy is a
more demanding ideal than the common model of aggregative democracy, which is
decision-making through the aggregation of individuals' preferences, hence voting (Peter, 2009).
Deliberative democracy seeks to increase the citizens’ in�uence beyond voting in elections to
impact instead the political choices made by the government through deliberative participation in
the decision-making process. Central to the idea of deliberative democracy is that political decisions
should be based on good reasons and that the subjects of those decisions, the citizens, are within
their rights to know what those reasons are and to “have their say”. By being able to have a say in
the policies that are created, deliberative democracy seeks to increase citizen freedom and the
legitimacy of government since, if created deliberatively, the only laws we as a people have to abide
by are those we have given to ourselves (Neblo, 2015).

2.3.2. Values of Deliberative Democracy
The idea of mutual respect is central to deliberative democracy. In practice, this means that the
participants in deliberation are expected to actively listen to and try to understand the meaning of a
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speaker’s statements, see their motives and consider their argument as opposed to viewing them as
objects to be dismissed (Bächtiger et al., 2018). Inclusion is another ideal in deliberative democracy,
commonly meaning that all those whose interests are at stake in the decision should have a say in
the discussion. Another important ideal is equality of communicative freedom, meaning everyone
should be equally free to express themselves and their points of view. This kind of mutual
communication involves a weighting and re�ection on preferences, values and interests for issues of
common concern under conditions of mutual respect and equality.

Deliberation is also valued for the byproduct it creates, where deliberation enables people to voice
their grievances which in turn fosters mutual understanding and community-building (Estlund &
Landemore, 2018). For many deliberative theorists, these outcomes are more important than
reaching a consensus from a deliberation process. Gutmann et al. (2018) point out that consensus
is not always desirable. Suppose consensus is proclaimed when there are deep and persistent
disagreements. In that case, it could lead to the marginalisation of dissenting voices and frustrate
e�orts for future deliberation that result in more just outcomes. They argue that deliberation
should instead be seen as a method for reaching mutually respectful agreements, even if they fall
short of consensus or only satisfy one particular conception of justice, for example. This is a more
realistic approach as democratic politics is about “publicly defensible compromise among a diverse
group of free and equal people who routinely disagree about what laws and public policies are
morally best”. Even so, reaching a consensus about a problem is still an important goal for
deliberation since this lends legitimacy to the decision and further incentivises public o�cials to
execute it (Hartz-Karp et al., 2018).

2.3.3. The epistemic value of deliberation
Deliberation has epistemic value for getting to the correct or right choice or as close to it as possible
(Estlund & Landemore, 2018). A correct decision can mean many things: the objective truth about
a matter, which can be both facts or morals or an intersubjective, culturally dependent and
temporary construct. From an epistemic point of view, the reason for deliberation is to �gure
something out, whether that be the truth, a correct decision, or a socially useful answer.
Landemore (2013) argues that the logic of why deliberation would produce good knowledge or
correct decisions can be found in the Diversity Trumps Ability Theorem by Lu Hong and Scott
Page. They propose that in some circumstances, a randomly selected group of cognitively diverse
individuals can better identify the best outcome than a collection of experts with the same number
of members (Hong & Page, 2004). This implies that cognitive diversity - how people think about a
problem - results in collective wisdom. Critics of this theory argue that it does not hold for all
kinds of deliberation landscapes and that problems might arise when transferring the results from
the model to a real-world setting (Grim et al., 2019). Results from agent-based modelling
approaches indicate that diversity is most bene�cial in larger deliberation groups and that a mixed
group of experts and non-experts is better than a homogenous group.

2.3.4. Deliberative democracy in practice
Deliberative democracy’s ideals are aspirational: they cannot all be fully achieved in practice but
provide a good standard (Bächtiger et al., 2018). The practice of deliberative democracy is public
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deliberation, which can be described as a public discussion that aims to create collective solutions to
di�cult social problems (Blacksher et al., 2012). This practice can take various forms, such as
citizen juries, national issue forums, deliberative opinion polls and participatory budgeting. A
literature review by Carpini et al. (2004) of empirical research on the individual and collective
bene�ts of public deliberation has given insights into the usefulness of the practice. The results
show that contrary to claims that citizens lack interest in discussing public issues, the research
shows that enough citizens engage in public discussions to understand the role of deliberation in
democratic politics. Another result is substantial evidence from social psychology that deliberation
can lead to individual and collective bene�ts. These bene�ts include empathy for the other, a
broader sense of one’s interests, a more enlightened citizenry concerning their own and other’s
needs and experiences, a more politically engaged citizenry, and an increased competence to resolve
deep con�ict.

7



3. The political nature of AI

3.1. AI as a neutral tool

3.1.1. Instrumentalism
One of the most common understandings of technology portrays it as an instrument for human
ends. This characterisation of technology is called instrumentalism in the philosophy of
technology, which investigates the nature of technical artefacts, technological knowledge, the
philosophy behind the design and engineering of technologies, and norms and values in technology
(de Vries, 2018). Following the instrumentalist approach, AI is often also posited as a neutral tool
made by neutral actors (Green & Viljöen, 2020). This means that the technology itself is not seen as
value-laden. Rather it derives all its impacts from its uses by humans. The instrumentalist approach
holds that, except for in human uses, technology itself cannot change or impact society (Verbeek,
2022). Pitt (2014) has captured this idea in the Value-Neutrality Thesis (VNT), which states:

Technological artefacts do not have, have embedded in them, or contain values.

This value-neutral conception of technology means that instrumentalism mostly focuses on
descriptive practices of technical analyses. The main focus of discussion for technology then
becomes what ends it should serve and what scienti�c principles can be applied to obtain the ends.
AI in the public sector is posited as a tool to make the government more e�cient, agile, and
user-friendly. In the instrumentalist view, the utility of technology to solve problems becomes the
only normative criterion for evaluation, placing “trade-o�s” at the centre of the discussion
(Feeberg, 1991; Swer & du Toit, 2020).

3.1.2. The value-free ideal
The proposed value-neutrality of technology in instrumentalism is not just seen as a descriptive fact
about technology but also an ideal to be realised through science (Swer, 2014). Green & Viljöen
(2020) describes how algorithms often are perceived as tools that can make “objective” and
“neutral” decisions. Instrumentalism hence aligns with what is called the “value-free ideal” in
science, which states that social, ethical, and political values should not in�uence the reasoning of
scientists and that “good” science relies on suppression of self, which is believed to lead to an
objective outcome (Douglas, 2009). In the instrumentalist view, technology is seen as the result of
science. The value-free ideal holds that scienti�c knowledge deals with facts and not values.
Technology, being applied science, is seen as applied facts and is therefore considered to be outside
the realm of values (Swer, 2014).

This demarcation between facts and values helps instrumentalists do technological analysis by
separating what is considered relevant (objective issues and data) from what is considered irrelevant
(the subjective and a�ective) (Swer, 2014). This means that any ethical or social issues arising from
the technological operations are seen as being outside of the technology, belonging to the realm of
values, not the technology itself. Hence, any investigations into other aspects of how the

8



technology might contribute to certain value-based phenomena are deemed super�uous. Pitt
(2000) argues that technology should not be analysed through ethical and political perspectives
since “tools and technical systems are inherently ideologically neutral” (p.72).

3.2. Political nature of AI

3.2.1. Criticism of instrumentalism and the value-free ideal
In insisting that it only deals with facts, instrumentalism tries to remain descriptive, not normative.
Douglas (2009) criticises this value-free ideal by arguing that scienti�c research is inherently
value-laden and that values have an important role to play at various points throughout the
research process. Values are involved in the selection of the research question, in the interpretation
of data, and in how the scienti�c �ndings are ultimately applied. Douglas argues that the value-free
ideal misinterprets many values for facts and claims that acknowledging and engaging with the
values is the best way to increase scienti�c research's objectivity and reliability. Furthermore, she
warns that the value-free ideal can lead to a lack of accountability. This is also true for AI
development: claiming the models created by the algorithms remain value-neutral - despite all the
value-laden choices made in the design process - can lead to algorithmic harms that could have been
anticipated if the technological analysis had been expanded.

By positing technology as a mere tool, the focus of analysis becomes the micro-level. For AI, this
means an analysis of the algorithm per se, for example, the code or the model. This might be a
useful level of analysis to reason about certain mathematical or epistemological aspects. However, it
does not say much about the technology beyond this piece of code. Another level of analysis looks
at technology at the system level or collectively as a group of technologies. This level includes the
people behind the algorithm, the data used by the algorithm, the model that the algorithm creates,
and the countless interactions of people and systems with the technology over time in its
understanding of technology. In this macro-perspective, it becomes di�cult to talk about an
algorithm as neutral except for its use by people. How an algorithm impacts a person's life depends
on technological choices of the algorithm's design. The value-free ideal in science that creates
algorithms in this neutral view requires each technological artefact to be historically and socially
isolated from its development process. This leads to a lack of emphasis on the social consequences
of technical choices when doing technological innovation (Swer & du Toit, 2020).

3.2.2. A complementary approach - technological materialism
In contrast to the instrumentalist approach, Winner (1977) argues that technological development
often aligns with current prominent moral and political systems. He argues that positing
technology as neutral allows new technologies to unre�ectively merge with pre-existing
techno-structures, which limits the types of society that can be brought about. When
instrumentalists consider technologies as facts, the nature of technological development becomes a
technical issue, preventing technology from being seen as a political or social matter. When
technology is only considered a technical issue, it becomes di�cult for non-technicians to judge it,
and any decisions about the technology and its development is hence seen as best left to experts.
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Instrumentalism tends to show a lack of critical assessment towards technological experts'
in�uential and unregulated roles in societal decision-making (Shrader-Frechette, 1994).

According to Winner, the instrumentalist understanding of values as external to technology
obscures three important facts. First, the instrumental concepts of use and user are pointless when
referring to technological systems rather than tools. In a scenario where an algorithm provides
certain bene�ts, it would be di�cult to discern who the user would be and whether their intentions
matter in the outcome. Second, the structure for technological systems might not be chosen so
much as necessitated by the physical requirements of their operations. An example is how image
processing requires a certain algorithmic architecture that can process images. This architecture
receives and interprets information in a particular way, which can introduce biases or raise privacy
and security issues. Third, the instantiation of technological systems requires a material
restructuring of society. An example is how AI necessitates data collection infrastructures for the
environments in which AI should work. This means that the consequences of technological
development are not primarily conceptual but also material. They require humans to adapt their
behaviours to the systems, making some behaviours more permitted than others. Hence, this view
can be called technological materialism (Swer, 2014).

In technological materialism, technological systems can bring about transformations that concern
all aspects of the social sphere; social relations, political systems, moral norms, and cultural forms
(Swer, 2014). In this sense, technology both requires legislation and also becomes a form of
legislation on how humans should operate and exist in the polis. This means that technology is a
political phenomenon (Winner, 1977). If decisions of technological development to some extent
in�uence the social sphere, then those decisions and transformations are matters for public debate
and political action. In this view, the use of AI in the public sector is not a private technical matter
to be left to experts but a public matter that is up for deliberation.

3.3. AI as a topic for deliberation
Technological development does not only pertain to questions of “what?” but also of “why”? In
the instrumentalist view, the “what” becomes the descriptive “facts” about the technology and the
“why” becomes the speci�c problem it was optimised to solve. In the technological materialist
conception of technology, the “what” pertains to the larger system and its implications on the
individual and societal level, and the “why” is a question those who develop technology and the
society at large can answer. As a democratic government has a role to �ll both for its citizens and the
democratic institution itself, it becomes important to investigate how the “what” of AI in the
public sector impacts the democratic values and principles it is bound to uphold. This requires
both a technical instrumentalist understanding of how the algorithms work and a technological
materialist understanding of how AI impacts social structures. Only when such a broader analysis
is done can we accurately judge whether the “why” of AI in the public sector is legitimate.

From a deliberative democratic perspective, decisions made in the public sector should be based on
good reasons that the public can agree with. The most legitimate decisions are those that the public
has contributed to through deliberation. This means that the
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“what” of AI in the public sector can be deliberated to reach a legitimate “why”. By looking into
how AI in the public sector can impact the democratic values of equality, justice, freedom, as well
as democratic legitimacy, it becomes possible to argue that the potential impact on both the
democratic institution and the citizens is serious enough that the public should have a say in the
matter. In the next three chapters, I shall carry out this investigation and show what could be
deliberated about in a public deliberation on the government's AI development and use.
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4. Equality and justice

4.1. De�nition of equality and justice

4.1.1. Equality
Equality has, since the French Revolution, been one of the leading ideals in politics but also one of
the most contested (Gosepath, 2021). Equality signi�es a comparative relationship between people
with the same qualities in at least one respect. Some people understand equality as sameness with
respect to the possession of certain goods, such as resources, welfare, or capabilities for example.
Another view of equality sees equality as relational, where the goods are social relations of
symmetrical or reciprocal authority, recognition and standing (Anderson, 2012).

Considerations of equality often begin with an analysis of social hierarchies. Social hierarchy means
persistent group inequalities sustained by laws, norms, or habits (Anderson, 2012). These
hierarchies are reproduced over time and create classes of people that relate to each other as
superiors and inferiors. The social hierarchies are based on attributes of group identities such as
race, class, ethnicity, gender, religion, sexuality, age, citizenship status or language. Egalitarians
generally reject social hierarchies based on three perspectives related to the three domains of values:
the good, the right, and the virtuous (Dewey, 1981). Firstly, they argue that social inequalities are
bad for people, both those in inferior positions and those in superior positions and society as a
whole (Anderson, 2012). Secondly, they argue that inequalities are morally wrong since it is unjust
to those placed in inferior ranks. Thirdly, they argue that social inequality is vicious since it
corrupts the characters of superior and inferior alike. Out of three, the dominating judgment for
why inequality is wrong is based on the claim of justice.

4.1.2. Justice
Justice can be seen as a moral concept used in relation to another person and which concerns “what
we owe to each other” (Miller, D., 2021). In practice, justice often refers to fairness in the
distribution of bene�ts and burdens to persons in society, hence distributive justice (Anderson,
2012). This means that conceptions of justice need to specify several ideas: what is regarded as a
“fair” distribution, what are the bene�ts and burdens to be distributed, what are the necessary
conditions for being a person for whom justice matters, and what temporal and spatial scope justice
has. Justice helps establish what inequalities should be corrected, what inequalities are justi�ed, and
on what grounds. Examples of principles of distributive justice are strict egalitarianism, John
Rawl’s account of fair equality of opportunity, and luck egalitarianism.

Strict egalitarianism is the distributive principle that everyone should have an equal amount of a
certain good or resource to minimise overall inequality across individuals (Arneson, 2013). Strict
egalitarianism is commonly rejected on multiple grounds. One ground for rejection is that strict
egalitarianism lessens incentives for wealth-accumulating activity since everybody gets the same
regardless of merit or e�ort. Another rejection is that strict egalitarianism does not factor in
responsibility in its distributive principle. This would mean that resources would be continuously
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transferred to individuals who squander their resources, which for some is deemed unfair to those
who do not.

John Rawls answers the criticism of strict egalitarianism by allowing for inequalities but only on
certain grounds. His approach still incentivises people to work and obtain more resources than
others, but only if it satis�es the di�erence principle: any inequalities must improve the situation of
the most disadvantaged individuals (Rawls, 2009). He also holds that positions that allow one to
obtain more resources must be open to all under fair equality of opportunity. This means that
everyone with the same talent and eagerness to use that talent must have equal opportunity to do
so. Moreover, he requires that all individuals be able to develop their talents to the fullest extent.
This would mean a redistribution of resources, so everybody has an equal starting point, showing
Rawl’s account’s relation to strict egalitarianism.

Luck egalitarianism responds to the lack of responsibility in strict egalitarianism by aiming to
distribute resources and opportunities based on a conception of luck. According to luck
egalitarianism, only those inequalities that come from factors such as natural talents or social
circumstances - matters of “bad luck” are considered for redistribution (Dworkin, 2000). However,
any inequalities resulting from a person's choices - so-called “option luck”- are considered
acceptable. This could pertain to an individual's career choices, educational decisions, or lifestyle
preferences.

4.1.3. Investigating AI through equality and justice
Given these di�erent conceptions of equality and justice, an investigation into how AI in the public
sector impacts these ideals would need to consider how AI treats people di�erently given di�erent
conceptions of “what we owe one another”. In a democracy, there is the idea that people should
have the opportunity to advance their interests equally. This ideal of public equality ensures that
people can conceive that they are being treated as equals (Christiano & Sameer, 2022). This ideal
also posits limits to democratic decision-making, as public equality requires that liberal and civil
rights be protected. Suppose the bene�ts and burdens of algorithmic outcomes are not distributed
equally. In that case, it is important to investigate whether this distribution can be considered fair
and what AI can and cannot do regarding inequality. When choosing an algorithmic solution for a
problem, there are many ways that bias, and therefore values, can enter the algorithms and
potentially cause discrimination and harm. In this chapter, I investigate how algorithms in the
public sector could mean violations of public equality and fairness.

4.2. Algorithmic bias

4.2.1. Understanding bias
Bias for algorithms can have several meanings, but algorithmic bias generally is any systematic
deviation in output, performance, or impact relative to some norm or standard (Danks & London,
2017). The e�ects of these deviations di�er, making it possible to speak of the algorithms as
morally, statistically, or socially biased, depending on the normative standard the algorithm was
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based on. Statistical bias is when an estimate deviates from the true value (Piedmont, 2014).
Statistical bias can occur in algorithms in di�erent ways. For example, if the model created of the
data an algorithm was trained on deviated from the true distribution of the data. When used for
prediction, this can create di�erent problems. An example is how during the Covid-19 pandemic,
many predictive algorithms used in banking had an increased inaccuracy as a result of people's
changed banking habits during this time (Anderson et al., 2021). Since the data changed, the model
no longer accurately represented the true values.

An algorithm can be morally or socially biased if it depends illegitimately on speci�c attributes
deemed irrelevant to the problem, such as gender or social group membership. An example is an
algorithm that presented di�erent job opportunities for men and women, with women being
shown fewer ads for STEM positions than men (Lambrecht & Tucker, 2019). It is important to
note that not all statistically biased algorithms will be morally or socially biased. This algorithm
might not necessarily be statistically biased as women only make up 28% of the STEM workforce
(Piloto, 2023). However, according to a normative standard that gender should not in�uence the
opportunities for work, this algorithm can be considered biased. This shows that algorithms that
are not statistically biased might still be morally or socially biased if they depend on illegitimate
attributes according to normative criteria (Fazelpour &Danks, 2021).

4.2.2. Sources of bias
Developing new algorithms involves several points of unknowability in the design process, which
requires the designer to make choices. These are the places where potential biases can get embedded
into the algorithm (Stelmaszak, 2021). The �rst point of entry for biases in algorithms is in the
problem formulation. This requires thinking about the goal that the algorithm should be used to
achieve (Fazelpour & Danks, 2021). Many popular decision-making algorithms are learning
algorithms that create a statistical model based on historical data to predict the output of new,
unforeseen data. In order to create these predictions, they need to be given a target, a goal which
they should maximise or optimise for. The choice of the target variable can create bias in the system
if it does not accurately re�ect or present a valid solution to the real-world goal (Mitchell et al.,
2021). An example is how the goal of higher education, in general, might be reduced to simply
maximising the future grade point averages of admitted students (Kleinberg et al., 2018). This
example highlights that often, the things that matter cannot be accurately measured, meaning that
algorithms must rely on proxies. These proxies are sometimes in themselves sources of bias. An
example of that is an algorithm used for predicting which patients would bene�t from high-risk
care management by hospitals. The developers used insurance claims as a proxy for health risk. This
led to discrimination against Black patients who were not o�ered help until they were much sicker
than White people. This result came from the fact that Black patients often get much sicker before
making an insurance claim thanWhite people, making insurance claims a poor proxy for health risk
(Obermeyer et al., 2019).

Data is another source of bias. Data from the real world re�ects the biases already existing in the
real-world system, which then becomes captured in the statistical model created by the algorithm.
This is captured in the slogan “bias in, bias out”, considered common folk wisdom in the machine
learning community (Rambachan & Roth, 2019). Bias in data can be due to data labelling
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processes, where data can be labelled according to subjective opinions with normative implications.
An example is how the image dataset ImageNet’s Person category has subcategories with labels
such as “Bad Person, Call Girl, Drug Addict, Convict, Crazy, Failure, Fucker, Hypocrite, Jezebel”
ascribed to images of people (Crawford & Paglen, 2021). In other cases, the absence of perspective
and context in data can be problematic. An example is a photo of an Israeli soldier holding down a
Palestinian boy while the boy’s family tried to remove the soldier, which was labelled “People sitting
on top of a bench together” (Katz, 2020). Bias in the data can also happen because of limitations
and bias in the data collection methods. The time of the data collection or the speci�c sample taken
could lead to representation bias where the data is not representative of the relevant population
(van Gi�en, 2022). Such representation bias can happen if, for example, only data from a certain
demographic or cultural group is collected, which can cause the algorithm to underperform for the
under-sampled groups. An example is how facial recognition algorithms have been proven to
perform worse on black people in general and black women in particular because of undersampling
in the training data (Buolamwini, 2017).

Bias in the development process can also happen in the modelling and validation phase. This is
often an iterative optimisation phase that tries to ensure the particular model “�ts” the data relative
to some success criteria (Fazelpour & Danks, 2021). The metric denoting success will favour one
performance over another and so is not value-neutral. This often involves making choices about
tradeo�s, which can have ethical consequences when there are independent, irreducible objectives
that need to be satis�ed simultaneously (McQuillan, 2020). Bias can also result from
misunderstandings of the algorithm outputs when applying predictive algorithms to
decision-making contexts. The algorithms' predictions are often purely observational: they might
describe the problem's relevant features but do not necessarily explain the root cause. If the
algorithms' predictions are used as credible explanations of the problem, it could prevent relevant
actors from addressing the actual root cause.

4.3. Algorithmic harms
Bias in algorithms can harm individuals and groups in society. Why this is wrong is related to which
normative standard one applies. Di�erences in the treatment of groups and individuals in society
relate to questions about the distribution of bene�ts and harms, and therefore to questions of
justice. Justice primarily concerns the treatment of individuals, but as seen in the examples above,
algorithmic harms often a�ect certain groups of individuals. Unfair treatment by an algorithm then
would mean that an algorithm treats an individual di�erently as a cause of them having a speci�c
trait (Hedden, 2021). This unfair treatment could lead to harm or negative consequences for the
individual.

Barocas et al. (2017) distinguish between two di�erent types of algorithmic harms: allocative and
representational. Allocative harms are when opportunities or resources are withheld from certain
people or groups. This type of harm is often immediate, easily quanti�able, discrete, and
transactional. An example of allocative harm is an algorithm used to allocate educational resources
that disproportionately favours schools in wealthier neighbourhoods, leading to fewer resources for
schools in underprivileged neighbourhoods. Representational harms are when certain people or
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groups are stereotyped and depicted in a discriminatory way. These harms are long-term, di�cult
to formalise, di�use, and cultural. An example of representational harm could be a natural
language processing algorithm that exhibits bias in its language generation, producing sexist or
racist outputs that reinforce harmful stereotypes. Allocative and representational harm can also
inform one another so that allocations of resources lead to a perpetuation of inequalities which
might enhance stereotypes that some people are more deserving than others. Likewise, inaccurate
representations of groups could lead to biases that inform decision-making processes. This relates
to the association between recognition and distribution, which will be touched upon in the section
on freedom. In the coming parts, the focus will mainly be on allocative harms.

4.4. Mitigating bias in algorithms

4.4.1. Algorithmic fairness
That algorithms can be considered unfair means that there is a gap between the bene�cial results
promised by AI applications and the actual impact and consequences of the systems as they are
deployed in society (Dobbe et al., 2021). This divide can be described as the sociotechnical gap,
which is “the great divide between what we know we must support socially and what we can
support technically” (Ackerman, 2000, p.180). One suggestion on how to �ll the sociotechnical
gap and thus increase fairness and equality in (or through) algorithms is to apply di�erent
mathematical criteria to analyse and manipulate algorithmic outcomes (Dobbe et al., 2021). This
approach is called algorithmic fairness and involves developing mathematical de�nitions of fairness,
auditing the algorithms for violations of those de�nitions, and mitigating unfairness by applying
certain policies (Green, 2021).

There have been many di�erent fairness de�nitions or metrics developed. These di�erent metrics
can be distinguished in two ways: they are either observational or causality-based criteria, and they
are either criteria based on group membership or individuals (Castelnovo et al., 2022). The most
commonly discussed fairness criteria are the statistical criteria of fairness for groups. These require
that certain relations between predictions and actuality are the same for each group (Hedden,
2021). The groups usually considered are those pertaining to characteristics that are protected or
sensitive attributes from non-discriminatory law, such as race and ethnicity, gender, religion, age,
disability, and sexual orientation (Lee et al., 2020). Some of the most common statistical group
fairness metrics are demographic parity, equalised odds, and calibration within groups.

4.4.2. Example setup and notation
To discuss how di�erent fairness metrics relate to distributive principles, it is �rst necessary to
distinguish between prediction and decision. For an allocative algorithm used in the public sector,
the decision task concerns the distribution of a certain resource. For example, an algorithm might
be used to predict whether an unemployed person will still be unemployed after six months based
on their work history, previous periods of unemployment, job market conditions, education level
and other factors. They might distribute di�erent resources to the claimants based on their
expected employment status after six months, such as di�erent job programs. The decision task is
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the distribution rule which states: allocate an amount of the resource (the job programs) to the𝑅
claimant (the unemployed) if has attribute (unemployed after six months). In the example of𝑋 𝑋 𝑌
the unemployment programs, it is unknown how long the person will be unemployed, which
necessitates a prediction of . This is the prediction task. The attribute (employment status after𝑌 𝑌
6 months) is predicted from ’s (the unemployeds) observed attributes . The observed attributes𝑋 𝑉
are further separated into attributes that are protected (eg. gender, race, age) and unprotected𝑉 𝐴

attributes (education level, previous work history etc.). An algorithm will hence give a prediction𝐵
that hopefully corresponds to the true value of . If the prediction is plugged into the𝑌 𝑌 𝑌

distribution rule so that is taken to be , this constitutes prediction-based decision-making. In𝑌 𝑌
other times, the predictions and the decisions might be separated so that, for example, a public

administrator is given the prediction and, based on that, decides what should be in the𝑌 𝑌
distribution rule. What is distributed is hence di�erent for the prediction task and the decision task.
Whereas in the decision task, what is distributed is the actual resource (the job programs), in the

prediction task, what is distributed is prediction errors (which is when does not correspond to𝑌 𝑌
) (Kuppler et al., 2021).

4.4.3. Equalised odds and equality of opportunity
If the job program allocation algorithm were analysed with the equalised odds fairness metric, it
would be deemed fair if people from di�erent groups of the protected attribute have the same𝐴
true positive rate and true negative rate, hence the same prediction error rate. True positive rate
means that all the people who were employed after six months ( ) had the same probability of𝑌
being predicted to be employed after six months ( ), irrespective of group membership ( ). True𝑌 𝐴
negative rate means that all the people who were not employed after 6 months ( ) had the same𝑌
probability of being predicted not to be employed after 6 months ( ), irrespective of their group𝑌
membership ( ). This means that people with the same underlying quali�cation , as𝐴 (𝑌)
determined by their attributes ( ), should have equal opportunities to receive the resource (equal𝑉 𝑅
chance of being ). Hence, equalised odds as a metric roughly maps onto the distributive𝑌 𝑌
principle of Rawl’s fair equality of opportunity. This criterion would be violated if, for two values
of the sensitive attribute and , if people from group were more often predicted not to be𝐴 : 𝑎 𝑎 *  𝑎
employed than people from group despite both of the groups in this case actually being𝑎 *
employed after 6 months ( ). However, equalised odds allows for di�erent treatment of people𝑌
with di�erent quali�cations ( ) (Kuppler et al., 2021). This means that it allows for di�erent𝑌
prediction error rates between people who were unemployed or employed after six months. The
algorithm might hence work worse for people who have a lesser value of , which seems to mean𝑌
that the algorithm does not work as well for di�erent people, which violates the ideal of public
equality. If the prediction task informed the decision task, then this would mean that despite
people having the same quali�cations, the di�erent error rates in the algorithm's prediction could
still lead to resources being given inconsistent with the distribution rule of the resource. Hence,
equality of opportunity can only be partially realised through the equalised odds metrics.
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4.4.4. Demographic parity and luck egalitarianism
Another metric is demographic parity, which in contrast to equalised odds, does not care about the
true value of (whether people were employed or not after six months), but rather is a metric for𝑌 
the decision task which informs which prediction model is chosen (Kuppler et al., 2021).

Demographic parity prefers prediction models where the predicted outcome is the same for all𝑌
groups of the protected attribute . This means that all individuals, regardless of group𝐴
membership, have the same probability of receiving the resource (job program). At �rst glance,𝑅
this criteria looks similar to strict egalitarianism since it distributes the resource the same across all
groups. However, strict egalitarianism does not require an analysis of group membership. It
distributes a resource the same to all individuals. Demographic parity requires that the acquirement
of the resource should not depend on outcomes that are due to the sensitive attribute . If a𝑅 𝑌 𝐴
person is unemployed because of their group membership , which they did not choose, and𝐴
despite having the attributes (education, good resume) that should lead to a positive outcome of𝐵
, then this can be seen as a matter of bad luck. Hence, demographic parity can be mapped loosely𝑌

onto luck egalitarianism. By applying demographic parity to the algorithm, it becomes possible to
mitigate the societal bias of unequal opportunities that are due to a person's group membership.
Demographic parity is hence a fairness metric that seeks to alter the status quo, as most algorithms
are not fair according to this principle (Castelnovo et al., 2022).

4.4.5. Calibration and the role of algorithms in fairness
Some would argue that it is not the prediction algorithms' job to alter the status quo. This would
force the prediction algorithm to perform the decision task. Kuppert et al. (2021) argue that the
prediction task should only be concerned with painting a picture of how the world actually is based
on the available data. It is then the decision task's mission to use this picture of how the world is to
decide how the world should be. Hedden (2021) advances a similar argument and claims that
calibration within groups is the only fairness metric necessary for fairness. Calibration within
groups refers to the alignment between predicted probabilities and observed outcomes for speci�c
subgroups to ensure that the predicted probabilities accurately re�ect the likelihood of positive
outcomes within each group (Kleinberg et al., 2016). This means that if in group , the algorithm𝐴
predicts that 70% will be employed within six months (positive prediction ), then the ratio of𝑌
people from group who are actually employed within six months (true value of ) is also 70%. By𝐴 𝑌
devising a thought experiment, Hedden (2021) shows that calibration within groups is the only
criterion not violated by a manifestly fair and unbiased algorithm. This is true even when there are
equal base rates (equal distribution of for all groups). Based on this, he argues that it is not𝑌
necessarily the algorithm that is unfair when used to make distributional consequences, but rather
the decision task or the background conditions of society.

By arguing that it is the use of the predictions that are unfair and not the predictions themselves,
Hedden ascribes to an instrumentalist understanding of technology by looking at the algorithms as
the sole artefact to evaluate the fairness of. The perfect thought experiment set up by Hedden is, of
course, unrealistic, which he concedes, and he is not arguing that it is the only metric that can be
used for fairness but that it is the only necessary one. The primary goal of calibration within groups
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is to assess the accuracy and reliability of predictions within groups. It can hence be argued to be
more of a performance metric than a fairness metric. This is also in line with the instrumentalist
tendency to want to distinguish between facts and values, where fairness is taken to be how well the
algorithm represents reality for di�erent groups. Instrumentalists, like Hedden, are concerned with
algorithms' epistemological status and prefer to evaluate them on the knowledge they create.

However, even if calibration within groups is the only criterion necessary for fairness in an
instrumentalist view, in a technological materialist view, the whole system is taken into account. It
is common for predictions to feed directly into the decision tasks, which raises the question of
whether the algorithm should predict outcomes that align with the society we want to create rather
than create an accurate picture of a highly unequal reality. One could argue that, in contrast to
private sector data scientists, the public sector has the ability to change society in a speci�c
direction. Algorithmic fairness measures beyond a well-calibrated algorithm could potentially be a
means to that end.

4.4.6. Fairness metrics and situational contexts
If algorithmic outcomes should help change society in a way deemed more fair, the question then
becomes how to decide what that reality should look like, and based on that what fairness metric to
evaluate the algorithms from. As discussed above, di�erent metrics loosely map to di�erent
distributive justice principles, which might aid a discussion on what fairness metrics people deem
appropriate. More than just deciding on one speci�c fairness metric, it would be important to
consider the application context. Equality of odds might be a better metric when selecting
candidates for a job interview, for example, but in matters of civil justice, one might want to use
demographic parity, such as for airport security checks, so that no group is over-examined because
of an algorithm (Binns, 2017). Di�erent characteristics of the decision context in�uence the
selection of a morally suitable fairness metric (Loi & Heitz, 2022). Di�erent criteria have di�erent
advantages, and deciding the desirable outcome requires inevitable trade-o�s between objectives of
interests as it is impossible to simultaneously satisfy all mathematical de�nitions of fairness (Kearns
& Roth, 2019). Through public deliberation on AI, diverse perspectives on bias experienced in the
public sector could help inform what characteristics are important for a speci�c decision context.
This could further stretch to a discussion of what fairness metrics or distributive justice principles
the citizens would consider appropriate for di�erent situations.

4.5. Fairness beyond decision-points

4.5.1. From formal to substantive equality
The incompatibility between the di�erent mathematical de�nitions of fairness creates a dilemma
called “the impossibility of fairness” (Green, 2021). It speaks to the fact that fairness criteria alone
do not necessarily mean the system will have fair outcomes. Since algorithmic fairness restricts the
analysis to isolated decision-making procedures, applying a certain metric to make algorithms “fair”
can still lead to models that exacerbate oppression. In an unequal society, decisions rooted in formal
equality can produce substantive inequality.
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Formal equality relates to a liberal egalitarian notion that “when two persons have equal status in at
least one normatively relevant respect, they must be treated equally with regard in this respect”
(Gosepath, 2021). This means that formal equality restricts its analysis to a single decision point
and, therefore, cannot account for the inequalities surrounding that decision point (Green, 2021).
To counter this, egalitarian thinkers have tried to expand the formulations of equality to include
social relationships and institutional arrangements. This has been named substantive equality,
which is oriented towards identifying and remediating social hierarchies. Substantive equality
theorists are concerned with abolishing the social conditions that facilitate domination and
oppression, as they argue that these social hierarchies are the core problem of unequal distributions
of bene�ts and harms.

Instead of looking at universalist notions of equality, such as equality of opportunity, substantive
equality asks that we look at the concrete historical realities that generate injustice and change them
(Coeckelbergh, 2022b). This requires a focus on the groups that have historically been marginalised
and oppressed, such as women, people of colour, LGTBQIA+ people, indigenous people, disabled
people etc. In line with a technological materialist approach, it becomes important to investigate
which groups the technologies and those who employ them discriminate against and asks how this
happens beyond a single decision point. This requires looking at the larger societal structure of
inequality perpetuated by algorithms.

4.5.2. Disproportionate impacts of algorithms
Eubanks (2018) argues that the “new data regime” often makes things more di�cult for poor and
working-class people instead of empowering or bene�tting them. Decision-making about eligibility
for bene�ts, for example, means that poor people are often surveilled and managed, which opens
up possibilities for manipulation. If a government has moralistic views of poverty or group
membership, the technology can be used to perpetuate biases against already disadvantaged and
marginalised people. An example is the child-bene�ts scandal in the Netherlands, where Dutch tax
authorities used a self-learning algorithm to create risk pro�les for families committing child-care
bene�t fraud (Heikkilä, 2022). This resulted in an estimated 26 000 parents being wrongly accused
of child-bene�t fraud, which required families to pay back the allowances, driving families into
severe �nancial hardship or bankruptcy (Henley, 2021). The procedure was ruled discriminatory
and accused of involving racial pro�ling.

The distribution of bene�ts and harms of algorithms also relates to questions of access and
knowledge of algorithms as well as resources to appeal them. Research has shown that structural
inequalities mean that advantaged individuals can exercise greater autonomy in their use of
information technologies than disadvantaged individuals (Cotter & Reisdorf, 2020). Furthermore,
it has been shown that algorithmic knowledge gaps are greater for people with a worse
socio-economic background in certain domains. Even though disadvantaged individuals are more
likely to be subjected to harmful algorithmic practices, they are less able to appeal these decisions.
Hence, citizens do not have equal capabilities to advance their interests in relation to algorithms.
Public deliberation on AI could be a means to adjust for that by inviting citizens to be educated
about AI and allowing them to advance their views and experiences. Public deliberation on AI is a
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good �rst step in giving the public the means to become more capable of taking action against
unfair algorithms and educating them on how algorithmic fairness might come about.

4.6. Equality and justice conclusion
Algorithms used in the public sector su�er the same vulnerability as any other algorithm, meaning
they have the potential to discriminate. This is especially worrying since AI solutions work at scale.
As opposed to harm created by a biased human decision-maker in a single decision point, AI risks
causing the same harm to a large number of people at once. This means AI risks disrespecting the
democratic values of equality and justice.

Ensuring bias is dealt with to prevent harm is especially important in the public sector, as
democratic countries usually have equal treatment of citizens as a principle that is enshrined in the
constitutions. The introduction of algorithms into society has highlighted how society is already
biased, which has opened up avenues to discuss why this bias exists and what can be done about it.
Simons & Frankel (2023) argue that it is impossible to take a neutral stance towards the injustice of
the past by striving to build more accurate tools. This will only ensure that the unjust patterns of
the past get reproduced in the making of the future. Reinforcing the status quo is not a neutral
position but a political one implying that past injustices are acceptable for the future.

Measuring the political impact of AI is di�cult, which raises questions about how one can evaluate
the di�erent operations, practises, interpretations, and perceptions of algorithmic governance
(Coeckelbergh, 2022b). One way would be to hold public deliberations about AI in the public
sector. This could bring out many interpretations and perceptions about how AI a�ects the polis
and give insights into di�erent sources of algorithmic bias and mistreatment. This could further
inform what actions one could take and what would be acceptable to the public.

Discrimination caused by algorithms is not only a question of equality and justice but also about
freedom, as injustices impact what people are free or able to do. The di�erent ways AI in the public
sector can promote or undermine citizens’ freedoms will be discussed next.
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5. Freedom

5.1. De�nition of freedom

5.1.1. Freedom and democracy
Freedom is one of the most central values and principles in liberal democracies. In the history of
political philosophy, the preservation of freedom has been understood as the issue that necessitates
political authority and is, therefore, also the most important function of political authority.
Hobbes argued that the state of nature, without political authority, would be a state of chaos if
humans were allowed to pursue all their wishes without any constraints. If everybody were to
exercise their full freedoms, doing as they wished, they would inevitably start interfering with other
people’s freedoms. Therefore, political authority would be needed to keep a society’s internal peace
and order, ensuring that citizens exercised their freedoms in a way that did not interfere with
others’ (Coeckelbergh, 2021). Other philosophers argued for an expanded role of political
authority and, therefore, for the role of freedom. For Rousseau, the minimal political authority in
a Hobbesian society would not be enough to ensure freedom for people, as it would only bene�t
those who had property and resources. At the same time, the disadvantaged would remain unfree
(Bertram, 2023). He argued instead that humans will only be free if they have been able to have a
say in the “general will”, which is the collective will of all citizens. This will is the source of law, and
since everyone has participated in the formation of this law, they are acting according to their own
will and so remain free. For Rousseau, freedom is achieved through collectivity and each
individual’s participation in exercising control of society. This binds freedom to democratic
practice. According to his understanding, a democratic society is free if it is a self-determined
society, and each member of society is free to the extent that they participate in the democratic
process.

Freedom can be conceived of as both an intrinsic quality of democracy and an outcome of
democracy. The fact that each individual in the collective is free to contribute to the direction of
the community and therefore decide how they will be governed means that democracy is a form of
freedom. Freedom is also an outcome of democracy since when everybody participates equally, it
forces decision-makers to consider the interests and rights of a wider range of subjects, thus better
advancing those. A robust empirical correlation exists between well-functioning democratic
institutions and strong protection of core liberal rights, such as rights to a fair trial, freedom of
association, and freedom of expression (Christiano & Sameer, 2022).

5.1.2. Positive and negative freedom
Western political philosophy usually has two conceptions of freedom; negative liberty and positive
liberty. Isaiah Berlin de�nes negative and positive liberty as two contrasting or complementary ways
of thinking about freedom (Berlin, 1959). Negative freedom is understood as the absence of
external obstacles to the agent. This means that a person is free if no one, whether a person or an
institution, is stopping them from doing what they want to do. Negative liberty concerns the
options or choices left to the individual to make on their own, what options are not allowed to be
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made by the individual, and for what reason (Taylor, 1979). People usually di�er in what reasons or
values they think legitimise a violation of negative freedom, which gives rise to the concept of
positive liberty.

Positive freedom has several de�nitions. It can be seen as a property of the collective that is achieved
through equal participation in the process of establishing self-rule. As such, it is freedom for the
collective according to the “general will” described by Rousseau, a freedom of participation.
Positive freedom also has an individualist application that addresses individual self-rule, linked to
self-mastery, self-determination, self-realisation and autonomy (Carter, 2022). For positive
freedom, people are free if they can control their destiny in their interests. This is also sometimes
taken to mean that people should be able to control their desires or thoughts in alignment with
their interests.

Positive liberty is a response to the perceived ine�ciency of the concept of negative liberty to truly
enable freedom (Carter, 2022). Theorists endorsing positive freedom argued that there might be
many times in an individual’s life when no other agent is restricting them, but they are still unable
to do what they want. Such conditions could, for example, arise because of economic or social
inequalities, such as poverty, or discrimination based on characteristics such as gender, race, or
religion. Because of this, positive freedom requires that there are structures in place in society that
enable individuals to control their lives so that they do not have to depend on the will of others.
The structures for promoting positive freedom aim to give individuals the capabilities,
opportunities, and resources to achieve self-realisation, such as free education, free or subventioned
health care, or social safety nets.

5.1.3. Freedom and the role of government
Because there are di�erent conceptions of liberty, there are also di�erent conceptions of the task of
government (Bertram, 2023). People who endorse positive freedom hold that the government
should only interfere if it has a good reason or to promote positive freedoms. The welfare state can
be argued to ful�l these criteria as well as universal basic income. In contrast, people who strongly
endorse negative liberty argue that the government should only interfere to protect the people's
negative liberty. For these people, structures and practices aimed at promoting positive freedom, for
example, free health care, could be seen as an attack on negative liberty since free health care would
require taxation, which some might argue is an unjusti�ed interference. Negative liberty is
commonly used as a defence for constitutional liberties such as freedom of movement, religion, and
speech (Carter, 2022).

The public sector’s use of AI technologies can impact negative and positive freedom di�erently.
Discerning how it could do so would enable a deliberation on how to balance di�erent kinds of
freedoms against other values that could be created or impacted by AI in the public sector. This
will be the aim of the following sections.
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5.2. Promoting positive liberty with AI
There are many ways in which AI technologies in the public sector could promote positive freedom
or in�uence the conditions for positive freedom, thus giving people the power and resources to
self-realise. The algorithms' e�ciency could contribute to this, as e�ective distribution of public
goods or services could enable citizens to receive and gain access to what they need or are a�orded
quicker. Sherover (1992) argues that the positive freedoms a�orded to citizens in a society specify
what the society encourages citizens to do or not do. This means that AI technologies can make
certain activities easier to engage in for citizens. For example, if the government wants to promote
economic growth, it could leverage AI to make it easier for individuals to start a business or change
careers. The government's use of AI technologies could promote positive freedom by freeing up
time, enabling the citizens to plan their lives better and hence be more in control of what they do.
For example, a chatbot could be used on governmental websites, guiding citizens and helping them
navigate to the services and information they need, ensuring citizens do not have to go to speci�c
locations for information (Miller, B., 2021). Another example could be the use of algorithms to
analyse and manage tra�c. Computer vision systems can analyse data of real-time tra�c �ows and
send that information back to citizens to help them plan their routes, enabling ease of movement
and helping them save time (Sajid, 2023).

If the government provides healthcare, AI technologies in healthcare could promote positive
freedom since any sickness or illness could hinder positive freedom. For example, AI can predict
potential illnesses from patient data, facilitating early prevention methods and potentially saving
patients from many burdens. AI can also detect and control a virus outbreak, as was done during
the COVID-19 pandemic (Sajid, 2023). An example is the government’s PHREDSS system in
Australia, a surveillance system that monitors symptoms in hospitals daily to detect emerging
disease outbreaks quickly and change health policies proportionately (Centre for Epidemiology
and Evidence, 2022). Such a system could also promote negative liberty, as full outbreaks might
restrict citizens' movement, which would violate freedom of movement, hence negative liberty. AI
technologies could also be used to analyse public data, allowing policymakers to identify what
issues need to be addressed in di�erent regions allowing them to respond quicker, hence using data
to distribute resources better.

The government’s use of AI to track and prevent cyber attacks on its citizens is another way of
promoting positive and negative liberty (Fadia et al., 2020). If a cyberattack leads to the internet
being inaccessible for a few hours or more, citizens’ lives would be negatively impacted as they
would not have access to resources and capabilities that they normally do, therefore being less able
to control their lives. A cyber attack would be a violation of both negative and positive liberty.

There are many challenges with implementing AI technologies in the public sector, which could
instead contribute to violations or reductions of positive freedom. These will be discussed next.
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5.3. Obstructing positive liberty with AI

5.3.1. Bias and categorisation
If positive liberty is concerned with the structures that aid people in realising their goals in life, then
any obstruction to these structures could be seen as a reduction in positive liberty. This means that
if public resources become unavailable to the people who need them, it would reduce their ability
to control their lives and diminish their positive freedom. This could happen due to discrimination.
An example is the child-bene�t scandal in the Netherlands which was shown to be based on racial
pro�ling. Beyond algorithmic bias, if an algorithm is not robust enough in its problem
conceptualisation and speci�cation, it may lead to lower accuracy and to arbitrary results, which
could have the same e�ect of reducing people’s abilities to access services and goods that they have a
right to.

Many services the public sector provides depend on people �tting into di�erent categories that
determine eligibility for a speci�c service or bene�t. This categorisation can happen due to the
extensive data�cation of citizens by the state, which reduces citizens into a �ow of data that the
“user”, here the government, can easily control (Borgmann, 1992). This reduction of citizens into
separate categories can also be seen as a representation of what categories are considered “normal”
at a certain time. Data is an integral part of the modern state, as statistical information is necessary
for any democracy and is used both to dictate the state's duty and to measure its success
(Desrosières, 1998). Data about citizens, for example national censuses, have been collected for
hundreds of years. In this history, there are many ways that the creation, deletion, and wording of
bureaucratic categories have e�ectively erased many people’s identities, histories, and demographics
(Ananny, 2021). Who is accepted and who is not, and what is normal and what is not, is therefore
linked to the beliefs, interests, and goals of the current norms of society, in�uenced in many ways
by those currently governing.

5.3.2. The example of automated gender recognition
The categorisation used for algorithmic systems might mean that some people’s identities are
reduced, misrepresented and or eliminated if they do not �t into the categories considered normal.
An example is how demographic gender categories used in many algorithmic systems are often a
strict binary of male and female (Scheuerman et al., 2019). This excludes trans and non-binary
people who often get misclassi�ed. E�orts have been made to be more gender-inclusive in
governments, including online forms that allow people to self-identify (Leufer, 2023). However,
this choice is not available when it comes to automated technologies, such as AI. The drive to
classify people along the lines of gender has given rise to the use of facial recognition systems for the
task, so-called automated gender recognition (AGR).

As AGR systems usually operate along a gender binary de�nition of gender, they consequently
harm trans and non-binary people. Trans people are harmed as they risk being misgendered by the
system. Non-binary people are harmed as they risk not being classi�ed by the algorithms, which
could also create problems. If these technologies were integrated into spaces considered gendered,
such as bathrooms, they could cause signi�cant harm to these groups of people. Gendered
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bathrooms are normally a di�cult space for trans and non-binary people as it requires them to
choose one space over another, leaving them at risk of violence or threats from cis users of the
facilities (Keyes, 2018). If AGR systems were deployed to monitor these spaces, it could mean that a
system could raise an alarm when ambiguous or “incorrectly” gendered subjects entered a gendered
bathroom. Some literature proposes using operators to handle these situations (Santana et al.,
2017). This operator could ID the person and force them to use the bathroom of the gender they
were assigned at birth. Alternatively, they could force them to leave. They could also potentially
alert the police, which would further endanger the person, as police discrimination and violence
against trans people is a known problem (Grant et al., 2011; Miles-Johnson, 2015 ).

If systems like AGR were adopted by the public sector and used to monitor bathrooms or other
gendered spaces in government buildings, hospitals, or vaccination centres for example, it could
exclude trans and non-binary people from these spaces (Leufer, 2023). This would be a violation of
their positive freedom, as trans and non-binary people might then be discouraged from accessing
the services that they have a right to, as well as being dehumanising since it would prevent these
people from performing their basic needs. Such systems would also violate their negative freedom,
as they would not have freedom of movement in public spaces.

5.3.3. The price of not being recognised
As seen in the previous discussion, positive liberty is highly related to questions of equality and
justice. Philosopher Axel Honneth (2001) has argued that struggles over distributions (bene�ts and
harms) are closely connected to struggles for recognition. He writes that the struggle for
recognition “represents a con�ict over the institutionalised hierarchy of values that govern which
social groups, based on their status and esteem, have legitimate claim to a particular amount of
material goods. In short, it is a struggle over the cultural de�nition of what it is that renders an
activity socially necessary and valuable.” (p.54). If the algorithms do not recognise certain groups of
people, they risk harm in the form of discrimination but also risk not having their needs met by the
government in other ways. As mentioned before, governments use data on citizens from di�erent
data sources to reason about what public issues need to be addressed. Any data mining that relied
on scraped data from the internet to create pro�les on people with binary gender demographic
categories would risk erasing important understandings about the lives of trans and non-binary
people and their speci�c needs. If data along gender binary categories were used to reason about
who needs better services and what services they need, then the needs of those not �tting those
categories would be left out. This is another way that algorithms used in the public sector could
reduce or violate people’s positive freedoms.

The question then is what to do about these challenges since AI technologies rely on
categorisation. One could argue that some technologies, such as AGR, should be banned since they
discriminate based on gender. Furthermore, even though more costly, data gathering on the
experiences and needs of marginalised individuals could be done in more traditional ways,
complementing or substituting algorithms for the job. There are some e�orts to create
gender-inclusive datasets for machine learning. However, since gender is a �uid concept, classifying
gender is di�cult, and the idea that gender can be classi�ed can itself be critiqued (Pareek, 2019).
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Inviting those vulnerable to algorithmic harm to participate in design processes and deliberations
about impacts and visions for algorithmic use is important so that algorithms in the public sector
could facilitate emancipation rather than erasure, harm or neglect. However, the onus must be on
those who deploy the systems to prove that the algorithms are safe and do not contain bias rather
than putting the burden of proving that is not so on vulnerable individuals. Goodin (1985) writes
that “failing to take positive action to prevent harm from befalling someone who is particularly
vulnerable to your actions and choices is morally akin to a bodyguard sleeping on the job” (p.111).
This means that systems need to be weighed in terms of their bene�ts and harms but that the main
focus should be on ensuring that these systems work well for all citizens while enabling a plurality
of self-identities. Positive freedom should be promoted for all rather than only those �tting neatly
into the currently normalised categories.

Coeckelbergh (2021) argues that citizens can demand that any use of AI preserve negative liberty
and promote positive liberty. One technology used by the government which by some can be
argued to do both and by some is argued to violate both, is surveillance, which will be discussed
next.

5.4. Surveillance - protecting or violating negative liberty?

5.4.1. Current surveillance practices
Surveillance is the monitoring of behaviour, activities, or information with the goal of information
gathering, in�uencing, managing or directing said behaviour or activities (Lyon, 2001). These
activities can be o�ine, such as driving on the motorway or grocery shopping, or online, such as
websites we visit or friends we are connected to on social media. Whereas previously, surveillance
was mainly done by having humans perform the analysis, such as analysing CCTV footage for
identi�cation of suspicious activity, the combination of AI technologies and big data now enables
the automated monitoring of the surveillance systems, thus reducing the costs and time constraints
presented by human workers while simultaneously enabling a more ubiquitous and pervasive role
of surveillance in society (Viola, & Laidler, 2022).

Governments worldwide employ surveillance to ensure public safety and national security (Viola &
Laidler, 2022). The state uses surveillance to enable law enforcement and intelligence agencies to
collect data in domestic policing and counter-terrorism investigations. AI-based surveillance
activities are usually twofold: identifying individuals through di�erent sensors or processing data to
gain intelligence. The identi�cation of individuals includes, for example, using CCTV footage
collected in public spaces or body cams on police o�cers. Facial recognition systems are being used
at airports and borders, which enables the state to identify and track the activity of �agged or
suspicious individuals based on facial patterns (Coeckelbergh, 2022b). Other biometrics that can
be analysed with AI technologies and used for identi�cation are �ngerprints, a person's gait (way of
walking), or voice (Sien et al., 2019; Ali et al., 2021).
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For prediction and intelligence gathering, social networks such as Facebook can be analysed for
cyber threats by detecting communities of interest, identifying network leaders and experts, and
analysing text in and between networks (Kirichenko et al., 2018). Another way that the
government can surveil its citizens is by creating data pro�les on them from online and o�ine
recorded activities. This is done through data mining techniques, which use statistical techniques
and algorithms to �nd patterns of correlations between data (Hildebrandt, 2008). This can be used
to identify and represent individuals or groups as data subjects for risk assessment or assessment of
opportunities for the subjects.

5.4.2. The question of interference
Surveillance can be seen as an e�ort to protect citizens' negative liberty by ensuring that nobody
negatively interferes with their lives by hindering terrorism or preventing cyberattacks, for example.
It could also be seen as protecting people’s positive freedom, preventing them from harm and
ensuring that they are in control of their own lives. However, surveillance could also be understood
as an interference by the government in people’s lives, violating negative liberty, as it includes
monitoring and watching people’s actions. Some might oppose such claims since watching does
not necessarily mean interfering. Mostly, the state is not actively interfering with a person's life
physically. When they do, they might only do so to protect other people’s freedoms or because of
other values that might take precedence in the situation. A problem arises when these technologies
produce errors that lead to discriminatory and harmful uses such as false accusations and arrests,
something that has already happened in the US when a man was falsely accused of stealing
thousands of dollars of watches by an error in the facial recognition software and consequently
arrested (Bhuiyan, 2023).

Some might argue that for surveillance technologies, even the risk of interference constitutes
interference, as the mere threat of interference is enough to discipline you (Coeckelbergh, 2022b).
A common analogy for the disciplining power of surveillance technology is the panopticon. The
panopticon was a prison architecture designed by English philosopher Jeremy Bentham in the 18th
century which was designed to make the prisoners feel like they were always being watched.
Bentham argued that this would force the prisoners to behave by design, creating the desired e�ect
while minimising the need for prison guards (Zappe & Gross, 2019). In today's society, these
ever-watchful eyes are now non-human, constantly present in our devices, surroundings, and
awareness. As for the panopticon, people cannot watch them back.

5.4.3. Privacy and surveillance
With surveillance, what can be seen as being violated in terms of negative freedom is privacy, which
can be understood as freedom from interference in our personal sphere (Coeckelbergh, 2022b).
Privacy is a human right determined by Article 12, which states that: “No one shall be subjected to
arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his
honour and reputation. Everyone has the right to the protection of the law against such
interference or attacks.” (UN, 1948). Surveillance can harm through its forceful entering of spaces
which were previously only privy to one’s self, such as one’s questions and wonders (through, for
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example, one’s Google searches), one’s correspondences (for example, one’s online messages and
emails), one’s choices of movement (through CCTV footage in streets), and in the future perhaps
even one’s brain patterns (through neurotechnology). Like the panopticon, it can have a
disciplining e�ect that changes one’s behaviour due to intimidation and shame that could come
with the knowledge that one is being watched (Couldry &Mejias, 2019). In this way, surveillance is
oppressive and productive, creating the individual according to the norms of the dominant culture
and shaping one’s identity by “training us to look at ourselves in certain ways” (Zappe & Gross,
2019, p.14). If unfreedom from a negative liberty perspective is the restriction of actions or
outcomes that a person would otherwise be able to do or bring about (Carter, 2022), then the
disciplining e�ect of surveillance could be seen as a violation of one’s negative freedom if it results
in a restriction in what one says (freedom of speech), in where one goes (freedom of movement),
and in whom one meets (freedom of association and assembly).

However, the question is whether surveillance poses an ‘arbitrary interference’ in citizens' lives and
what degree of interference it presents. Is the degree of interference serious enough to violate
negative liberty? Some have argued ‘no’ based on people’s attitudes towards surveillance and claim
that the idea of surveillance as a disciplining force is no longer valid (Zappe & Gross, 2019). They
claim that people nowadays are aware of being watched and that despite knowing this and without
knowing how they are being watched, they do not regulate their behaviour. Instead, as
Vaidhyanathan (2012) writes, “we don’t seem to care” (p.85). The act of surveilling is not only
done in a top-down fashion, from the state to the citizens, but also throughout society and between
people. Hence, the practice of surveillance might be a social phenomenon that people are
acclimated to. As Foucault (1995) observed: there are multiple “centres of observation disseminated
throughout society” (p.208).

People monitor each other on social media, scolding bad behaviour and encouraging what they
perceive to be correct according to norms. Self-monitoring is a common practice for both
institutions and individuals, and people both seem to fear privacy invasions but are simultaneously
unbothered by sharing information about themselves through social media (Harju, 2019). Some
might even claim that surveillance might not be seen as such if the monitored subjects freely share
their information. Zappe (2019) writes that distinguishing between public and private, and data
and the “self” is becoming increasingly di�cult. Therefore, there might come a time when the
state's role as a disciplinary institution is supplemented by people's “over-sharing, consumerism,
and indi�erence” (Zappe & Gross, 2019, p.15).

Surveillance used by the public sector to ensure public safety and order may not be seen as a
violation of negative liberty either because it does not interfere or because, even if it does, it does
not hinder people from doing what they would normally do. However, some might argue that the
further actions enabled by surveillance combined with other AI technologies pose a greater risk to
citizens’ freedoms. These will be discussed next.
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5.5. Controlling citizens with AI
Governments can use the power that comes with surveillance to control the citizen and direct them
towards certain aims. This relates to the practices of paternalism and authoritarianism. This section
will �rst discuss how AI can be put to authoritarian use. After that, I will lay the theoretical ground
for paternalism and show how it relates to the practice of nudging. I will then show how AI
technologies can be used for nudging and discuss the implications of such technologies on
freedom.

5.5.1. Authoritarian algorithmic practices
With surveillance, the government can access many of the movements and actions of citizens. If
these actions are accessible, then with the right technology, the government could also try to
in�uence these actions. Hence, with AI technologies, including automated surveillance, the
government could perform mass manipulation and repression. Such a tool in the hands of a
government that is currently or is becoming totalitarian or authoritarian could mean that many of
citizens’ liberties would cease to exist or be severely reduced. Surveillance could be used to detect
any form of speech by individuals or groups that do not align with the regime's ideology, thereby
identifying potential political opponents and enabling them to take action against them. This
would clearly violate negative freedom, as freedom of speech, assembly, association, and religion or
beliefs could be impacted. Paired with other technologies like generative AI, surveillance and
targeted action makes it easy for authoritarian regimes to create and distribute propaganda. An
example is Vladimir Putin’s use of AI-enabled propaganda to manage Russians' views and feelings
on the current Ukraine invasion. Generative AI was for example used to create a fake video of
Ukrainian President Volodymyr Zelensky in which he calls for Ukrainians to surrender (Drexel &
Withers, 2023). These examples show that AI technologies can be used in inherently
anti-democratic ways.

5.5.2. Paternalism and nudging
Democratic governments might also interfere with citizens to achieve their interests. To reduce
public healthcare spending, the government could take measures to ensure citizens’ good health. A
non-AI example is how Sweden has banned cigarette smoking at bus stops, train platforms,
outdoor seating areas, and outside entrances of hospitals and other public buildings to reduce
smoking and its health hazards (CBS News, 2023). This is a form of paternalism, which is
interference against somebody’s will motivated by the claim that the person would be better o� or
protected for it (Dworkin, 2020). Paternalism involves the restriction of some freedoms to protect
or promote other freedoms and values.

Government interference in people’s lives is often done in the name of positive freedom. This
requires a speci�cation of what should be encouraged, hence the content and activity of freedom
(Bowring, 2015). Because of these constraints, Berlin mounted a famous critique of positive
freedom by showing how it could sometimes lead to paternalism by those who claim they know
our true interests better than ourselves. In his argument, the premise for this kind of positive
freedom begins with the idea of a divided self (Carter, 2022). This could be the di�erence between
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one’s rational self and one’s desires, one’s short-term thinking versus long-term thinking, or other
theories that distinguish between di�erent ways of thinking, feeling, or being that can represent a
con�ict in one’s self or the greater collective (as an extension of self).

One of the current popular theories that can motivate paternalism in this way is Kahneman’s
two-system theory of the mind. This theory stems from work that Kahneman did early in his career
with Tversky on human decision-making (Mheslinga, 2022). Their experiments showed that
humans do not commonly reason in line with statistical and logical thinking in situations of
uncertainty, instead relying on di�erent heuristics for their judgements. They used this evidence to
argue that humans are irrational decision-makers (Tversky & Kahneman, 1974). In the two-system
theory of the mind by Kahneman, he describes the brain as a lazy machine that keeps people from
using the full power of their intelligence (Kahneman, 2011). Instead, most people’s behaviours are
determined by two systems, one that is conscious and considerate, which is used for focused
reasoning, and one that is automatic and impulsive, which uses heuristics to solve problems fast.
According to Kahneman, these two systems are constantly competing, and di�erent external
situations can trigger one system over the other.

The studies by Kahneman and Tversky and Kahneman’s two-system theory have been criticised on
several grounds, for example for lack of replicability and wrongful conclusions from the results
(Gigerenzer, 1991; Schimmack et al., 2017). Despite this, the theory that humans often use
heuristics to make decisions served as an in�uence for the development of nudge theory by Thaler
& Sunstein (2008).

Nudging is the idea that environments should be designed to in�uence the decisions or behaviours
of groups of individuals in a desirable direction, knowing that people will often not reason well
about their choices on their own. An example is putting fruit next to the supermarket check-out
instead of candy to reduce people's sugar consumption. Nudging is seen as an alternative to
coercion, as it makes some choices more available than others, leaving it to the individual to make
the �nal choice. Sunstein & Thaler call this “libertarian paternalism” and mean that nudging does
not violate (negative) liberty like “classical” paternalism, as the choice is still up to the individual.

By steering people towards “better” choices that are aligned with people’s or the collective’s true
interests without forcing them to make those choices, nudging can be said to promote people’s
positive freedom while preserving negative liberty. However, this is the kind of action that Berlin
warned against. He meant that manipulation towards goals that the social reformer recognised but
the people do not is degrading, as it treats them as objects without wills of their own (Berlin, 1959).
To Berlin, nudging would violate one’s negative freedom as it tries to in�uence people’s choices
when they might have acted otherwise.

Regardless of this critique, governments worldwide have been enticed by nudging as a tool for
directing the behaviours of their citizens in a less interfering way (Halpern & Sanders, 2017).
Nudges have been used to get people to save for retirement, eat more healthily, and pay their taxes
on time. Some have also started thinking about how governments could pair AI technologies with
nudging to create nudges that work on scale and are more targeted for individuals, functioning as
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regulatory technology (O’Reilly, 2013). Cristianini & Scantamburlo (2020) have investigated how
AI and nudging could be paired for purposes of social regulation. They are interested in the
implementation of what they call Algorithmic Social Machines (ASMs) for social control, which
would work like personalisation systems, recommending and discouraging actions of citizens in
real-time through surveillance and administering positive and negative incentives (such as �nes or
discounts) to in�uence their behaviours. An example of a small-scale system of this sort is a smart
tra�c app launched in Enschede in The Netherlands which rewards people for cycling, walking,
and using public transport (Huang et al., 2021). The rewards consist of points that can be
redeemed towards discounted products and services in the local community. Likewise, the social
credit system in China follows the same logic, using AI technologies to monitor, analyse, and then
steer people’s behaviour by rewards and punishments (Lam, 2021).

5.5.3. Justi�cations for nudging
In a democratic system, it might be possible to justify such a system based on positive freedom. If
positive liberty concerns agreements made together as a community that all people have
participated in (according to Rousseau’s general will argument), and if such an agreement involves
paternalistic supervision in situations where people’s competencies can be doubted, then
paternalism would not be any in�iction on liberty despite people being handled by someone else.
To illustrate this, Reploge (1989) uses the metaphor of somebody taking a person’s car keys against
their will after drinking. The problem with algorithmically superpowered nudging is that this kind
of agreement is lacking, or can be said to be lacking since there has been no public involvement
about the issue that determines what the goals of such a system should be. If an algorithmic
nudging system was used to encourage saving up for one’s retirement, this might be seen as more
benign than a nudging system for managing people’s movements for example. However, a system
that exploits citizens’ subconscious would have to be accepted and decided on by the citizens. If the
system deals with punishments and rewards, it would have to have the goals of the system explicitly
stated. Such a system would be more transparent and might paradoxically be seen as less
liberty-in�icting than systems used without people’s knowledge.

Despite only managing choice architectures, it is possible to ask how liberating an algorithmic
nudging system would be, especially when rewards and punishments are involved. Instead of
supporting the citizens, it can be argued that this system does the opposite since it blames
individuals for their shortcomings or bad luck. As many political problems are wicked, pertaining
to di�erent needs, values, and wishes for di�cult situations, people might feel di�erently about the
uses of such a system given its potential impact on their freedoms. The impact would likely di�er
for di�erent groups of people, further necessitating their involvement. Because such a system could
easily be misused in anti-democratic ways, it would be important that the citizens are aware of
algorithmic nudging systems and could contribute to the goal-setting and envisioning of its
possible uses. Even though some goals might be indisputable and therefore would not necessitate
public discussion, such as the goal to save the planet from the climate crisis, involving the citizens in
envisioning exactly how this could be done would be important from a deliberative democratic
perspective. Public deliberation on the government’s uses of algorithmic nudging could contribute
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to a discussion of what values need to be balanced and considered for such a system, how potential
risks can be mitigated, and what uses would be most e�ective and acceptable to the public.

5.6. Freedom conclusion
Freedom is one of the most central principles in liberal democracies and also one of the most
complex. As shown in this chapter, introducing AI technologies in the public sector raises
important questions about how the technology might impact this principle. AI in the public sector
holds the potential to make people’s lives easier by facilitating better planning, ease of movement,
fast acquisition of resources, and safety from external threats. This means that AI has the potential
to promote the positive freedom of citizens, enabling them to better plan and be in control of their
lives. However, as Berlin has argued, references to positive freedoms can also be used to justify
forms of paternalism, which might impact citizens' negative freedom by interfering (or potentially
not) in their everyday lives. Furthermore, surveillance technologies could a�ect people’s privacy,
raising important questions on how to protect this principle while reaping other bene�ts associated
with surveillance. It is up to the public sector to provide information about the risks of the harms
that can be done by these technologies alongside the expected bene�ts so that the public can assess
whether they agree with the priorities set.

In a public deliberation on AI use in the public sector, citizens could give reasons as to what
restrictions of freedom in reference to another principle would be acceptable and which ones
would not. This could further establish what new kinds of freedoms could be created to
compensate for the loss of others. Verbeek (2020) writes that since opting out of technology is not
always possible, we must look for a democratic perspective from “within”. This means
acknowledging that individual freedom is always mediated and conditioned by technologies and
choosing to accept responsibility for and deal with this fact in a democratic way. Public
deliberation would be a democratic way of discerning how AI could make the government more
e�cient while still protecting and promoting citizens' freedoms.

As I have shown, AI in the public sector impacts the values of freedom, equality, and justice.
Because of this, it is important to ask whether the use of AI in the public sector is legitimate and
whether the citizens could hold the government accountable for their AI use. These issues will be
discussed next.
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6. Legitimacy

6.1. De�nition of political legitimacy
Political legitimacy can be minimally de�ned as the right to govern (Coicaud, 2002). It is a virtue of
both political institutions and the decisions made within them (Peter, 2017). For many
contemporary political philosophers, the right to govern is dependent on a democratic system,
where those who are being ruled over get to vote and participate in the governance of society.
Theories of political legitimacy can be divided into three categories: those that focus purely on the
quality of the outcomes of political processes for the claim of legitimacy (instrumentalists), those
who mean that it is the quality of the decision-making procedures that gives a decision or a political
institution legitimacy (proceduralists), or a mixed approach of the two (mixed instrumentalist and
proceduralist). In order to avoid mixing instrumentalism in political legitimacy with
instrumentalism in the philosophy of technology, I will refer to it here as the outcome approach.

The outcome approach believes an institution or decision is legitimate if it leads to good or ideal
outcomes. “Ideal” here can refer to an ideal egalitarian distribution (Peter, 2017). People
subscribing to the outcome approach can sometimes argue against democracy if it does not lead to
good or ideal outcomes. For the legitimacy of decisions, they might argue that experts should make
certain decisions if it leads to better outcomes rather than relying on democratic decision-making.
Because of this claim, some scholars have tried to show that a democratic system leads to better
outcomes than other systems. For example, Landemore (2013) uses the diversity trumps ability
theorem to argue that democratic decision-making leads to good outcomes since a diverse group of
people coming together will �nd the best outcome over a group of experts.

In contrast to the outcome approach, pure proceduralists argue that political institutions and their
decisions are legitimate if they result from fair or correct procedures. Fair here refers to political
equality, which for the aggregative democratic model demands that all expressed preferences are
given equal consideration. For the deliberative democratic model it demands people’s equal
possibilities to participate in the process of public deliberation (Peter, 2007). Deliberative
democracy can be seen as a proceduralist account since, in deliberation, there are no shared
standards for assessing the quality of the outcomes. Deliberative procedures always have
disagreements about the proposals remaining. Therefore, some deliberative theorists argue that one
can only ever say something about the fairness and quality of the procedure.

Against these two theories of political legitimacy, proponents of a mixed approach hold that the
fairness of a procedure alone does not guarantee good outcomes. For them, fair procedures might
still lead to irrational outcomes or outcomes of unacceptably low quality (Peter, 2017). There are
di�erent conceptions of mixed approaches. Deliberative democrats that agree with the mixed
approach argue that the structure of deliberative procedures will eventually lead to rational
outcomes (Habermas, 1996). Other deliberative democratic theorists have tried to prove that there
is still the risk of irrational decisions from a deliberative procedure by devising di�erent dilemmas
and proving them. Many have therefore turned to an epistemic conception of proceduralism,
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which holds that deliberative democratic decision-making procedures are required for political
legitimacy but also require the decisions made to be as correct as possible.

6.2. The principle of publicity
In order to evaluate the legitimacy of a government or decision, a kind of openness is required
between the government and the people. This relates to the principle of publicity. Publicity
requires that political decisions that can a�ect the happiness or welfare of citizens should be based
on reasons available for scrutiny (Davis, 1991). Hayward (2021) writes that the principle of
publicity constitutes at least three values. The �rst is openness or inclusiveness, which requires that
spaces, institutions, or goods considered public should be accessible and open to all, hence being of
common concern. The second is transparency. Transparency is necessary since the public should be
able to know how public things are managed and governed. This includes the notion that reasons
behind decisions made about citizens should be accessible. The third value of publicity is its
politicising character, which emerges as public things encourage people to understand themselves
as political actors and enable them to participate in caring for those things.

The function of publicity is to foster openness and trust between those governing and the governed
by enabling the citizens to manage power relations democratically. Hence, the principle of publicity
is required for the citizens to assess the legitimacy of democratic institutions and their decisions.
Considering these conceptions of legitimacy and the associated principle of publicity, we can begin
to consider how AI technologies in the public sector might impact democratic legitimacy.

6.3. How AI in the public sector can a�ect legitimacy
Political legitimacy is a virtue of both institutions and decisions, which means we can analyse AI in
the public sector from di�erent points of view. When looking at institutions, we could analyse
whether an institution that uses AI for most of its decisions rather than humans would be
legitimate. We can call this algocratic legitimacy. In terms of the legitimacy of decisions with AI,
there are two points of analysis: 1) whether the decision to apply an AI solution to a problem is
legitimate, and 2) whether the decision by an algorithm is legitimate (here we assume that the
prediction task and the decision task is the same). We can call these AI solution legitimacy and
algorithmic decision legitimacy, respectively. I will discuss these di�erent conceptions of AI
legitimacy by examining how they measure up to the proceduralist and outcome-approach,
respectively.

6.3.1. The proceduralist account

6.3.1.1. Algorithmic decision legitimacy
From a proceduralist point of view, algorithmic decisions are legitimate as long as the procedures
are fair. For a procedural account of algorithmic decision legitimacy, it becomes impossible to speak
about fairness from a deliberative point of view since there is no space for deliberative participation
inside an algorithm. However, from the aggregative democratic point of view, we can demand that
everybody be treated as political equals and that their interests are considered equally. Some might
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argue that the fact that algorithms process everybody in the same fashion (using the same internal
functions) might indicate that the process is fair. This is in comparison to a human-led process
where the human in question might treat di�erent people in di�erent ways due to social bias, such
as stereotyping people, leading to everybody’s interests not being equally advanced. Hence,
algorithmic decisions might be considered procedurally more fair (and hence legitimate) than the
same decisions being taken by public servants.

However, a problem arises with the use of data. Even though there is no bias on the part of the
algorithm’s internal processing, the data is still treated in the process, and from a broader
understanding of AI as not just a technology but also as a system, the data can be argued to be part
of the procedure of algorithmic decisions. Suppose for example that the data is not representative
of the wider population. In that case, everybody’s interests will not be advanced equally in the
algorithmic decisions, which could make algorithmic decisions illegitimate according to the
proceduralist account. Another question is if individuals are treated as political equals or whether
their interests instead are subjected to their group membership. AI technologies are often based on
statistical similarity, meaning decisions are not made based on the individual and their
characteristics but rather on that individual's similarity to other people. This might mean an
individual's interests are not advanced if algorithmic decisions are biased against their group.

Here, some might argue that a decision by a human decision-maker might be more procedurally
fair since a human assessment could include an understanding of the individual based on feelings of
empathy, potentially leading to the advancement of that individual's particular interests beyond
judgements of their similarity to other people. To counter that argument, one might argue that if
fairness metrics are involved in the process, meaning biases can be caught and corrected, the
potential for biases is acceptable, making algorithmic decisions legitimate. However, the question
of what fairness metric to apply to an algorithm has to do with decisions to use an algorithmic
solution, which will be discussed next.

6.3.1.2. AI solution legitimacy
The decisions to apply an algorithmic solution and the design of such a system can be considered
part of AI solution legitimacy. The proceduralist account of deliberative democracy can apply here,
meaning such decisions must be subject to public deliberation. Deliberation about such decisions
might happen within di�erent institutions and within di�erent design teams. However, according
to deliberative democracy, certain issues should be the subject of public deliberation, where the
citizens also participate.

Solomon & Abelson (2012) have identi�ed four policy issue characteristics that make it suited for
public deliberation. Accordingly, a topic is suited for public deliberation if it has one or more of the
following: con�icting public values, high controversy, could bene�t from combined expert and
citizen knowledge, and low trust in government. These are all ful�lled by AI in the public sector. In
the previous chapters, I have shown that how AI is or can be used in the public sector could mean
con�icting public values (for example the value of public safety versus privacy). AI is also a topic of
high controversy, pertaining to questions of whether AI can be properly controlled and aligned
with human values and whether the knowledge created by AI is superior to human knowledge.
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These ideas will be further developed in Chapter 7. I have also shown how AI both requires expert
knowledge in terms of understanding the algorithms as technical artefacts (instrumentalist view)
but also pertains to questions of, for example, what principles of distributive justice and potential
fairness metrics would be appropriate in di�erent situations and what speci�c uses and their
resulting social structures could be deemed acceptable. From a deliberative democratic view, the
citizens could be involved in deciding this. I have also mentioned empirical evidence that citizens
are concerned about governments’ application of AI, showing that AI in the public sector is an
issue where the public might have low trust in the government.

Because of these factors, in the proceduralist view, the decision to apply AI in the public sector is
only legitimate if it is the subject of public deliberation. This is also the main argument I am
advancing in this thesis.

6.3.1.3. Algocratic legitimacy
From a proceduralist view, algocracy is a potential threat of the outcome-approach applied to AI.
Algocracy can be de�ned as a system “organised on the basis of algorithms which structure
constrain the opportunities for human interaction with that system” (Danaher, 2016, p.251).
Danaher (2016) argues that a problem with the outcome-approach to legitimacy is it opens up for
an algorithmic version of epistocracy. Epistocracy means that a group of people in society know
better what the best outcomes are (an epistemic elite) and, based on this superiority, get to control
all public decision-making processes (Estlund, 2003). The argument is that if one believes that only
the outcome matters, one should accept such a regime, which would prohibit any citizen
involvement in public decision-making procedures. Danaher extends the idea of epistocracy to
algorithms. If some believe that algorithms have a superior epistemic access to the best outcomes,
this might lead to algocracy. He calls this the “threat of algocracy” since it would diminish human
participation in decision-making processes that humans previously controlled.

An algocracy would not be legitimate from a proceduralist point of view unless it results from a fair
decision procedure (AI solution legitimacy). However, from a deliberative democratic point of
view, it is unlikely that an algocracy would be deemed legitimate since it does not allow for human
participation in decision-making. For the aggregative democratic model, algogracy would be
legitimate if it equally advances the citizens' interests.

6.3.2. The outcome-approach

6.3.2.1. Algorithmic decision legitimacy
For the outcome-approach, algorithmic decisions are legitimate if they bring good outcomes. This
brings the question what the outcome to be evaluated is for an algorithmic decision. If taking an
instrumentalist approach, the outcome to be analysed is how well the algorithm has captured
reality as represented in the data, hence the model it creates. The outcome of an algorithmic
decision could extend to how well such a model performs in the environment it was made for,
hence the model’s predictive ability. Good from the instrumentalist point of view might therefore
refer to an algorithm’s epistemic capacity. Epistemic capacity, adapted from community epistemic
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capacity, can be de�ned as the capacity of an algorithm to gain, maintain, adapt, and continue the
knowledge it needs to solve a problem (Werkheiser, 2016).

One can argue that good algorithmic decisions require good outcomes not just for a single decision
but also over time. This could cause a problem for outcome-based algorithmic decision legitimacy,
as many current systems are considered fragile. Data-driven algorithms are not robust in their
predictions. This is because they rely on underlying statistical patterns in the data to make
decisions. As data is continuously updated based on the changes happening in the world, the
models might eventually not accurately represent the world, making them prone to errors. Such
changes in the data can further be hard to predict, as things might change quickly. Likewise,
algorithms might prove fragile as they are based on correlations and not necessarily causations.
Thus, according to the data that the algorithm was trained on, the ground truth might not be
consistent with the ground truth as it exists in the world.

These fragilities of the systems also mean that algorithms are vulnerable to adversarial attacks,
where small and carefully crafted perturbations in the input data cause the algorithms to give false
predictions (Wang et al., 2023). Such changes are observable to the human eye and would not pose
a problem for a human decision-maker but would cause the AI technologies to fail. Furthermore,
with the current rise of generative AI, it is possible to generate life-like images and videos alongside
text which looks like a human has written it. These fake media can be used to trick AI systems.
Such risks pose further problems than adversarial attacks by perturbations, as not even humans can
detect them as fake. This means that despite depicting the world well at the moment of evaluation,
algorithms might not do so consistently, which could mean that algorithmic decisions are not
legitimate from an outcome-approach.

6.3.2.2. AI solution legitimacy
Considering the decisions to apply an AI solution, decisions are legitimate for the
outcome-approach if they lead to good outcomes. Here we can apply both a narrow and broad
analysis of the outcome. In a narrow analysis, it makes sense to judge the outcome of the decision
to apply an AI solution based on how well it solves the particular problem the institution meant it
to solve. Hence, AI technologies used to enforce public policy should be assessed on how well they
manage to pursue the aims of the democratic lawmaker. In a representational democracy, that
lawmaker has been decided on by voting, and for the outcome-approach, one can argue that as long
as the AI serves the ends of that lawmaker in a su�ciently good way it would be legitimate.
Whether an AI solves a problem better than, for example, a group of human decision-makers might
depend on what evaluation measure is used. Some might for example argue that if the algorithms
solve the problem more e�ciently than human decision-makers, this might be considered a better
outcome. Others might de�ne good in a way that requires the AI solution to solve the problem in a
way that leads to an ideal distribution.

The question then is what outcomes an AI solution should be evaluated on and if it is possible to
claim the legitimacy of AI solutions based only on its success according to one metric or outcome.
Furthermore, whether one could su�ciently separate the outcome from the procedure might be
questionable. If an algorithm required a data gathering procedure which treated citizens
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inhumanely, for example by collecting images of them in their private spheres, would this be
warranted based on any good outcomes of that data gathering, or would the potential harm to the
a�ected individuals also count as part of the outcome (Danaher, 2016)? Mesquita (2019) writes
that we cannot divide the world into “a neat dualism of aims and tools - the aims of public policy,
on the one hand, and objective, quantitative tools used to pursue those goals, on the other”. He
means that there is inherent feedback between the two since what we quantify and how we
quantify something decide the aims of public policy, as the aims of public policy decide what we
quantify. This means that AI solutions might be applied in a way that requires a de�nition of
public policies into measurements that can be made. From a technological materialist analysis, this
could mean that outcomes of AI solutions on a systemic level are not considered in the evaluation
of the technology. An example is how poor people might be surveilled by the system more than
more privileged people, which might cause certain problems that are not factored into the
outcome. This means the outcome-approaches to AI solution legitimacy depend on what outcome
is deemed important, which might be a di�erent answer for the government and the citizens.

6.3.2.3. Algocractic legitimacy
As discussed for the proceduralist account, the outcome-approach would deem algocracy legitimate
if it leads to better outcomes. As discussed above, this depends on what criteria are chosen for what
makes a good outcome. A further potential for algocracy is that, whereas for AI solution legitimacy,
the outcome to be analysed is selected by humans, for an advanced algocracy, the outcome to be
measured could be selected by the algorithmic system itself if given enough agency. However,
whether one can even speak about political legitimacy if it is not judged by humans is questionable.

6.4. AI publicity and accountability
Both the proceduralist and outcome-approach depend on the procedure and outcome of the
algorithms and the decision to apply them being available so that citizens can judge whether the
procedures are fair or the outcomes are su�ciently good. Discerning whether a decision was fair
and its outcome good relates to the principle of publicity.

6.4.1. Proceduralist requirements of AI publicity
From a proceduralist point of view, to assess the legitimacy of algorithmic decisions would require
that citizens have access to the internal workings of the algorithms and are given reasons for why a
decision was taken for a speci�c case. This is where a potential problem arises for AI technologies:
for a human decision-maker, it is possible to ask them to give reasons for their decisions to justify
them. This is not possible when it comes to algorithms. There is no logical pathway from an input
in a data-driven algorithm to its output that can be read from the code (Maclure, 2021). Some
algorithms �nd very complex relationships in the data which are used for making the decisions, and
there is no chain of reasons that can easily explain how the algorithms came to these. The
developers themselves can in most cases not explain how the algorithm made its decisions. Seeing
what is happening “inside” the algorithm is almost impossible, leading to what is called the “black
box problem” or “the opacity problem” of AI (Eschenbach, 2021; Danaher, 2016). Furthermore,
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algorithms might be not only technically opaque but also theoretically opaque, as very little is still
understood about why these systems work so well and how (Beckman et al., 2022). These factors
make it di�cult to accurately explain how an algorithm is reasoning and to judge whether the
decisions to use an AI solution have been grounded in good reasons. The challenge is to satisfy the
proceduralist requirement that algorithmic decisions and AI solution decisions be made public so
that the reasons given for their decisions, use, and design can be assessed.

6.4.2. Outcome-based requirements of AI publicity
For outcome-approaches, it would be important to obtain the outcomes of algorithmic decisions
to discern whether they were good. This includes the decision or predictions made and how they
correspond to a particular performance metric for example. Furthermore, in the
outcome-approach, AI solution legitimacy would necessitate the outcome of the solution
according to the motivated measurement, alternatively would correspond to an evaluation of the
outcome of the system on a larger scale. This would require transparency in the problem or policy
that the AI was made to solve or implement and su�cient knowledge about its measured and
unmeasured outcomes. The latter might be hard to come by.

6.4.3. Questions of accountability
The principle of publicity presents a way for citizens to hold the government accountable for their
actions. To ensure the di�erent kinds of AI legitimacy discussed above the proceduralist and
outcome-approach requires citizens to have access to certain information and knowledge about the
government's AI use. The developers and users of AI technologies are far from oblivious to the
problems of algorithmic opacity and opacity in the decision-making process. Therefore, several
solutions have been proposed for how to increase AI publicity and, ultimately, accountability of AI
use.

6.5. Accountability methods

6.5.1. Explainable AI

6.5.1.1. Transparent and post-hoc methods
The need to provide explanations for the algorithm's decisions has given rise to the �eld of
Explainable AI (XAI). XAI consists of di�erent techniques for explaining algorithms' inner
workings or reasoning. Therefore, it is relevant for the proceduralist account of legitimacy. XAI
techniques are often divided into two categories: transparent methods and post-hoc methods.
Transparent methods are algorithms considered interpretable by nature, meaning their inner
workings can be truthfully represented and obtained for inspection (Gohel et al., 2021). Such
algorithms include decision trees, Bayesian models, and linear regression. If the internal feature
correlations are not too complex, interpretable methods are good solutions to problems, as they
avoid the problem of opacity from the start.

40



In contrast, post-hoc methods are used to explain complex algorithms whose internal workings
remain opaque. They receive a trained model as input and generate useful representations
constructed from approximations of the inner workings and logic of the opaque model (Gohel et
al., 2021). Depending on the data that the model to be explained uses (text, tables, images), the
post-hoc methods generally try to explain what features in the data the model paid the most
attention to when making its decisions. However, many of these methods are not robust and can
therefore be misleading. An example is an XAI method that tries to explain what part of an image
the algorithm paid attention to when classifying a picture as being of a dog or a cat. This technique
might highlight the pixels the algorithm paid the most attention to when making its decision.
However, as image classi�cation algorithms use edges to determine the object in an image, the
explanation provided by a post-hoc method might be the same regardless of whether the image was
classi�ed correctly or not. This means that XAI methods are not always reliable.

6.5.1.2. Challenges to XAI
Bruijn et al. (2022) investigated di�erent uses of XAI methods in governments and identi�ed
several challenges to using XAI methods in the public sector. Firstly, citizens might not have the
required expertise to understand the explanations provided by XAI methods. If an explanation
involves how important di�erent features were in the decision, it might still be di�cult for an
unknowledgeable citizen to understand if the decision procedure was fair. Therefore, an impartial
body might be necessary to help with this judgment. Furthermore, work on combining XAI
methods with conversational agents could be a potential (technical) solution to this problem (see
Nguyen et al., 2022 for an example).

Another challenge with XAI is that algorithms change as they get retrained on new data. That
means that the way that an algorithm reasons today might not be the same as last week. Suppose
algorithmic harm occurred from a past model. In that case, the speci�c correlations that led to that
result might be gone in the next update, which means that unsound reasoning that could have been
caught by an XAI method does not remain if the past model and its predictions are not available.
To assure accountability, it is therefore important that there is access to di�erent versions of the
models.

Another challenge for XAI is that the methods might be applied to legitimise potentially
problematic uses of AI on di�cult problems. By appearing responsible and transparent for its use
of XAI, governments might get away with harmful uses of algorithms for di�cult problems.
Algorithms are often used to address so-called wicked problems in the public sector (Bruijn et al.,
2022). These are problems that are di�cult to solve because the relevant facts are ambiguous, and
actors involved in solving the problem diverge in their opinions on whether a problem is important
to solve and what would be a desirable outcome (Rittle & Webber, 1973). Examples could be
hunger, income disparity, poverty, terrorism and sustainability. Solving wicked problems with AI
solutions might imply only certain solutions which are easily quanti�able or for which data exists
get considered. Even if there is XAI to explain such solutions, it does not explain the values that
went into choosing that speci�c solution to the problem, which might be a requirement for
proceduralists.
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Because of these challenges, XAI methods might not lead to increased trust in the government's use
of AI, but could sometimes do the opposite. This means that even if explainability of algorithms is
useful for giving reasons according to the principle of publicity, the ideal of transparency might be
limited if only considering the inner workings of the algorithms. The reasoning behind the
application of an algorithm and the problem formulation also matter for AI publicity.

6.5.2. Human-in-the-loop

6.5.2.1. Human oversight and �nal decision
In order to ensure moral responsibility for algorithmic decisions in an institution, a common
suggestion is the need to pair XAI solutions with a human-in-the-loop (Baum et al., 2022). The
idea of a human-in-the-loop is that there would be a person overseeing the algorithm who can
investigate and halt its decisions if perceived to be wrong. Alternatively, the human in the loop
would be supplied with a recommendation for an action by the algorithm but would have the �nal
say. By having human judgment alongside an algorithm, the idea is that it would be possible to
exercise meaningful control and consequently ascribe responsibility for errors. An example is an
algorithm used in the criminal justice system for evaluating whether a person should be released for
parole based on their calculated risk of reo�ending. The algorithm would be used to make the
prediction, but the decision to give parole would ultimately be up to human judgement by a judge
or parole o�cer (van Dijck, 2022).

6.5.2.2. Challenges to human-in-the-loop
However, Leins & Kaspersen (2021) argue that the ideal of a human as an overseer of a system is
unrealistic as a practice. They argue that having any “meaningful interaction” with data or sensors
is di�cult, both at the time of data collection and operation. Because of this, it is impossible for a
human to have oversight of all parts of such a complex system. Another problem with
human-in-the-loop is that people generally get bored when performing a task that is not very
challenging and does not require their full attention. This is particularly true for the supervision of
autonomous systems. Furthermore, some understanding of the system is required, which would
need to be paired with knowledge of the application domain so that it is possible to discern what
are plausible reasons for a decision and whether the system was functioning correctly.

McQuillan (2022) writes that there are many reasons why people might defer to the decisions of an
AI, even in situations where they doubt its decision. He thinks the most probable reason is that the
human in the loop is aware of the institution's priorities. Suppose an AI solution is put there for
e�ciency reasons. In that case, questioning of a decision can be seen as “causing a problem” or
show misalignment with the priorities of the institution. Moreover, the human in the loop has a
heavy responsibility as they will absorb the blame for any malfunctioning. This puts the human in
a di�cult position where they must adhere to institutional priorities while carrying most of the
moral and legal responsibilities when the system fails (Elish, 2019). This is especially troubling since
even those with the correct skillset cannot always predict or prevent how the systems might
malfunction or behave. Liens & Kaspersen (2021) further note that with human-in-the-loop, we
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are still talking about a speci�c human, which might not be representative of everybody’s interests,
and thus might not stop decisions if they do not appear problematic to them.

The idea of human-in-the-loop might be desirable in order to assign responsibility. However, the
actual e�ectiveness of human-in-the-loop for controlling unwanted outcomes might depend on the
context of deployment, the knowledge and representativeness of the human in question, and the
pressures from the internal organisation. From the proceduralist account of legitimacy,
human-in-the-loop might not help increase legitimacy unless there is a possibility to discuss the
decision to be made among people or if the human-in-the-loop is provably more fair in its decisions
than the AI. From an outcome-approach, human-in-the-loop could help legitimacy if it increases
good outcomes.

6.5.3. Transparency

6.5.3.1. Lack of transparency beyond XAI
XAI paired with a human-in-the-loop can be seen as a practical way to enable the principle of
publicity for the public sector's use of algorithms. However, XAI methods only show the
algorithm's inner workings or the relationships between variables and output. This is only
transparency that might satisfy part of the proceduralist account of algorithmic decision legitimacy.
It does so partly since the procedural legitimacy of algorithmic decisions might require an analysis
also of the data. The opacity of algorithmic use in the public sector also stretches to input and
output data, which is often unavailable for citizen inspection (Medaglia & Tangi, 2022).
Furthermore, there is little knowledge on the part of citizens of where algorithms are applied, in
what contexts, for what reasons, by whom and whether they are subjected to it. This means that it
is di�cult to evaluate AI solution legitimacy for both the proceduralist and outcome-approach.
Beyond XAI, di�erent levels of transparency would be needed to satisfy the publicity requirements
of both accounts of legitimacy.

6.5.3.1. Challenges to transparency
Despite these extra levels of transparency, many have pointed out that publicity is not always in
itself an unquestionable good. As Beckman et al. (2022) write: “unjust decisions are not more so
just because they are public.”. Ananny & Crawford (2018) have investigated several ways the ideal
of transparency is limited and incomplete as a mechanism for algorithmic accountability. They
argue that transparency can be harmful if it threatens privacy. Transparency can also intentionally
be used to occlude if too much information is put out, making it hard to sift out the relevant
information. Furthermore, they argue that transparency does not necessarily build trust and that it
can prioritise seeing over understanding, which they argue is necessary if observers are to be able to
debate and potentially change it. Transparency, then, is not an end in itself but a method for which
its appropriateness must be evaluated in each context (Pozen, 2020).

Furthermore, the government may sometimes be unwilling to provide full transparency when it
comes to algorithmic processes, as doing so also presents security or privacy risks. There are thus
cases where transparency might enable the previously discussed adversarial attacks to the algorithms
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or where vulnerable groups might be exposed. Another potential risk is that individuals with strong
technical knowledge can use the information provided by full transparency to trick the system.
However, one must ask how this di�ers from current systems, where a risk of individuals gambling
the systems also already exists.

Hence, transparency for AI in the public sector might not be an end in itself but a means to an end.
The question is what that end is. For proceduralist and outcome-based legitimacy, transparency is a
means to hold the government accountable and allow the public to discern whether decision
procedures or outcomes are legitimate. For the limits of the ideal of transparency, it might be
important to consider what needs to be accessible and how it should be accessed for citizens to hold
the government accountable.

6.6. Legitimacy conclusion
The problems with XAI, the limits of transparency, and the potential ine�ciency of
human-in-the-loop show the di�culty in establishing e�ective ways of upholding the principle of
publicity for AI use in the public sector. This is problematic since AI technologies will be allocated
decisions that the public might want to be able to judge if they are legitimate. The risk could be
that such judgements are left to experts who understand the systems, which might mean that
decisions and uses that the public would not agree with could be deemed legitimate. It is therefore
important to involve the citizens in a discussion of how they would like to be governed by AI given
these limitations and what solutions to publicity and accountability they would deem necessary.
Furthermore, such a discussion would in itself contribute to AI literacy, which has been identi�ed
as an important missing piece in making the ideals of responsible AI work (Bruijn et al., 2022).

In this section, philosophical theories of democratic legitimacy were used to analyse whether
algorithmic decisions, AI solution decisions, or an algocratic system could be considered legitimate.
The proceduralist approach to legitimacy was challenged due to the opacity of the algorithms. For
the outcome-approach, judging legitimacy would require specifying what outcomes to be
considered and potentially giving reasons for why only these should be considered. Furthermore,
the outcome-approach might lead to the legitimation of algocracy, which would be problematic
from a proceduralist stance since it would minimise the opportunity for human participation. For a
mixed approach, and with the problems documented for both the proceduralist and
outcome-based stances, a topic for public deliberation could then be what the acceptable tradeo�s
are between the two approaches and what is possible given the current limitations of the
technology and the methods for AI publicity.
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7. Debates in AI
I have argued that AI in the public sector impacts the democratic values of equality, justice, and
freedom. This impact raised concerns about whether the use of AI in the public sector is legitimate.
In the last chapter, I discussed di�erent conceptions of legitimacy related to AI use in the public
sector. I argued that, beyond publicity, citizen participation would be required to make the use of
AI legitimate. Based on my �ndings, I conclude that AI in the public sector is a topic suitable for
deliberation and one that should be deliberated to gain legitimacy.

In this chapter, I turn away from the investigation of why AI in the public sector should be
deliberated to instead focus on how larger debates about AI as a technology might in�uence a
public deliberation. This chapter gives an impression of how a public deliberation on AI could be
in�uenced by two general debates in AI. Examining di�ering viewpoints and disagreements about
AI can serve as a starting point for fruitful deliberation. Furthermore, these debates have signi�cant
ethical dimensions that interact with people’s preferences regarding equality, justice, freedom and
legitimacy. By including current debates on AI, I aim to contextualise the understanding of how
citizens might reason about AI in the public sector.

7.1. Technological development and the question of control
A common debate about AI is whether its development can be controlled. This question can be
discussed from the perspective of evolution, design, or both. I will discuss these di�erent views and
how they a�ect opinions about AI in the public sector.

7.1.1. AI development as evolution

7.1.1.1. An autonomous force
One common way of conceptualising technology is to think of it as an autonomous force - this
theory is called technological determinism and has mainly been furthered by Jacques Ellul
(Coeckelbergh, 2020). Ellul argued that whereas technology was once a means to human ends,
technology has now become a reality in itself, supplanting the old reality of humans living with
nature to one where humans are now subject to the organising force of technology as it progresses
(Ellul, 1964). The internet can be seen as an example of this, as much of life has been organised
around the internet, shaping the next phase of human development. Technological determinism
claims that technology is the force that organises society in a way that suits its progression, which
means that political, cultural, or economic forces can only exert control to the extent that it aligns
with technological evolution. According to Ellul, technology is an all-absorbing, totalitarian force
we cannot escape.

Technological determinism is present in current debates about AI. A doomsday understanding of
the autonomous AI that escapes human control has been propagated in mainstream culture
through the popularity of �lms such as Terminator, Ex-Machina, and 2001: A Space Odyssey for
example, but the same fear is also voiced by academics, such as Stephen Hawking's warning that AI
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could end humanity (Higgins, 2018). Some see an autonomous AI as a force for good that will
bring progress and prosperity to humankind and even allow us to transcend our bodies, as in the
transhuman movement (Mission, n.d.).

7.1.1.2. Development towards AGI or superintelligence
In the current discourse on AI, it is often assumed that the trajectory of AI development is known:
that it will inevitably develop towards higher and higher levels of intelligence. Many believe that AI
can become as intelligent as humans and beyond (superintelligence) and are actively pursuing that
goal. This is the project of creating “strong AI” (a system that exhibits human-level intelligence),
which is di�erent from the project of creating “weak AI” (systems designed to perform speci�c
tasks) (Russel & Norvig, 2021). Whether strong AI is possible or not is a debate which stems from
the question of what “hardware” is necessary to create intelligence. In this debate, some argue that
“real” intelligence can only stem from a human brain, whereas others contend that intelligence is
the same as computation, and can be created by machines.

Many are now arguing that AI is developing towards strong AI, also commonly called AGI -
Arti�cial General Intelligence (Schwartz, 2018). Some people believe that once AGI is achieved,
there will be a moment when there is a transformation from AGI to superintelligence: when
machines will become more intelligent than humans. This event is often referred to as the
singularity. It is hypothesised to lead to an explosion of ever-greater levels of intelligence, where
each machine can create machines smarter than itself (Kurtzweil, 2005). This is assumed to lead to
“enormous potential bene�ts”: a cure for all known diseases, an end to poverty, and extraordinary
scienti�c advances (Chalmers, 2010, p.4). Consequently, it is also said to lead to enormous
potential dangers, with machines having the power to destroy the planet.

Since AI in this view has its own logic and agency, people could easily argue that any e�orts to
restrain AI will be pointless and that any developments of AI that are currently made and managed
by humans will eventually be created and managed by the AI itself. Depending on whether one
thinks that AI will be a force for good or for bad, the suggestions for how to manage AI in the
public sector are likely to vary. If AI is thought to bring doom and existential risk, people might
argue that the project to use AI in the public sector should be carefully analysed for potential
detrimental outcomes and that safety guards should be put in place to diminish existential risks.

Suppose one instead believes that AI will develop towards a superintelligence that can manage
society better than a human collective. In that case, people might argue that any e�orts to control
AI or try to understand it (for example through XAI) are futile since it is beyond human
intelligence. This might lead to arguments that biases, even though a problem now, will be
overcome with time as a superintelligent AI will eventually be able to eliminate bias through perfect
data and hence render a truthful representation of reality (Moser et al., 2022). Biases might
therefore be seen as temporary problems that can be solved with more data and better
computational power. Because of this, they might argue that humans should try to hand over more
and more tasks to AI and build the necessary infrastructure for it to evolve and eventually manage
our societies. Hence, if AI is believed to be something unprecedented that will do more than solve
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bounded problems, then any ethical and political discussion will likely become oriented towards a
hypothetical future scenario (Cole et al., 2022).

7.1.2. AI development as design

7.1.2.1. Technology as a human product or social construct
Against the view that technology is an autonomous force that determines its own development,
some might instead think of technology as a human product or construct. This view holds that
human values and interests shape technologies, making them open to human choice through
design (Poel, 2020). This also means that political, cultural, and economic forces can in�uence the
direction of technology. Because this view acknowledges that values are embodied in technology, it
also acknowledges that social powers can structure technological development and design so that if
a dominant group has a certain interpretation of technology, technological change will take that
path, leading to exclusionary design practices. An example is how bandaids often are designed to
“blend in” with white skin in terms of colour and up until recently there were not many other
colour choices for adhesive bandages (Wittkower, 2018). This normalises whiteness and de�nes
other skin colours as deviants.

According to this approach, it is possible to control AI by designing it in ways that support human
interests. This can be seen in Isaac Asimov’s three laws of robotics, which try to prevent robots
from hurting or disobeying humans while protecting themselves (Asimov, 1950). AI development
through design is present in policy-making, for example in the AI Act which tries to control the use
and development of certain AI technologies by classifying them into certain risk categories that are
subject to di�erent legal actions (Chini, 2023). Di�erent AI systems can be designed to ful�l
diverging understandings of equality, justice, and freedom. When discussing AI as a product of
human design, people will have to argue for their view of what are acceptable choices for various
issues like fairness metrics or surveillance. As this view holds that design can be used to control
technology, there are as many views of what this could mean as people holding this view. This
category might also include people who believe that AI will eventually become superintelligent,
even though it is not now, and might acknowledge that humans could still try to exert some kind of
control of its direction in the present. This opens up questions about how the risk of losing control
in the future should in�uence how AI is developed in the present. Such discussions usually centre
around the need to align AI with human values, which is often referred to as the value alignment
problem (Gabriel, 2020). Public deliberation could help identify what values or principles a society
could reach a consensus on and therefore endorse. Hence, even if people believe that AI will
eventually become superintelligent, they might contend that there is room for in�uence at this
point in its development and therefore welcome public deliberation about AI as a means to
establish what values AI should (try to) be aligned with.

7.1.3. AI development as co-evolution
The third approach, called co-evolution, conceives of technological change as not fully
autonomous but also not fully open to human design and construction (Poel, 2020). This
approach argues that the second approach might overstate the degree to which technology can be
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controlled by human interests. This is due to the non-malleability of technology, which makes the
technology hard to govern and also means that technology creates novelty. It is not always easy to
predict how a technology will unfold, and there will be unforeseen consequences and emergent
properties of a technology. This is partly due to its technical nature but also because of societal
factors like organisational complexities, economic considerations, social institutions and power
constellations. This novelty means that it is not fully possible to capture a technology beforehand
since it is di�cult to predict if it will positively or negatively a�ect society. An example is how the
release of the generative AI chatbot ChatGPT required the EU to revise their proposed AI Act
regulation since it could not be neatly classi�ed into a risk category (Volpicelli, 2023).

This approach states that technology and society co-evolve. The novelty and unexpected or
unintended consequences in technological development give rise to the so-called dilemma of
technological control (Poel, 2020). This dilemma describes that a new technology is still malleable
in its early phases, but at that point, there is a lack of knowledge about its social impact meaning
one does not know in which direction to steer it. Only later, when the technology has been more
integrated in society, this knowledge becomes available, at which point it is di�cult to change. This
view is in line with technological materialism. AI can be understood in this way as it is sometimes
hard to predict how it will a�ect society. This is due to its novelty and its reliance on optimisation
in uncertain situations. This means AI sometimes creates unexpected e�ects that could not be
foreseen, and therefore not controlled for. For example, algorithm biases that developers did not
foresee could have resulted from representational bias in the data or the use of an ine�cient proxy
(Suresh & Guttag, 2019).

In a public deliberation on AI in the public sector, the co-evolutionary approach might argue for
the need for more experimentation on AI solutions in order to be able to assess its potential
outcomes before the technology is fully “locked in” to the system (Poel, 2020). Regarding fairness
metrics, they might argue that in di�erent domains, one could experiment with di�erent metrics
and try to assess their values and impacts. Social experimentation might also be another way that
citizens could call for more AI solution legitimacy in the use of AI in the public sector since more
than one solution would have been tested for. Since the co-evolutionary perspective recognises that
society might change with technology, it is also more open to the moral change that technology
might bring. This perspective can facilitate a discussion about what potential outcomes of di�erent
technological solutions (such as surveillance) could be desirable and on what grounds, i.e. the
tradeo�s between competing values.

7.2. AI knowledge and the question of expertise
Another debate about AI is what kind of epistemic access AI has to reality and whether the
knowledge produced by AI has epistemic value and why. This is often contrasted with human
epistemic access and reasoning and the value of subjective experience and consciousness. The
debate about what kind of knowledge AI creates compared to humans also leads to a debate about
what this means for democracy and decision-making in general. Di�erent opinions about the role
of expertise or knowledge inform who or what people think should rule. In this section, I will look
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at some di�erent perspectives regarding human judgment and reasoning versus AI’s knowledge
production and discuss how di�erent views on the merits of those might impact the deliberation
on AI in the public sector. Many people might not adhere solely to one perspective but might see
merit and value in both. This makes it even more important to conduct a public deliberation to see
what people can and cannot agree on.

7.2.1. Knowledge through reason

7.2.1.1. Expert knowledge in the public sector
Since the end of the Cold War, governance has increased emphasis on using evidence-based
methods for public policy analysis (Gilley, 2017). The complexity, risks, uncertainties, value
pluralism, and expectations of public policy and the government have increased, leading to
demands for “smart” public policies that can handle the newfound complexity e�ciently and
correctly. The idea was that, with data and means to process the data, one could determine how to
direct policy and use data to measure its e�ciency, only directing e�orts towards worthwhile
projects based on evidence. This was and is believed to lead to a better, more e�ective, and objective
society, necessitating experts to discern how public policy could be realised through technological
means (Broom�eld & Reutter, 2022). This is a form of technocracy, which is rule by the skilled or
the experts, in contrast with democracy, which is rule by the people. Technocracy can threaten
democracy, as it might be di�cult to distinguish between the outcome or aim of public policy and
the means. Decisions that are usually made by democratic decision-making might come to be made
by experts. Therefore, technocracy raises concerns about value con�icts and procedural legitimacy
as it involves a lack of insight and participation in the process or a lack of justi�cation for decisions
made (Cole, 2022).

AI in the public sector can be seen as the next step in this call for evidence-based approaches as it
uses mathematics, logic, and statistics to provide knowledge for decision-making, in many ways
functioning as “expert” technologies. By being part of a larger system of people, organisations,
computational networks, norms and practises, AI in the public sector contributes to the broader
social endeavour of knowledge production - creating the knowledge necessary for taking political
action (Yeung, 2022). This raises the question: what knowledge does it produce? Furthermore, is
the kind of knowledge AI o�ers su�cient for decision-making?

7.2.1.2. Rationalism and algorithmic design principles
The di�erence between the perceived value of AI’s knowledge and human knowledge has to do
with two di�erent ideas on how we gain knowledge of the world and is therefore mainly a question
of epistemology. The epistemological theory that forms the basis for much of AI research today is
rationalism (Shneiderman, 2021). Rationalism claims concepts and knowledge are acquired
independently from sense experience (Markie & Folescu, 2023). Rationalists believe that the
content of our concepts transcends sense experience and that these concepts can be grasped by
reason. This supposes that reality has some structural properties that the intellect or the algorithms
can grasp. Opposed to rationalism is the theory of empiricism, which argues that knowledge is
gained mainly through sense experience.
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Algorithms are designed according to rationalist principles in that they contain pre-programmed
rules (code) that function as structures for creating knowledge. These structures can be used to
make inferences that can be considered rational and sound. As rationalists believe in the power of
logic, formalism, and abstraction to create clarity of knowledge and certainty, rationalists prefer
algorithms to human decision-makers as algorithms use abstracted data about the world and create
knowledge of this data through formal rules and mathematics. The reasoning of algorithms, as they
concern only abstract representations about the world, are therefore thought to be more “true”
than human reasoning and testimony.

Rationalists also favour the idea that statistical methods like machine learning are su�cient to
create “strong AI” - AI that matches or exceeds human abilities (Shneiderman, 2021). They argue
that if the data is rich enough, causal structures can be inferred from data. Hence, rationalists argue
that more or better data is all that is needed to create a true or su�cient picture of reality. This
solution is also proposed for current algorithmic errors (Chowdhury, 2023). The reliance on more
or better data to create correct knowledge from reality sometimes also accompanies a claim that
theories are no longer needed - the truth can be found in the data (evidence) with the help of
algorithms (Mikhailenko &Dorrer, 2020). Therefore, the rational approach tends to reduce AI to a
discipline of natural sciences, where empirical data is used to create formal models of the world that
can be used to explain (and make decisions) about the studied phenomena (Ganascia, 2010).

When applied to politics, rationalism requires that policy questions be framed as rational decision
processes for �nding objectively better outcomes (Coeckelbergh, 2022b). This can be seen in the
language of contemporary policy analysis where the norms of what de�nes “good” policy are that
they should be “feasible; evaluable; bene�t more than they cost; be e�ective in addressing some
problem; be reasonably certain of success; be well grounded in evidence; and be amenable to
monitoring and evaluation.” (Gilley, 2017, p.13). As some argue that AI is a more rational
decision-maker than humans, they might propose that AI should be used to identify these better
outcomes. Sætra (2020) argues that one could defend a technocracy of AI on the premises: a) AI is
superior to human decision-making in certain areas, b) This is particularly the case in solving
complex problems, c) Politics is a complex problem; therefore AI can be used to “solve” politics. An
example is an algorithm used to �nd tax policies that could e�ectively trade o� economic equality
and productivity in dynamic economies (Zheng et al., 2020).

7.2.1.3. Rationalistic views in public deliberation
The rationalist approach to AI development is present in many people who are currently
considered “AI leaders” (O'Connell, 2017). As such, they have popularised rationalism as an
approach to designing algorithms in particular and also as a “rational and empirical way of tackling
every day” in general (McQuillan, 2022, p.93). Many people will therefore hold rationalist views in
a public deliberation, emphasising that algorithms create better knowledge than humans by
exhibiting reasoned decision-making that is deemed to be coherent and logically consistent.
Rationalists might argue that more decisions should be ceased to AI on the basis of it creating more
logically coherent knowledge than humans (Sætra, 2020). They might therefore endorse an AI-led
technocracy. However, some rationalists might still hold that the public could decide on the ends of
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public policy as long as AI is used to identify the means. This requires a rigorous speci�cation of
what a good “end” is regarding equality, justice, and freedom, which could perhaps be easier to
specify with the help of public deliberation. If consensus could be reached on what equality or
justice should look like for a speci�c application or situation, then from a rationalist point of view,
what would be required would be a translation of those values into measurements. This could
pertain to which fairness metrics should be used or lead to ideas about new metrics that could
measure other concepts, such as freedom.

Rationalists are more likely to take an outcome-approach to legitimacy, emphasising the
measurements of outcomes to ensure AI is creating good solutions. From a rationalist point of
view, a government that involved less human emotions or empathy through the use of machines
might be considered more legitimate, as these could be argued to “get in the way” in �nding the
optimal solution. Therefore, some rationalists who align with technological determinism might
argue that public governance should be given to a superintelligent AI, which could manage
without human input (Domingos, 2015; Hidalgo, 2018).

7.2.2. Knowledge through experience

7.2.2.1. Empiricism
In contrast to rationalism, empiricism argues that human knowledge is gained mainly through
sense experience. This includes both sense experience, involving the �ve senses, and re�ective
experience, such as conscious awareness of one’s mental operations (Markie & Folescu, 2023). For
empiricists, sense experience allows one to acquire knowledge of external objects, and re�ective
experience helps establish this knowledge in the mind.

Empiricists might argue that some decisions should be left to humans in certain domains because
of the expertise and context-sensitivity that comes from lived experience. Some might make a lesser
claim and say that humans should at least be involved in decision-making as they have important
knowledge to contribute from their subjective understanding. This is a kind of subjectivism, an
empiricist theory stating that the only thing we can know is our subjective experience
(Merriam-Webster, n.d.). Regarding ethics, subjectivism posits that moral judgments are subjective
and based on individual preferences or cultural norms rather than objective truths. They might
therefore argue that any outcome from AI needs to align with people’s lived experiences and
understandings of a situation. According to empiricists, knowledge created through scienti�c
methods, such as AI knowledge, might be necessary for political judgement but is insu�cient as
politics also requires normative judgement based on sense experience.

7.2.2.2. The problem of induction
Whereas rationalists focus on �nding truth or certainty by generalising from large amounts of data,
empiricists are more interested in contradictions and ambiguities that come with real-world
experiences (Shneiderman, 2021). They might therefore be interested in the anomalies or
unexpected cases in data and work to give sense to observations of complex individual cases
(Ganascia, 2010). This means that empiricists might be against any decisions taken purely by
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inductive inference. Inductive inference is the use of a �nite set of past data (observations) to
generalise about the future, which is one of the most common techniques in AI for
decision-making (Romeijn, 2011). An example is predictive policing, which uses data about
individuals to analyse risk factors like previous arrests to predict who will commit a crime next
(Lau, 2020). This means that patterns of the past are assumed to be true also in the future.

Inductive methods are subject to the problem of induction, which states that one cannot be
justi�ed in one’s belief that things that have happened in the past will happen again in the future
(Henderson, 2022). Within a political context, decision-making with the help of inductive AI
knowledge assumes that society will be relatively stable. This means that the past gets used as a
blueprint for the future, which can be problematic if society has changed (for knowledge
production) and if society should change (normative consideration). Even though humans also
make use of inductive reasoning, empiricists might question whether political decisions should
only be based on the probable, as opposed to the possible (McQuillan, 2020). The possible arises
from people’s imaginations and through deliberation, hence through both subjective and
communal experiences. The possible is the visions that people have of what world they want to live
in. This is a kind of knowledge that is relevant for political decision-making that is not dependent
on the past.

7.2.2.3. Data as subjective
The emphasis on the value of the human subjective experience for making sense of the world means
that empiricists argue that there is a gap in algorithmic logics that requires human judgement and
deliberation in order to fully do justice to the plurality of human lived experience. According to
empiricists, this could not be �lled by more data as data is not objective. Rather, data is created
from observation, which includes the choice of object, a speci�c task, a speci�c interest, point of
view, and problem (Mikhailenko & Dorrer, 2020). Consequently, there is always a theoretical
perspective involved in data, and empiricists would argue that the lack of causal structures in AI
technologies limits the interpretation of data and can therefore lead to questionable conclusions
about the results. An example is a facial recognition system developed at Harrisburg University,
which was claimed to predict whether someone would become a criminal by looking at their face
(Fussell, 2020). These claims were based on unsound scienti�c premises that many studies had
already debunked (Coalition for Critical Technology, 2021) but speak to the danger empiricists see
in using data without theoretical understanding. Some AI researchers have therefore started to
include causal inference in AI technologies to make algorithmic results better grounded in
theoretical knowledge (Pearl et al., 2016).

7.2.2.4. Empiricism in public deliberation
In a public deliberation, empiricists will likely argue that AI technologies in the public sector must
be paired with human judgement (Alon‐Barkat & Busuioc, 2021). That could mean they would
call for a human-in-the-loop, since algorithms might not recognise hidden biases or absences of
expected patterns, which humans potentially could. Some empiricists might be against using AI
technologies, arguing that politics should stay a human a�air and that emotions and subjective
experience have important roles to play in politics (Westen, 2008). A public deliberation could then
help establish what speci�c part of politics they would require to be left to human oversight or �nal
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say, and what tasks they could conceive of leaving to algorithms and on what grounds.
Furthermore, if empiricists are suspicious about the justi�cations of algorithmic decisions, they
would likely argue for stronger AI solution legitimacy, which could include an appeal to use
third-party auditing or citizen involvement (Jankin et al., 2018). Empiricists would also likely argue
that positive freedom as freedom of participation needs to be protected, which could mean that
they would promote public deliberation to establish public opinion before any use of algorithms to
collect and analyse data about citizens' preferences and opinions. Therefore, empiricists are more
likely to prefer democracy over a technocracy, although some might be comfortable with a
technocracy consisting of human experts.

7.2.3. A combined account of knowledge creation
Ganascia (2010) argues that many of the failures of AI are caused due to the outer environment in
which they were placed. In essence, this means context. This is also a common criticism of the
rationalistic design principles of AI: by reducing components into separate atomic entities, it
removes a particular object from its context, thereby losing important information. Data is a digital
representation of objects or relations in the world which are deemed meaningful. However, only if
data actually captures what we believe is important can AI performance be relevant. This means
that even if an algorithm has a 99% accuracy on its dataset, this has little value unless this dataset
also represents reality in a way that is accurate or useful. This also includes ethical considerations of
how people should be treated in technological processes. An example is if an algorithm for
allocating public housing units used information about a person's social network to allocate public
housing. Here, the need for public housing was not evaluated in terms of income level, family size,
or speci�c needs, which might be relevant factors to determine eligibility and instead used
information about people’s networks, potentially only distributing public housing to those who
did not have a su�ciently strong network to turn to for support.

Furthermore, AI does not only model a speci�c situation but also uses the model to create new
conditions in the world. These e�ects do not happen in a vacuum but in the real world, �lled with
complexity and always in a context. Empirical understanding is also needed to evaluate how AI
a�ects people’s lived experiences. Therefore, the rational and empirical approach to understanding
AI is necessary, making AI an interdisciplinary study. This is further why a public deliberation on
AI in the public sector is necessary; so that di�erent perspectives can come together and learn from
each other. Only then are AI technologies in the public sector likely to create outcomes that are
good according to rational criteria and good according to the citizens in their �rst-hand experiences
of the technology.

From a deliberative democratic point of view, legitimacy is gained through deliberation, which is
likely to lead to epistemically sound outcomes because diversity trumps ability theory. This means
expertise should not necessarily have political authority. Estlund (2004) calls this the expert/boss
fallacy, which means that even though some people have more expertise than others “it simply does
not follow from their expertise that they have authority over us, or that they ought to” (p.3).
However, even if AI is not conceived of as an expert technology, it is evident that it is still useful for
many kinds of decision-making and public management. That leaves open the possibility that both
human knowledge and knowledge gained by AI can be included in the democratic process. A
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public deliberation would be a good �rst step in �guring out what that could look like and what it
would require.

7.3. Debates in AI conclusion
Public deliberation on AI will likely be in�uenced by these two larger debates about AI and bring
forth di�erent ideas about how the development and the knowledge-creating activities of AI will
in�uence society and politics. Possible outcomes of deliberation for these debates are as follows:
Technological determinism together with a valuation of AI’s rationalistic knowledge creation
might suggest that AI in the public sector will contribute to the shaping of society in a way that
means that human behaviour will be determined by a new form of knowledge creation that follows
rationalistic principles. Using AI will create new knowledge, which could also make people aware
of new political decision points that could contribute to a better society. The call for action in this
view might be preparedness for the coming change. Technological determinism with an empiricist
view might instead focus on the way that human perceptions and experiences might create di�erent
evaluations of the e�ect of AI, highlighting the need for di�erent evaluation methods to assess what
stances one could take about AI development.

In a view that understands technology as a human product or construct open for design, a
rationalistic view might emphasise the need to design AI according to rationalist ethical principles.
This may mean an emphasis on making AI perform moral reasoning along ethical frameworks to
ensure it aligns with human moral values. Such a view might seek to design AI technologies in a
way that ensures human agency and control while still relying on AI’s reasoning to solve particular
problems. The understanding of technology as a human construct paired with an empirical
valuation of knowledge creation might instead focus on designing technology according to people’s
experiences, focusing on personalisation and user-centred design. This approach would highlight
the need for feedback between user and technology and user testing to evaluate how the technology
impacts human experiences, behaviours, and values.

Since AI is likely neither fully designable nor fully autonomous, another view would highlight the
necessity of taking both rationalistic and empirical approaches to AI development in the public
sector to steer it while still expecting unintended consequences. This view might argue for focusing
on designing AI according to rationalistic principles, including reasoning along ethical frameworks,
and setting up structures for evaluating and monitoring of AI systems to catch unintended
consequences. The empirical understanding would highlight the need to assess how these systems
and their unintended consequences shape society and would argue for the need to incorporate
structures that still allow for human decision-making and technological control. One such
empirical method of assessing AI’s impact on society could be public deliberation. How a public
deliberation about AI use in the public sector could work in practice will be discussed next.
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8. Public deliberation in practice
The ideals of deliberative democracy are aspirational and di�cult to achieve in practice. One of the
main di�culties is the tension between two equally important tenets of democratic legitimacy:
deliberation on the one hand and mass participation on the other (Landemore, 2022). A famous
model of how this would take place is Habermas's two-track system. Track one in Habermas's
model is characterised by public deliberation in formal political institutions like the Parliament, the
Courts, and administrative agencies (Habermas, 1996). This is where structured deliberation
would occur as an exchange of reasons among parties in order to justify laws. The second track is
instead characterised by a lack of structure where deliberation takes place in the larger public sphere
among di�erent groups and networks. This is a kind of “deliberation in the wild”. Habermas's idea
was that the discussions taking place in track two should set the agenda for the deliberation in track
one, meaning that the larger public debates would inform policy decision-making.

The two-track system has been an in�uential theory for modern democracies. However, it does not
necessarily ful�l the ideals of deliberative democracy since it separates those in power and the
people. This means that there is no direct way to ensure that those in power are truly representative
of the people or can give reasons that the people would accept. That raises the question of how one
could better structure public deliberation to ensure quality deliberation and mass participation and
representation.

One common suggestion to ensure both quality deliberation and representation is to use random
sampling of the population to form so-called “mini-publics” that work as a representative sample of
how the population at large would think about an issue (Landemore, 2022; Fishkin, 2018). The
mini-publics are educated through brie�ng materials and plenary sessions with experts about the
issue and asked to deliberate. I will argue for the use of assemblies of mini-publics as the best way to
discern what the public thinks about AI use and development in the public sector. Crucially
though, there needs to be a greater debate about AI going on concurrently with the deliberative
assemblies where the whole population is invited to participate. Inspiration for this larger debate
can be taken from (and learned from the shortcomings of) The Great National Debate that took
place in France over two months in 2019 (Collier, 2019). The Great National Debate included
grievance books in town halls where citizens could write their complaints or wishes, town hall
meetings on di�erent topics, and an online consultative platform where citizens could upload their
proposals and engage in discussion. There were also 21 randomly selected regional assemblies of
100 participants who were asked to deliberate on the topics (Landemore, 2022). Except for the
regional assemblies, the other methods were not necessarily deliberative. Rather than being
examples of “an exchange of reasons among equals”, they are more like the “deliberation in the
wild” as envisioned by Habermas. Moreover, except for the regional assemblies, all of the methods
relied on self-selection, meaning that it was mostly a speci�c demographic that turned up to the
town meetings, meaning the sample was not representative.

A public deliberation on AI should aim to give everyone the opportunity to participate, as this is in
line with the larger mission of increasing the AI literacy of the population. Therefore, public
meetings, online deliberative platforms, media debates, and other communicative channels need to
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be put in place. However, deliberative democracy also aims to give legitimacy to the decisions taken,
which means there needs to be quality deliberation among equals, which can only happen when
there is representation and good conditions for deliberation. I argue that mini-publics present the
best option to ful�l these criteria in practice. In the following sections, I will present some design
considerations for how those mini-publics could be structured and discuss some challenges to
public deliberation in general. Importantly, the structure I present applies to a deliberation that
aims to provide general guidelines for AI in the public sector and does not pertain to possible
deliberations about speci�c AI projects.

8.1. Design deliberative mini-publics

8.1.1. Demographic and attitudinal representativeness
Representation is a crucial aspect in a mini-public since it is assumed that the population would
come to the same conclusion if given the same chances to deliberate under good conditions
(Fishkin, 2018). Representation concerns both demographic representation and attitudinal
representation. Demographic representation includes many of the standard demographic
categories, such as age, gender, ethnicity, education, and income. Attitudinal representativeness is
the representation of di�erent views or attitudes towards an issue and is not always considered
important to account for in deliberation. In the case of AI in the public sector, one could argue
that attitudinal representativeness is important, especially since deliberation can create innovative
proposals, but only if there is a disagreement between participants (Ayano, 2021). Attitudinal
representativeness is often evaluated with the help of a questionnaire to potential participants
beforehand to ensure an even selection of di�erent attitudes (Fishkin, 2018). Such a questionnaire
should query participants’ di�erent attitudes towards AI and their attitudes towards the
government. One could also argue that questionnaires could be used to ensure that a multitude of
professional backgrounds is represented in a deliberation, ensuring that some people will have a
more in-depth technical understanding to contribute with. Ensuring that the microcosm starts
with similar viewpoints like the population contributes to the plausibility of the hypothetical
inference that the reasons reached by the microcosm would also hold for the population.

8.1.2. Sample size
Representativeness also concerns sample size. A question is how large the total number of people to
be distributed into mini-publics needs to be for any changes of opinions in the deliberation to be
meaningfully evaluated (Fishkin, 2018). Having a large enough sample is important to guarantee
that any changes are not just random noise. If the sample is not large enough to certify
representativeness, there is less reason for the political decision-makers to consider the results
legitimate and therefore act on them. Lafont (2015) argues that only mass deliberation would give
political decisions democratic legitimacy. This is impossible in practice, and even for referendums,
results are deemed legitimate if half the population participates (Landemore, 2022).

For public deliberation in mini-publics, it would be di�cult to get 50% of the population to
participate, as deliberation requires more time of the participants than one day of voting does.
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Because of this, Landemore (2022) has argued that one could weaken this requirement to include
10-15% of the population to still get quality deliberation. This would still constitute mass
deliberation and likely yield a representative sample size for most countries she claims. She argues
that this sample would be legitimate if the mini-publics are also rotated a number of times, so that
more of the participants talk to each other. Some might argue that if the sampling is well done, a
much smaller proportion could still yield a representative sample that ensures quality deliberation.
However, that might not be considered mass deliberation, meaning this ideal might have to be
abandoned.

8.1.3. Incentives for participation
The recruitment of participants is a signi�cant task to ensure representativeness and will likely need
to include incentives. These could be both monetary and non-monetary. For non-monetary
incentives, research by Jacquet (2018) on incentives that attract citizens to participate included a
desire for sociability, the opportunity to learn more about the topic, and a sense of civic duty.
Citizens were also motivated by the opportunity to in�uence the decision-makers and provide
them with information about their concerns, thus functioning as a link between voters and
politicians. For monetary incentives, Landemore (2020) proposes that an honorarium could be
paid to participants to reduce the self-selection of asked participants. Another suggestion is for the
organisers to pay for travel and lodging costs for the duration of the deliberation events (Gastil,
2017). This would be important in ensuring that those who cannot participate because of a lack of
resources would still be able to participate in the deliberation, hence promoting the
representativeness of the results.

8.1.4. Su�cient information and expert input
Given that the representativeness design criteria are satis�ed, the merit of the conclusions of
deliberation also depends on whether participants have had the opportunity to deliberate under
good conditions. One such condition is su�cient information and knowledge about a question so
that the participants can accurately weigh di�erent reasons and arguments for or against each other
(Fishkin, 2018). One way to ensure this is to put together brie�ng materials that give the
participants an understanding of what AI is, its main capabilities, its limitations, and the challenges
of AI to the topic of use in the public sector (risks to privacy, accountability etc.), and imagined
opportunities and bene�ts of AI use in the public sector. This brie�ng material needs to be
balanced, meaning it should address both the opportunities and challenges of AI. It should also be
clear about what information about AI can be considered fact and what concepts are contested (for
example the extent to which we can direct AI, or AI consciousness). Ideally, the discussion in small
groups should also be alternated with plenary sessions where the groups can ask questions to
experts. This facilitates knowledge gain during deliberations and helps participants reach an
informed judgement.

AI has several debates about its progression, epistemic access, and usability. For this reason, it is
important to involve competing experts. Beyond competing understandings about AI’s progression
or epistemic access, it would also be important to aim for demographic diversity of the experts. AI
researchers and industry professionals do not represent the larger population as they are majority
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cis-male, white, straight, and from a�uent backgrounds (“Arti�cial Intelligence Index Report
2023,” 2023; Crowell, 2023). Their lack of diversity regarding race and ethnicity, gender and sexual
orientation also impacts their understanding of AI and its desirable use. By promoting a diverse set
of AI experts in demographics and attitudes, the participants will likely get a more nuanced
understanding of AI. It would also be important to involve not only technical experts, such as
computer scientists, but also experts from sociology, philosophy, political science, law and public
administration, for example. All these �elds are already involved in interdisciplinary research on AI,
and their insights are necessary to guarantee that participants' understanding of AI is as broad as
possible.

Having competing and diverse experts also allows participants to consider competing arguments
themselves, which can prevent them from simply deferring to expert knowledge (Fishkin, 2018).
Deferral to experts is a common concern in deliberation since it would undermine mini-publics'
function as a bridge between lay persons' judgements and experts’. However, there is some support
that this worry is not warranted. For example, a study done by Leino et al. (2022) on a mini-public
deliberation on Covid-19 measures in Finland found that even though expert opinion framed the
deliberative process, it did not in�uence it in ways that meant systematic changes in opinion.

8.1.5. Mutual respect and deliberation capabilities
Another condition for a successful deliberation is ensuring that participants are able to express and
justify their views in a respectful and equal way. This idea of mutual respect is central to
deliberative democracy (Bächtiger et al., 2018). However, the ideal of mutual respect can be
di�cult to achieve in practice. There is a risk that deliberations are dominated by people with more
privilege, people who are good at articulating their thoughts and opinions, or people who hold very
strong views. This means that the inequalities that exist in the world get imported into the
deliberation process, undercutting attempts to deliberate based on mutual respect.

Participating in deliberation requires some capabilities that are not distributed equally in the
population. Sorial (2022) recognises three distinct capabilities required for deliberation. The �rst is
the ability to formulate authentic preferences. If there are asymmetries in power and resources in
the deliberation, participants might assent to the opinions of those more powerful or articulate,
adapting their preferences without carefully considering whether they agree with them, therefore
not forming their own opinions. The second capability is the e�ective use of cultural resources,
meaning the ability to adapt speaking style to the culturally dominant way of expressing oneself in
the deliberation context. Deliberation requires reason-giving and argumentation that ideally should
lead to consensus based on the unforced force of the better argument (Habermas, 1996). However,
what are considered good ways of making arguments is often culturally determined (Young, 1996).
This means that people who cannot express their ideas in this way can get their arguments
discredited or their voices silenced, undermining the representativeness of the outcomes. Thirdly,
deliberation requires basic cognitive abilities and skills to articulate and defend persuasive claims
(Sorial, 2022). Those that are well-resourced in terms of education and high incomes tend to
participate more in formal politics and are therefore more skilled, leading those lacking these to
self-exclude or assent rather than contribute with their viewpoints.
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These inequalities can lead to “hermeneutical domination”, which is when participants from
minority groups’ testimonies are dismissed because the majority groups perceive the group as a
whole as epistemically untrustworthy (Catala, 2015). To counter this phenomenon and the
potential for advantaged individuals to dominate the conversation, Catala suggests that
deliberation needs strict rules that encourage participants to listen carefully, speak respectfully, be
responsive to others’ contributions, and be self-critical. Facilitators or moderators can also be used
to ensure these good conditions of deliberation. Facilitators are usually trained not to give any hint
of their own opinions. They help the discussion along the set agenda by ensuring everyone gets
heard and communicates respectfully (Fishkin, 2018). However, facilitators di�er in their
involvement which can in�uence the deliberation in both positive and negative ways, meaning the
role of facilitation is important to ensure deliberative quality (Dillard, 2013).

Beyond human facilitators, some have suggested that AI technologies can be used to ensure good
conditions. An example is an online AI-assisted deliberation platform developed by Siu (2022) and
her team, which had features like speaking queue, timed agenda, real-time transcripts, tracking of
o�ensive language, and nudging to join the discussion or consider arguments. Software like that
could potentially be designed in order to work in physical meetings as well. AI could further be
used for speech-to-text transcription combined with machine translation. This could enable people
with a di�erent native language than the dominant one to participate in their native language,
potentially increasing the speakers' intelligibility and hence deliberative capacities. This further
speaks to AI’s potential to facilitate citizen participation, which is another way AI could be used in
the public sector.

8.2. Agenda for public deliberation
The objective of many public deliberations is to gain legitimacy for new policies by involving the
public directly in the decision-making. This often involves discussing the pros and cons of a
suggested new policy or the best alternative out of three to four suggested policies (Gastil, 2017).
For AI in the public sector and depending on the country, there might not be a new policy about
AI use that is up for debate. Instead, the deliberation can be framed as the need to build legitimacy
around the government's current and future AI use. For EU countries, the new (as of June 2023)
legislation around AI could necessitate new policies or clearer guidelines around AI use in the
public sector, which could be framed as policy issues to be deliberated.

The overall objective of a public deliberation should be to discern how the public would like to be
governed by AI. This subsequently requires the public to understand how they are currently
governed with and without AI, what are the bene�ts and risks of governance by AI (which includes
an understanding of the current capabilities and limits of the technology), what the future
suggested uses of AI in the public sector are (what is the vision for the technology) and how the
public can hold the public sector accountable for their use of AI. The agenda needs to be tailored
according to the laws and practices of each country.
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The areas that should be touched upon in public deliberation on the public sector’s AI use are
summarised in Table 1:

Topic Questions

Current practices with
and without AI

● What are good (and bad) current practices or uses of AI in the
public sector?

● What situations warrant human judgement alongside AI
judgement?

● Are there any situations that are not deemed appropriate for
AI solutions?

AI treatment and
equality

● How should AI treat individuals and groups (in general and
speci�c contexts)?

● How should AI handle current inequalities?

AI imposed
restrictions

● What should AI enable the citizens to do?
● What should AI not interfere with?
● What kinds of interferences would be acceptable, and on what

grounds?

Legitimacy and
accountability

● What conditions make AI decisions and decisions to use AI
legitimate?

● What are the best options for holding the public sector
accountable for their AI use?

● How should the citizens participate in the development of AI
in the public sector?

Vision building ● How could AI serve the citizens’ needs?
● What future potential technological uses would be worth

exploring?
● What is the best and worst-case scenario for AI use in the

public sector (both short-term and long-term)?

Table 1. Agenda for a public deliberation on AI use in the public sector

The deliberation in mini-publics will be specialised towards AI use in the public sector and should
therefore aim to be as practically informed as possible. However, there are also larger debates about
AI that do not necessarily need to be structured to create speci�c results. A national debate on AI
should include a discussion on the public sector's use of AI but can also include topics on AI and
its impact on society in general. These discussions could be more open-ended and philosophical,
touching on issues such as robot consciousness and treatment or future imagined development. AI
can also be discussed in relation to di�erent sectors or topics, such as AI’s impact on the job market
and suggested paths forwards, or how AI can be used for education. These debates are important
for helping citizens create di�erent visions about how AI should �t into their lives and society.
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8.3. Outcomes
The outcome of the deliberative mini-publics should be a report on the aggregated results of the
procedure. This report should include the prominent arguments for and against di�erent AI uses
(and their surrounding infrastructure) and clarify where consensus was reached. It should also
show what issues were recognised and need further discussion. If the citizens can make concrete
suggestions that could translate into policy, these should be framed as preliminary policy
suggestions. This report should be presented as a decision basis for the policy-makers in their AI use
and plans. If the outcomes can be summarised as policy suggestions, these could serve as a basis for
a national referendum. The onus is then on the policy-makers to adhere to the citizens' decisions.

The most important outcome of a greater national debate about AI is that it would familiarise and
educate the public about AI. Such an event could therefore help organise the collective to gain
more political power. Dan McQuillan (2022) has proposed people’s councils as a means to give
political traction to the talk of “centring the voices of the marginalised” that is often discussed in AI
without being further developed. He imagines this council as self-constituting, without being
granted authority by any institution, and therefore not assuming loyalty to any public body. Public
councils could therefore be important as a means to safe-guard and monitor any potential
technocracy created with AI.

For the private sector, public councils could be supplemented by worker’s councils on AI, where
tech workers organise to gain more decision-power over what technologies they help develop. The
worker’s councils could then work as a way of holding the private sector accountable from the
inside. A greater national debate on AI could also help the private sector become more accountable
to their customers by creating products that �t their needs and create accountability measures that
are accessible to the customers.

8.4. Challenges to public deliberation

8.4.1. Manipulation
One threat to public deliberation on AI in government is manipulation, and one potential source
of manipulation is the government itself. The government could try to steer the deliberation by
framing the questions to invite a speci�c perspective on AI while omitting others. The government
could also be explicitly involved in selecting experts, which could mean a selection of experts that
are particularly aligned with the government’s vision of AI. However, manipulation of a public
deliberation is also likely to come from the private sector, individuals or groups in society, or
international actors. Many stakeholders have strong incentives to steer opinion in a speci�c way, as
the public sector has abilities to make their decisions into policies.

If it cannot be accurately assumed that participants have control over their own political beliefs, the
legitimacy of a deliberative procedure could be undermined. Large-scale in�uencing with the help
of targeted advertisement has been seen before in politics. An example is how Cambridge Analytica
mined thousands of people’s Facebook accounts without consent to create targeted ads for Donald
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Trump’s election campaign (Rosenberg et al., 2019). The access to large amounts of data means
that those who develop, use, and own AI have a lot of control over people and are able to in�uence
whatever is seen as the “truth” about AI. This is problematic since political agency relies on
epistemic agency, which is control over one’s beliefs and how these beliefs are formed and updated
(Coeckelbergh, 2022a). If one’s epistemic agency is threatened, people might also argue that any
opinion a participant holds is not truly representative of the population at large. This brings one
back towards a technocratic vision, where the public is seen as too uneducated to meaningfully
participate in the decision-making.

Despite the risk of manipulation, the e�ects of manipulation on a deliberative mini-public might
be mitigated by the design of the procedure itself. Deliberation not only relies on opinion exchange
but also forces the participants to give reasons and justi�cations for their views. Deliberation has
regularly been shown to lead to opinion change, and polarising e�ects are commonly eliminated by
focusing on good deliberation design (Fishkin, 2018; Gastil, 2017). Use of trained facilitators,
exposure to outside scrutiny, rotating the groups, and giving anonymous feedback are all methods
that could increase the epistemic agency of participants and dispel outside manipulation.

8.4.2. Lack of follow-through
One challenge to public deliberation is for the results of the deliberation to be considered and
in�uence exerted in the policy-making process (Dryzek & Niemeyer, 2011). Even though there are
many potential roles that mini-publics could �ll (for example directly making policy), for most
deliberative bodies that convene on scienti�c issues, the outcomes are strictly advisory (Gastil,
2017). Even though there are many cases of mini-publics successfully exerting in�uence, there are
many more examples where the decisions from the deliberations had no or little in�uence on public
decision-making (Dryzek & Niemeyer, 2011). The roles that mini-publics play also vary greatly
depending on political system.

Moreover, there is evidence of a systemic di�erence between what a deliberating public would
conclude and what public decisions are reached regarding the risks associated with new
technologies (Dryzek & Niemeyer, 2011). This evidence comes from comparative studies on
mini-publics convened about the issue of GM foods, but there is reason to suspect that a similar
e�ect could be seen for AI. The reason for this is that the public tends to be more precautionary
than the policy-makers, meaning the burden of proof for the safety for the new technology is put
on the proponents of the technology (O’Riordan & Cameron, 2013). In contrast to regular
citizens, the policy-makers are often motivated or subordinated to the drive for economic growth
and e�ciency. This is especially true in times of austerity, which means that risks that are
considered too high in the eyes of the public are considered acceptable to the policy-making elite as
the risks are expected to be managed by the social and economic systems in due time (Dryzek &
Niemeyer, 2011). As some of the most cited justi�cations for AI in the public sector is e�ciency, it
might be challenging for any deliberative outcome to exert actual in�uence on public
decision-making processes if their suggestions are cautionary.

The lack of in�uence is problematic as public deliberation is seen as a method for building social
accountability by promoting citizens' voices. Empirical evidence shows that information alone does
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not necessarily motivate collective action or the government to act, which points to the need to go
beyond promoting citizens' voices (Fox, 2015). For social accountability to work, there also needs
to be strategies in place to respond to the citizens' voices. Without “teeth” to the voice, social
accountability remains incomplete. As AI risks impacting people’s lives in ways that disrespect the
democratic values of equality, justice, and freedom, these “teeth” are owed to the citizens, and can
be demanded through collective political action.
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9. Conclusion
By showing the political nature of AI, this thesis has investigated how AI in the public sector might
impact democratic values and argued that its potential negative impact raises questions of
legitimacy that can be addressed by public deliberation. Even though often analysed purely in
technical terms along an instrumentalist understanding, AI is not just a technical artefact but also
comprises social practices with real-world impacts. This broader understanding of AI as a system
raises questions about how AI in�uence democratic values when used in public governance.

Algorithmic decision-making can introduce biases due to historical bias in data, inadequate data
collection procedures, or incomplete problem formulation and understanding. This can lead to
citizens being treated di�erently due to their group membership, potentially leading to algorithmic
harm and discrimination at scale. This means AI risks disrespecting the democratic values of
equality and justice. Taking a neutral stance to these biases by building more accurate tools is
impossible, as biases from the past get propagated into the future, reinforcing the status quo.
Furthermore, even if biases are addressed through technical solutions like fairness metrics, AI might
still create substantial inequality, raising the question of how the disproportionate impact of AI can
be mitigated to ensure that marginalised people do not bear all the burdens. Furthermore,
algorithmic discrimination can also lead to people not receiving the resources they are entitled to
from the government, imposing on their ability to control their life and hence impacting freedom.
AI surveillance and the potential for algorithmic nudging also raise concerns about privacy and
paternalism, leading to questions of how one can balance the democratic value of freedom against
other values like public safety and order. The risk of misuse of AI technologies and the lack of
insight and citizen participation in its development process raises concerns as to whether the uses of
AI and their decisions can be considered legitimate. Di�erent conceptions of legitimacy have
di�erent conceptions of what would make AI use in the public sector legitimate. Whereas it is
possible to evaluate legitimacy based on the outcomes AI creates, this risks creating a technocracy
where only experts can evaluate the outcome of the algorithms based on a narrow analysis of how
well they represent reality according to their data. I argue that this analysis is too narrow and that
public deliberation is the best way to obtain legitimacy for AI use in the public sector. Public
deliberation on AI use in the public sector should investigate how the citizens would like to be
governed by AI and how di�erent values can be weighed against each other. For a good outcome of
public deliberation, I have suggested the form of mini-publics, which can ensure good conditions
for deliberation while remaining representative of the population. A di�cult challenge for public
deliberation would be ensuring that the results can in�uence the decision-making on AI use in the
public sector.

The political nature of AI can be seen in how it interacts with society and reshapes social relations,
especially between citizens and the state. It is not su�cient for the government to provide details
about where they use AI and why. The wide-ranging implications of these technologies on the
democratic values of equality, justice, and freedom mean that citizens risk being negatively a�ected
in ways they are not aware of and have not consented to. As such, the citizens must be involved in
steering AI in the public sector, ensuring that its use not only contributes to making the public
sector more e�cient but also to values and e�orts that the citizens collectively decide on. Public
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deliberation on how AI can and should be used in the public sector is a good way to democratically
decide on AI’s direction. Involving citizens in deciding how AI should be used in the government
can help us create a future society that is not only limited by the probable but instead aims for what
we collectively imagine as possible.
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