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Abstract

This thesis develops a human-centred explanation method for rule-based automated decision-making

systems in the legal domain. The research consists of theoretical exploration and practical implementation.

Theoretical research establishes a framework for developing explanation methods, representing its key

internal components (content, communication and adaptation) and external factors (decision-making

system, human recipient and domain). Further investigation of human-centred research highlights the

importance of considering both the recipient’s knowledge and goals. Besides, we found that one way to

accomplish this is by creating a question-driven explanation method and visualising the decision-making

process to aid understanding. Accordingly, the proposed explanation method involves representing a decision

model in a graph database to be able to both question and visualise it. This proposed explanation method is

implemented for a real-world scenario, generating tailored explanations for different target groups. The

evaluation highlights the method’s ability to answer specific questions but identifies limitations in handling

logical checks and hypothetical scenarios. Future research can focus on improving these aspects and

exploring additional reasoning properties and customisable interfaces to adapt the method to recipients’

evolving needs.
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1 Introduction

In the mid-eighties, governments worldwide started using Automated Decision-making Systems (ADS)

to improve the efficiency and effectiveness of public administration (Timmer & Rietveld, 2019). Often, these

systems are so-called rule-based systems, with rules based on legislation. These systems have advantages

over human workers since they are consistent, cost-efficient and often increase speed. However, they can also

affect individuals’ rights or legal quality (van Eck, 2018), especially when there is no careful and transparent

design process (Lokin, 2018).

As the ongoing digitisation of governance raises concerns globally, there is a pressing need for innovation

and digital technologies that improve transparency (Open Government Partnership, 2020). A transparent

decision-making process ensures that individuals have access to relevant information about the system and

its decision-making processes while also allowing them to understand that information and make sense of the

system’s decisions (The High-Level Expert Group on Artificial Intelligence, 2019). In the European Union,

the rights of individuals regarding automated decision-making are addressed in the General Data Protection

Regulation (GDPR). The GDPR provides individuals, to some extent, with a right to explanation by allowing

them to obtain "meaningful explanations of the logic involved" in such processes. While the views on the

actual scope of these clauses differ (Goodman & Flaxman, 2016), there is a general agreement on the need

for implementing such a principle (Wachter et al., 2017).

One way to improve the transparency of automated decision-making systems is by using Model-Driven

Engineering (MDE). MDE is an approach to software development that involves creating models of a system’s

behaviour and using those models to generate code automatically (Schmidt, 2006). Often, this approach uses

Domain-Specific Languages (DSL) to create domain-specific models, allowing domain experts to build accurate

and understandable models of the system’s behaviour without relying on software developers to translate their

requirements into code (van Deursen et al., 2000; Völter, 2013). An example of such an approach in the legal

domain is the Agile Law Execution Factory (ALEF) (JetBrains, 2019). ALEF is a tool for developing service

applications which can perform specific legal tasks like tax calculations. It uses a DSL called Regelspraak

to specify rules, data descriptions and test cases, which are interpretable for legal experts, developers and

the software system itself (Corsius et al., 2021). Using Regelspraak, ALEF combines legislative and policy

analysis descriptions in interpretable knowledge representations. While engineering with these interpretable

models could contribute to explaining the automated decisions (Lokin & van Kempen, 2019), they often lack

adequate explanation mechanisms.

Therefore, this study examines the newest insights on the explanation of automated decisions and uses

those insights to design an explanation method for a rule-based decision-making system in the legal domain.

These newest insights are drawn from the field of eXplainable Artificial Intelligence (XAI). Explainable AI

is a branch of AI research that focuses on making complex AI models explainable to humans by exposing

the decision-making processes of AI systems in a systematic and interpretable way (Samek et al., 2019). By
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building more transparent, interpretable, or explainable systems, individuals can gain valuable insights into

the decision-making processes of intelligent agents (Miller, 2019). The use of XAI in this study helps ensure

that the explanation method designed for the decision-making system is effective and human-friendly.

1.1 Research question and objectives

The question that will be answered in this thesis is:

How can state-of-the-art insights of XAI be used for the human-centred explanation of rule-based

decision-making systems in the legal domain?

So, the main objective of this research is to develop a human-centred explanation method for rule-based

decision-making systems in the legal domain. The study has been divided into theoretical and practical

research to achieve this objective.

The theoretical research involves exploring the concept of explainability in AI and building a framework

for developing explanation methods. Then, following this framework, the study delves deeper into exploring

research on human-centred explanation, explanation techniques for rule-based systems, and explanation within

the legal domain. Finally, to complete the theoretical research, we propose a human-centred explanation

method of rule-based decision-making systems in the legal domain.

The practical research involves a case study where the proposed explanation method is implemented for

a real-world scenario, namely the automated decision-making systems developed using the earlier mentioned

tool named ALEF. Then, this implementation is used to generate explanations tailored to different target

groups. Finally, the case study results will be used to conclude the effectiveness of the proposed explanation

method.

Overall, this research explores insights from Explainable AI to design a human-centred explanation method

for rule-based automated decision-making systems in the legal domain (theoretical research). It also im-

plements this proposed explanation method in a real-world scenario to evaluate its effectiveness (practical

research). By doing so, we hope to increase the explainability of these systems and provide different target

groups with explanations tailored to their specific needs.
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1.2 Overview of the thesis

This section offers a concise overview of the chapters within this thesis. The thesis is divided into two

main sections, namely a theoretical and a practical part, and comprises nine chapters. Chapters 1 and 9 serve

as bookends, with the former providing a forward-looking overview of the thesis and the latter a backwards-

looking retrospective.

The theoretical part is structured into three chapters and presents research on explainability from a

more conceptual level to research more specifically tailored to the problem addressed in this thesis. Chapter 2

explores the concept of explainability, describing its relevance in the legal domain and XAI. Chapter 3 describes

research on the concept of explanation and introduces a conceptual framework to build an explanation method.

Chapter 4 follows this conceptual framework and discusses research more tailored to the specific problem this

research is trying to solve: human-centred explanation of rule-based decision-making systems in the legal

domain.

Chapter 5 bridges the theoretical and practical parts of the thesis by proposing an explanation method

building on the main findings of the theoretical research. The practical part of the thesis is also divided into

three chapters. First, Chapter 6 discusses the technical details of implementing the proposed explanation

method and its integration with the legal decision system used by the DTCA. Then Chapter 7 presents a

case study to evaluate the proposed method and its results. Lastly, Chapter 8 evaluates these results found

in Chapter 7.

Overall, the thesis contributes to Artificial Intelligence by proposing a human-centred explanation method

for rule-based decision-making systems in the legal domain. The proposed method is grounded in a conceptual

framework and evaluated through a practical case study. The results offer insight into the method’s feasibility

and potential to improve the explainability of rule-based decision-making systems in the legal domain.
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2 Exploring Explainability

This chapter explores the concept of explainability in the field of Artificial Intelligence (AI). It provides

an overview of the terminology associated with explainability, its purpose and the different approaches that

can be taken to achieve it.

2.1 Terminology - transparency, interpretability and explainability

In the field of eXplainable AI (XAI), there is an ongoing debate around the terminology used to describe

concepts related to explainability, which has led to some ambiguity in the field. Some researchers use the

terms interpretability and explainability interchangeably (Vilone & Longo, 2020), while others argue for a clear

distinction between the two concepts. For example, Gilpin et al. (2019) state that explainable models are

inherently interpretable, but the reverse is not always true. In contrast, Rudin (2019) argues that inherently

interpretable models provide their own explanations. Nevertheless, even clearly interpretable models such as

rule lists may provide rules that seem illogical to humans trying to understand them (Angelino et al., 2017),

and so are not able to explain something to a point "when you can no longer keep asking why" (Gilpin et al.,

2019). Barredo et al. suggests a difference between interpretability, or transparency, as a passive aspect of

a system’s ability to explain itself and explainability as an active aspect of a system to clarify itself (Barredo

Arrieta et al., 2020).

Rudin’s (2019) argues that "interpretability is a domain-specific notion," implying that any general-

purpose definition may be inherently flawed or insufficient. This perspective highlights the need for a more

nuanced approach when formulating the terms used in this thesis. It recognises the importance of adapting

the definitions to suit the specific context or domain in which a system operates. By doing so, the concepts

related to explainability can be better tailored to address each domain’s unique challenges and requirements.

The EU High-level Expert Group on Artificial Intelligence identifies three key components of transparency:

1) the ability to track the AI system’s processes, known as traceability, 2) the capacity to clarify how the AI

system operates, referred to as explainability, and 3) honest communication regarding the use of AI systems

and its limitations (The High-Level Expert Group on Artificial Intelligence, 2019). According to the GDPR,

transparency is about being open and clear with people about how and why organisations use personal data

(GDPR Summary, 2018).

Despite the lack of consistent terms and definitions in XAI research, some common themes can be

identified. For example, gaining an understanding (although in various degrees) seems to be a fundamental

intention underlying these concepts. Besides, a differentiation is recognised between something that concerns

only the system itself and something that goes beyond the system, referring to some form of openness or

accessibility. In the light of building an explanation method as a means to share information with individuals,

this openness or accessibility is essential. Hence, we embrace the definition of transparency from the GDPR,

referring to being open and clear with people about how and why organisations use personal data. Here,

interpretability refers to understanding how a decision is made based on the processed data. Explainability goes
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a step further than interpretability, requiring that the decision-making process be able to provide meaningful

explanations to individuals about why specific decisions were made. Furthermore, transparency could also

refer to merely making information accessible such as system code (European Parliament. Directorate General

for Parliamentary Research Services., 2019) or system referring to a more general principle of what information

is being processed.

2.2 Purpose - description and comprehension

Explanation aims to make something clear or understandable between two parties, namely the explainer

and the explainee. Explaining can be initiated by either party involved in the communication process (Gregor

& Benbasat, 1999). When the explainer initiates the explanation, it is often done to clarify a point, justify

a decision, or convince the other person of a particular perspective. On the other hand, when the explainee

initiates the explanation, it is usually to resolve a misunderstanding or disagreement that may have arisen

during the conversation. In both cases, the purpose of the explanation is to ensure that both parties have a

shared understanding of the topic at hand.

Adadi and Berrada (2018) suggested that four reasons support the necessity to explain the logic of an

inferential system or a learning algorithm. The first reason is to explain to justify - the decisions made by

utilising an underlying model should be explained to increase their justifiability. The second reason is to

explain to control - explanations should enhance the transparency of a model and its functioning, allowing its

debugging and the identification of potential flaws. The third reason is to explain to improve - explanations

should help scholars improve the accuracy and efficiency of their models. Finally, the fourth reason is to

explain to discover - explanations should support the extraction of novel knowledge and learning relationships

and patterns.

Lacave and Diez (2004) discuss that explanations, i.e. the product that is created through the act of ex-

plaining, can serve one of two purposes: description or comprehension. Descriptive explanations aim to show

or provide more details about the underlying knowledge or conclusions. In contrast, comprehensive explana-

tions help the user understand the implications of the model or system’s conclusions and their relationships.

So, description involves displaying intermediate results or providing further details, whereas comprehension

involves explaining how each finding affects the conclusion or in combination with other findings. In other

words, explanations can be used to show you how something works or help you understand why something

happened.
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2.3 Approaches - explainability and explanation

The field of explainable AI has been exploring different approaches to create explainability in decision-

making systems, and consequently, several taxonomies have been proposed to categorise these approaches.

These taxonomies provide a standardised way to categorise and compare different methods, making identifying

and selecting the best approach for our problem easier. Vilone and Longo (2020) discuss the following

distinctions:

• Scope: considers the range of an explanation, which can be either global or local. Global explanations

aim to make the entire inferential process of a model transparent and comprehensible as a whole, while

local explanations explicitly explain only one inference of a model.

• Stage: considers the phase at which a method generates explanations. Ante-hoc methods aim to

consider the explainability of a model from the beginning and during training to make it naturally

explainable while still trying to achieve optimal accuracy or minimal error. In contrast, post-hoc methods

aim to keep a trained model unchanged and mimic or explain its behaviour using an external explainer

at testing time.

• Problem Type: considers the kind of problem being addressed, which can be either classification or

regression. Methods for explainability can vary according to the underlying problem being addressed.

• Input Data: a model’s intake data can play an important role in constructing a method for explainability.

The mechanisms followed by a model to classify images can substantially differ from those used to classify

textual documents. Thus, the input format of a model (numerical/categorical, pictorial, textual, or time

series) must be considered while constructing an explanation method.

• Output Format: considers different formats of explanations, which can be useful for different circum-

stances and can be considered by a method for explainability. These formats include numerical, rules,

textual, visual, or mixed formats.

Miller’s (2019) distinction between explainability and explanation can be linked to the Stage category.

He distinguishes XAI methods that involve designing understandable decision-making methods, referred to as

explainability or interpretability. In contrast, the second approach involves generating explanations for specific

decisions made by a system, which Miller calls explanation. Moreover, he notes that these two approaches are

complementary, meaning that together, these two approaches can provide a more comprehensive understanding

of the decision-making process.
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3 A Conceptual Framework for Explanation Methods

This section introduces a framework representing the key concepts that must be considered when devel-

oping an explanation method. Section 3.1 discusses the components of an explanation method, while Section

3.2 considers the external factors that influence how each component should be addressed.

3.1 Explanation components - content, communication and adaptation

In this subsection, we analyse three articles from distinct branches of AI that explore processes of human-

to-human explanation, the phases for developing explanation methods, and the properties of explanation. By

identifying the shared concepts across these articles, we can better understand the components that form

explanation methods.

Building on research from social sciences, Miller (2019) provides a comprehensive distinction of the

components of human explanation. This distinction shows that explanation consists of a cognitive process

involving mental activities like organising relevant information and generating inferences, as well as a product,

which is the actual explanation. Furthermore, Miller highlights the importance of the social process of

explanation, emphasising the communication and interaction between the explainer and the explainee. When

visualised, Miller’s ideas distinguish between a one-way cognitive process, a static or tangible explanation

product and a two-way interactive process.

Drawing from cognitive engineering, Neerincx et al. (2018) propose a three-phase framework for develop-

ing explanations. This framework guides the process of developing explanation methods between agents and

humans. The first phase involves generating a coherent justification for a particular action, while the second

phase focuses on effectively communicating the explanation to the user. Lastly, the third phase evaluates

how well the user comprehends the explanation. Neerincx’s framework provides a systematic approach to

explanation development, ensuring that relevant steps are considered and optimised.

In their work on expert systems, Lacave and Diez (2002) propose a framework that categorises explanation

properties into content, communication, and adaptation. While the specific properties will be discussed later

in this thesis, the categorisation enables an understanding of the different aspects of explanation methods.

For example, the content category addresses what should be included in the explanation, the communication

category focuses on how the explanation should be effectively conveyed, and the adaptation category refers

to whom the explanation should be tailored.

Analysing the overlapping ideas across these articles reveals a common thread. While each article may

use distinct labels, they all refer to three key aspects that share some conceptual similarities (visualised in

Figure 1). The first aspect corresponds to a one-way process involving identifying relevant information and

constructing a justification. The second aspect encompasses a tangible component of explanation, such as

the actual explanation itself or its delivery to the user. Lastly, the third aspect pertains to a two-way process

involving interaction and adapting the explanation to the user’s needs. Note that the Conceptual Framework

uses the terms content, communication and adaptation as they closely depict the fundamental components
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of an explanation method.

Figure 1

Visualisation of the different explanation components. From the top down, this figure shows the processes

(Miller, 2019), phases (Neerincx et al., 2018) and property categories (Lacave & Díez, 2002) of explanation.

3.2 Contextual dependencies - human recipient, decision-making system and domain

In addition to understanding the different components of an explanation method, it is crucial to consider

the contextual dependencies that influence how each component should be addressed. While the previous

subsection notes some dependencies, this subsection substantiates the specific dependencies included in the

Conceptual Framework.

Sormo (2005) proposes that when selecting an appropriate explanation method for an AI system, it is

crucial to consider three distinct dependencies: user, system, and domain. User dependency refers to the

expectations and needs of the individuals interacting with the system, which can vary based on their expertise

and familiarity with the technology. The system dependency relates to the properties of the AI system itself,

including its complexity, type of input or output, and level of autonomy. Finally, domain dependency refers

to the specific context in which the AI system operates, such as the industry, field, or application area. By

taking into account these three dependencies, developers can make informed decisions about the most suitable

explanation method that aligns with the users’ needs, the properties of the AI system, and the contextual

factors of the domain.

While "human-centred" and "user-centred" are often used interchangeably, there is a subtle difference

between them. "User-centred" refers to designing products or systems that meet the end-user’s or customer’s

needs and preferences. On the other hand, "human-centred" takes a broader approach that encompasses

a diverse range of individuals and groups that interact with or are affected by the system. Therefore, to

highlight the importance of considering all the individuals that could benefit from an explanation, the term

"human-centred" will be used instead of "user-centred" (unless describing other user-centred studies).
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3.3 Conceptual framework for explanation methods

This section combines the findings of sections 3.1 and 3.2 to introduce a conceptual framework of

explanation methods. This framework is visualised in Figure 2 and shows the key concepts that must be

considered when developing an explanation method, including their interdependencies.

Section 3.1 discussed three essential components for developing an explanation method: content, com-

munication, and adaptation. Recall that the content component focuses on determining what should be

included in the explanation. The communication component addresses how the explanation should be con-

veyed, while the adaptation component deals with how to tailor the explanation to whom it addresses (Lacave

& Díez, 2002).

Section 3.2 established that determining an appropriate explanation method necessitates considering

three distinct dependencies: the user (or human), the system, and the domain (Sørmo et al., 2005). The

role of these dependencies is added to the Conceptual Framework to enhance clarity and completeness. So,

the term "human recipient" refers to the person who receives the explanation. Additionally, "decision-making

system" refers to the system’s part responsible for generating decisions rather than the part responsible for

generating explanations, as both can be considered part of the system.

Note that the contextual dependencies are represented in the main objective of this study, which is to

develop a human-centred explanation method for rule-based decision-making systems in the legal domain.

Figure 2

The conceptual framework for explanation methods. This figure shows the key components of an

explanation method and contextual dependencies.
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3.4 Considerations specific for the context of this study

Before investigating how an explanation method could conform to the contextual dependencies (in Section

4), we briefly examine each factor to describe some of their properties that are specific to this study. These

considerations will clarify the focus of this further theoretical analysis and determine the scope of this thesis.

These specifications are based on the context of the decision-making systems considered in the practical

research, which are developed using the ALEF tool of the Dutch tax authority. While a more in-depth

analysis of these systems will be discussed in the practical part of this thesis (from Section 6 forward), some

more generic characteristics from this context are highlighted here. These generic characteristics ensure that

the explanation method can be applied to other rule-based decision-making systems beyond the ALEF tool,

expanding its applicability and relevance.

The decision-making system operates on a rule-based reasoning process employing rules that are typi-

cally structured as propositional statements with condition and action parts, commonly expressed as if-then

statements. These pre-defined rules are explicitly encoded into the system and serve as the basis for decision-

making. Secondly, the decisions made by these systems are deterministic, meaning that the system’s behaviour

is predictable and consistent without any randomness or ambiguity. Probability does not play a role in the

decision-making process. Finally, the system’s reasoning relies on knowledge from (domain) experts, who

provide the necessary expertise and information to define and encode the rules into the system.

Developing an explanation method that is catered to the human recipient poses a great challenge,

namely regarding the subjectivity of the explanation experience. Each individual may perceive and interpret

an explanation differently based on their unique background. Considering the wide range of individuals that

could benefit from an explanation, conducting a user study with a representable group is deemed unfeasible

within this study. Instead, as suggested by Sörmo (2005), the goals and capabilities of prototypical recipients

will be assumed. The following individuals that could benefit from an explanation are identified:

• Legal experts: These individuals possess legal knowledge and expertise in a specific area of law. They

deeply understand the legal principles and regulations relevant to the decision-making process.

• Model experts: Model experts utilise the legal expert’s knowledge to create a formal model that

captures the system’s legal behaviour, structure, and other relevant aspects. They are crucial for

translating legal concepts into a formal representation that the system can understand and utilise.

• Software developers: Software developers are responsible for developing the automated decision system

itself. They encapsulate the legal knowledge within the system models and translate it into a usable

application for generating legal decisions.

• Legal professionals: Legal professionals utilise the automated decision system to perform calculations,

interpret the results, and make informed legal decisions. They rely on the system’s outputs to support

their decision-making process.
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• Legal support professionals: Legal support professionals work within customer service or other relevant

departments to provide legal support and explanation to data subjects regarding the decisions made by

the system. They serve as a bridge between the system and the individuals affected by its decisions.

• Data subjects: Data subjects are the individuals whose data is processed by the decision system and

whose legal rights and interests are directly affected by the decisions made by the system. They have

a stake in understanding the reasoning behind the decisions that impact their lives.

In the context of the legal domain, two important factors should be considered when designing an

explanation method: regulations on the explanation of automated decisions and the structure behind legal

decisions. Firstly, the legislative aspect is important as legal decisions often have significant consequences for

the data subjects involved. Therefore, it is imperative for the explanation method to be compliant with the

relevant legislation and align with the legal requirements that govern the domain. Secondly, the legal domain

is characterised by a complex network of concepts, rules, and relationships. Understanding these elements is

essential to comprehend the underlying reasoning behind the decision-making systems.

At last, it should be noted that the explanation method must also be practical and workable in real-world

settings. A requirement that will be considered within this study is that the provision of explanations should

be automatable, i.e., the explanation method should generate explanations with minimal human intervention

after the initial setup. However, additional factors should be considered to ensure the method is efficient,

scalable, and workable in various scenarios. However, these factors are considered out of the scope of this

thesis.
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4 Theoretical Investigation

4.1 Human-centred explanation

This section focuses on the human-centred aspects of explaining decision-making systems by discussing

XAI research that offer insights from philosophy and social sciences. These insights can help design explanation

methods that align with human cognitive processes and communication dynamics. Section 4.1.1 discusses

Miller’s findings on what constitutes a human-friendly explanation and Section 4.1.2 explores the concept of

explanation goodness and provides a set of objective criteria for evaluating and designing explanations.

4.1.1 Human-friendly explanations

Research from social sciences can provide valuable insights into how humans explain things to each other

and what constitutes a human-friendly explanation. Miller conducted an extensive survey on this topic and

presented insights for explainable AI (Miller, 2019). Miller notes that these findings are often overlooked in

artificial intelligence but are critical for designing intelligent systems that offer effective and useful explanations.

The first major finding is that explanations are contrastive (Lipton, 1990). People do not simply want

to know why an event happened but why it happened instead of some other event. In other words, people

want to know the reason for the difference between what happened and what could have happened. This has

computational implications for explainable AI, requiring models that can handle contrastive explanations.

The second finding is that explanations are selected in a biased manner. People rarely expect an expla-

nation that consists of an actual and complete cause of an event. Instead, they select one or two causes from

a sometimes infinite number of causes as the explanation. However, this selection is influenced by certain

cognitive biases. Therefore, it is crucial to understand these biases and their impact on explanation selection.

The contrasting idea between selectiveness and truthfulness can be challenging when designing explainable

AI systems: it requires a balance between providing comprehensive and accurate explanations while being

understandable and useful to the user.

The third finding highlights that explanations relying solely on probabilities are often less effective than

explanations incorporating causal factors. While truth and likelihood play a role in explanations, it is essential

to provide underlying causal explanations for statistical generalisations to be satisfying. For example, people

tend to favour abnormal causes when explaining events (Tversky & Kahneman, 1981). These abnormal

causes represent factors that, if removed, have the potential to alter the outcome, making them crucial in

comprehending the event. Therefore, for explanations to be effective, the emphasis should be placed on

clarifying causal relationships rather than solely relying on probabilities.

The fourth and final finding is that explanations are social as they involve sharing knowledge within

conversation or interaction. The explainer may adjust the explanation to align with the explainee’s beliefs to

ensure that the explainee accepts and integrates the explanation into their existing knowledge as people tend to

ignore information inconsistent with their beliefs, also known as confirmation bias (Nickerson, 1998). Because

of the social nature of explanations, models of how people interact regarding explanations are essential for
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building truly explainable AI systems.

Miller notes that these four significant findings converge on a crucial point - explanations are not just

about presenting associations and causes but are also highly contextual.

4.1.2 Explanation goodness

Explanation goodness is a term used to describe how well an explanation is constructed, based on

axiomatic assumptions about what makes an explanation ’good’ (Mueller et al., 2019). In the following

section, we will delve deeper into the concept of explanation goodness and explore its underlying principles,

building on a series of papers on Explaining explanation for "Explainable AI" (Hoffman et al., 2018; Hoffman

et al., 2019; Mueller et al., 2019).

Mueller et al. (2019) refer to explanation goodness as "the set of principles by which guide the de-

velopment of explanations, and through which they can be reasonably evaluated without relying on human

participants" (p. 105). Accordingly, their research presents a list of requirements for a good explanation,

called the goodness criteria. These criteria indicate that a good explanation should be understandable, satis-

fying, sufficiently detailed, complete, usable, useful, accurate and trustworthy (Hoffman et al., 2018; Hoffman

et al., 2019).

While a set of objective and validated criteria are useful for designing and evaluating explanation methods,

the researchers do not provide further specifications on these criteria (e.g. by defining each term). Hence, we

explored complementary research to extract the meaning, approach and relevance of each criterion, summarised

in Table 1. Understanding the meaning of each criterion is necessary to determine whether it is met, while

the approach is crucial for developing explanations that meet the desired standards. Additionally, considering

the relevance helps us understand its importance for recipients.

In conclusion, this section has shed light on the human-centred perspective of explaining decision-making

systems. By exploring the concept of human-friendly explanations, we have learned that effective expla-

nations are contrastive, selective, and incorporate causal factors. Moreover, understanding the biases and

social dynamics involved in explanation is crucial for designing explainable AI systems that are useful and

understandable to users. Additionally, the exploration of explanation goodness has provided a set of objective

criteria for evaluating and designing explanations. Incorporating these criteria ensures that explanations are

understandable, satisfying, detailed, complete, usable, useful, accurate, and trustworthy.

4.2 Explanation of rule-based decision-making systems

4.2.1 Question-driven explanation of decision-making systems

At the core of question-driven explanations is the understanding that an explanation is "an answer to

a (why-)question" (Miller, 2019). Furthermore, these questions are closely related to users’ goals because

they are often the underlying motivation behind user questions (Hoffman et al., 2019). In other words, users

ask questions because they have a particular goal, such as understanding why a system behaves in a certain

way or how to accomplish a specific task. Understanding the relationship between users’ questions and their
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Criteria Meaning Approach Relevance

Understandable The clarity and comprehensibility of the

explanation.

Use simple language, avoid jargon or

technical terms, provide context and ex-

amples, and use visual aids if necessary.

To ensure that recipients can comprehend

the reasons behind automated decisions.

Satisfying Whether the expectations of a recipient

are met.

Address the recipient’s concerns and an-

swer their questions effectively, providing

relevant and accurate information.

To give recipients confidence in the sys-

tem and ensure they accept and trust the

automated decisions.

Detailed Depth of information to be useful for the

recipient.

Provide transparent and complete infor-

mation about the data and algorithms

used and the specific features that led to

the decision.

To ensure recipients understand the sys-

tem’s decision and detect potential biases

or errors.

Complete Coverage of all relevant aspects of the

decision-making process.

Ensure that all relevant information about

the system, including the factors that in-

fluenced the decision, is provided.

To ensure that recipients comprehensively

understand the decision-making process.

Usable A system’s ease of use, considering user-

friendliness, intuitiveness, and clarity of

instructions and interfaces.

Use a user-friendly format, such as inter-

active visualisations or summaries, that

the recipient can easily access.

To ensure that recipients can easily access

and understand the explanation.

Useful How well the system meets recipients’

needs and helps them achieve their goals.

Provide actionable information that helps

recipients to understand the decision and

how to act upon it.

To ensure that recipients can make in-

formed decisions based on the explana-

tion.

Accurate The correctness of the system’s informa-

tion or decisions, including information on

past performance and consistency.

Provide information on how well the deci-

sion system has performed in the past or

how it is expected to perform in the fu-

ture and provide information on the con-

sistency or stability of the decision system

or algorithm

To ensure that recipients can trust the

decision-making process and its decisions.

Trustworthy The recipient’s ability to rely on and trust

the system, including transparency about

limitations or uncertainties.

Provide complete and accurate informa-

tion about the data and algorithms used

and the validation process of the sys-

tem. Use credible sources, be transparent

about limitations or uncertainties, and

provide clear and accurate explanations

of technical terms or concepts.

To ensure that recipients have confidence

in the system and trust the automated

decisions it provides.

Table 1

Goodness criteria for evaluating explanations of automated decision system (Hoffman et al., 2018; Hoffman

et al., 2019; Mueller et al., 2019).

underlying goals is thus crucial for designing an effective explanation method.

One way to do this is by creating question banks (Liao et al., 2020), which are collections of questions

designed to help users understand the system’s behaviour. These questions can generate explanations tailored

to the user’s needs and provide a more personalised and effective explanation. Furthermore, the question

banks can be updated and expanded over time as the system evolves and the user’s needs change.

Lim and Dey (2009) developed a taxonomy of user needs for context-aware systems. They crowdsourced

user questions in various scenarios and identified ten types of information needs: input, output, conceptual
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model (including why, how, why not, what else, and what if), and non-functional types (such as certainty

and control). A conceptual model represents a system’s decision and action processes to transform inputs

into outputs. This taxonomy, summarised in table 2, enabled them to develop a toolkit that supports the

generation of explanations for context-aware applications (Lim & Dey, 2009).

Type Definition Purpose

Inputs Describes the input options and information

sources used by the system

Helps users understand the types of inputs the

system uses and the sources it relies on to oper-

ate.

Outputs Informs users of the output options that the sys-

tem can produce

Helps users understand the various outcomes or

actions that the system can produce or perform

based on the inputs it receives.

What Reveals the current system state, such as what

output value it produced based on the input it

received.

Helps users understand the system’s current be-

haviour and what to expect.

What If Allows users to speculate what the system might

do given a specific set of user-set input values

Helps users anticipate the system’s behaviour.

Why Discloses the reasoning behind the system’s out-

put value given the input values

Helps users understand the decision-making pro-

cess.

Why Not Reveals why an alternative output value was not

generated given the input values

Helps users achieve an alternative output value.

How (To) Explains how the system can generally produce

alternative output values

Helps users understand how to achieve a desired

output.

Certainty Informs users about the confidence level of the

output value produced by the system

Helps users determine how much trust to place

in the output value.

Control Describes how to change settings or thresholds

in the system

Helps users understand how to control the sys-

tem.

Situation Provides information about the current situation

or context in which the system operates

Helps users understand the context of the sys-

tem’s behaviour.
Table 2

Summary of the Explanation Types in Context-Aware Systems (Lim et al., 2009).

Context-aware systems adapt their behaviour based on the user’s situation (or context), such as activity,

location, and environmental conditions (Lim et al., 2009). Often, these systems use complex rules or machine

learning models to make decisions and rely on implicit input that may be collected without explicit user

involvement, so-called calm computing (Weiser & Brown, 1995). This can create challenges for users of

context-aware applications in understanding the system’s behaviour (Bellotti et al., 2002; Bellotti & Edwards,

2004). Moreover, a lack of system intelligibility can lead the user to mistrust, misuse, or even discontinue
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using the system, especially when there is a mismatch between user expectations and the system’s behaviour

(Muir, 1994).

While rule-based legal decision systems are not context-aware systems, some similarities exist. For

example, both systems may rely on data sources that are not directly known or visible to the user (or data

subject), which can create challenges in understanding how decisions are made and why. So, we expect that

the explanation types discussed above are also applicable to explain legal decision-making systems.

Additionally, the researchers insist that designers should use visualisations as a means of augmenting

explanations as it enhances the understandability of the users (Lim & Dey, 2009). For example, visualising

a system’s overall conceptual model can help someone understand how different components and processes

are interconnected and how they contribute to overall system behaviour. Specifically, when it comes to

decision trees, visualising the tree and tracing the "Why" trace can offer a quickly interpretable overview

of the questions that someone may have about a decision model (Lim et al., 2009). While some technical

knowledge may be required to utilise the visualisation properly, it is proven effective in providing a complete

explanation to people with varying technical expertise.

In conclusion, creating human-centred explanations in explainable AI is a challenging task that requires

a highly adaptable method that can cater to the unique needs of each person. Key findings suggest that a

question-driven framework, aided by visualisations, can help achieve this goal and provide an adaptable and

effective explanation method. By focusing on answering individuals’ specific questions and visualising the

decision-making process, designers can create explanations that are easy to understand and will help someone

achieve their specific goals.

4.2.2 Explanation of rule-based decision-making systems

This thesis considers rule-based systems as systems that use so-called propositional rules, which are widely

used in various domains and comprise condition and action parts (Huysmans et al., 2011). The condition part

includes a combination of conditions on input variables, while the action part specifies the appropriate action

to take when these conditions are satisfied. Figure 3 shows three common ways of representing propositional

rules using textual descriptions, decision tables, and decision trees. They all represent whether someone is

eligible for a benefit. To be eligible for the benefit, a person must meet the income and assets criteria defined

by the first rule. If either criterion is not met, the person is not eligible.

Textual descriptions often use an if-then format (see 3a). They provide a natural and straightforward way

to represent propositional rules. Decision tables offer a structured and organised way to represent propositional

rules (Vanthienen & Wets, 1994). Each row in a decision table represents a combination of conditions on input

variables, while each column represents a different condition or action. Decision trees represent propositional

rules graphically, with the input variables used to create a tree structure. Each internal node in the decision

tree represents a condition on an input variable, while each leaf node represents an action.

Note that these examples are very simple, and representations could become unclear when the complexity
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of the rules and the number of input variables and conditions increase.

IF income ≤ threshold AND assets ≤ threshold THEN eligibility = Yes

IF income > threshold THEN eligibility = No

IF assets > threshold THEN eligibility = No

(a) Textual description

Income Assets Eligible

≤ Threshold ≤ Threshold Yes

> Threshold - No

- > Threshold No

(b) Decision table

Income ≤ Threshold?

Assets ≤ Threshold?

Eligible

Not Eligible

Not Eligible

(c) Decision tree

Figure 3

Example of three representations of propositional rules.

4.3 Explanation in the legal service domain

This section describes the legal context of the explanation of automated decisions. This section examines

the need for an explanation regarding individuals’ rights and the legislation that applies to the decision systems

and its explanations. Then, it discusses the network of concepts, rules, and relationships, which must be

considered to understand the reasoning behind these systems.

4.3.1 The need for explainability

Automated decision-making systems are widely used in the legal domain, allowing for efficient and mass

decision-making based on legal rules (Timmer & Rietveld, 2019). For example, in the Netherlands, various

executing agencies, such as DUO, UWV, and SVB, use these systems to automate complex legal rules, make

decisions, disburse and collect money, and communicate messages to populations (Lokin & van Kempen,

2019). To keep up with societal demands, these systems need to be agile, i.e. able to adapt to external

changes such as modifications in legislation or policies.

While these systems can improve the efficiency of legal processes and services, they can also affect

individuals’ rights or legal quality, especially when there is no careful and transparent design process (Timmer

& Rietveld, 2019). Hence, regulations are formulated for automated-decision systems to protect human

rights. Still, the negative impact remains as, in practicality, the used systems do not always comply with these

regulations (van Eck, 2018). Van Eck studied automated decisions in Dutch legal practice and identified

conflicts between automation and some legal principles. For instance, when rule-based systems are not

tailored to people with exceptional circumstances, the principle of equality and non-discrimination may be

infringed. Besides, the right of defence may be infringed when the underlying rules of a decision can not be
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assessed. This lack of insight is also noticed by Lokin, who concluded that the process from legislation to

rule-based systems is often not transparent (Lokin, 2018).

The importance of transparent law enforcement systems is evident. While technological innovations can

boost efficiency and possibilities for governmental organisations, the rapid digitalisation of legal processes

also negatively impacts society if used incorrectly. These issues raise questions about the explainability of

automated decision systems.

4.3.2 Regulations on explanation

The General Data Protection Regulation (GDPR) is a regulation in EU law on data protection and privacy

for all individuals within the European Union (EU) and the European Economic Area (EEA)1. As personal

data is required to make automated legal decisions, the GDPR applies to the research subject of this thesis.

However, not all GDPR is relevant for designing an explanation method.

The "right to explanation" within the GDPR has received significant attention, as it can be disruptive

and technically challenging for AI systems to explain their decisions (Wachter et al., 2017). While the

"right to explanation" only appears in a nonbinding Recital, the "right of access" guarantees individuals

"meaningful information" about the "logic involved" in automated decision-making. This regulation notes

some requirements on how information should be provided. For example, organisations must provide subjects

with clear and easily accessible information. This means must be in plain language, free of charge, and

include all relevant details. It can be provided in written form or through other means, such as an online

portal. Although this "right of access" does not specify which information must be provided in practice

(Wachter et al., 2017), a general and easily understood overview of system functionality is likely sufficient

(Goodman & Flaxman, 2016).

To provide insights into what information must be provided, guidelines are created to clarify the reg-

ulations and their implications concerning specific subjects, such as the one provided by the Information

Commissioners Office (ICO), which distinguishes six explanation types (Information Commissioners Office &

Alan Turing Institute, n.d.).

• Rationale: explains the reasoning behind a decision-making system, including the logic or methodology

used to arrive at a decision. This is particularly relevant to understanding the decision-making process.

• Responsibility: explains who is responsible for the decision-making system. It clarifies who has ownership

or control over the system, who is accountable for its use, and who is responsible for ensuring that it is

used in a way that is consistent with legal and ethical standards.

• Data: explains the data used in a decision-making system, including how it is collected and processed.

It ensures that individuals know what information is used to make decisions about them.

1 Within the Netherlands, the GDPR is implemented in the Algemene Verordening Gegevensbescherming (AVG)
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• Fairness: explains whether the decision-making system is fair and unbiased. It ensures that decisions

are not based on discriminatory or arbitrary factors, in line with human rights and the rule of law.

• Safety and performance: explains whether the decision-making system is accurate, reliable, secure, and

robust. It ensures that the system performs as intended so that it can be relied upon and trusted.

• Impact: explains whether the impacts of the decision-making system on individuals are monitored. It

ensures that the system is designed to assess and monitor the impacts on individuals over time to ensure

that it is responsive to their needs and concerns and can be adjusted if necessary.

Together, these six types of explanations help to ensure that decision-making systems are transparent

and accountable. By understanding these different types of explanations, businesses and organisations should

be able to ensure that their decision-making processes align with legal and ethical standards and ultimately

benefit individuals (Information Commissioners Office & Alan Turing Institute, n.d.).

4.3.3 Structure of legal decisions

Translating legislation into practical application requires a structured approach where all the steps for

interpreting, specifying, and elaborating on the legislation are explicitly documented. Such an approach

ensures that the choices made when translating legislation into practice are clear, and decisions based on

those choices can be explained and justified. Besides, such an approach makes it more straightforward to

determine what adjustments are needed in ICT systems when legislation changes, making implementation

organisations more adaptable to changes in legislation. An example of such an approach, called Law analysis

(’Wetsanalyse’ in Dutch), is described in the book by Ausems, Bulles and Lokin (2021).

A crucial element of this approach is the legal analysis schema, which provides a visual overview of the

different elements within legislation and their relationships. The schema is based on the work of American

jurist Wesley Newcomb Hohfeld (1913, 1917), who identified various types of rights and obligations based on

American jurisprudence in the early 20th century.

As shown in Figure 4, the legal analysis schema identifies various elements within the legislation, including

the legal subject, legal object, legal relationship, legal fact, condition, derivation rule, variable, variable value,

parameter, parameter value, operator, time indicator, place indicator, delegation power, delegation elaboration,

and source definition. Each of these elements plays a crucial role in understanding and applying the legislation,

and the legal analysis schema helps illustrate how these elements interact.

For example, the legal subject is the person or entity holding rights and responsibilities, while the legal

object is the object of a legal relationship or legal fact. The legal relationship describes the connection

between two legal subjects, while the legal fact refers to an act, event, or time-lapse causing a change in the

legal situation. The schema also includes other important elements such as conditions, which describe the

requirements that must be fulfilled, and derivation rules, which create new values or facts.

Using the legal analysis schema, legal professionals can better understand the various elements within
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legislation and their interrelationships. This can help them to interpret and apply legislation more accurately

and effectively, ensuring that the choices made during the translation process are clear and justifiable. Ulti-

mately, this can lead to a more transparent and adaptable implementation of legislation.

Figure 4

Diagram representing the legal analysis framework. This diagram is a translation of the diagram presented

by Lokin et al. (Lokin et al., 2021; Open Rules, n.d.).

Legal subject Person or entity holding rights and responsibilities.

Legal object Object of a legal relationship or legal fact.

Legal relationship Connection between two legal subjects.

Legal fact Act, event, or time-lapse causing a change in legal situation.

Condition Requirements that must be fulfilled.

Derivation rule Rule that creates new values or facts.

Variable Value description that could vary per legal situation.

Variable-value Specific value of a variable in a given legal situation.

Parameter Value that remains constant during a specific period.

Parameter-value Specific value of a parameter during a specific period.

Operator Formula representing an arithmetic operation, an equation, or a compound condition.

Time indicator Point or period of time.

Place indicator Specific location or area.

Delegation power Authority to establish additional rules in a lower regulation based on an act or decree.

Delegation elaboration Delegated regulation that establishes further rules.

Source definition Definition that is set in legislation.
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5 Design of the explanation method

This chapter links the theoretical research discussed in previous chapters and the practical application of

the proposed explanation method. It contains two subsections: "Requirements of the Explanation Method"

and "Proposing the Explanation Method." The objective of this chapter is to derive a set of requirements

from theoretical research and introduce an explanation method that seeks to meet these requirements.

5.1 Requirements of the explanation method

For this thesis, a ’good’ explanation method is considered as one that can provide ’good’ explanations.

Building on the properties and requirements listed in Table 3 can be used to ensure that the explanation

method effectively produces these ’good’ explanations. Building on theoretical research, the properties of

explanation methods (Lacave & Díez, 2002) are connected to the requirements for a ’good’ explanation

(Hoffman et al., 2018). Together, they provide a complete overview of what to consider when developing and

evaluating an explanation method and its generated explanations.

Property Description of Property Requirement Description of Requirement

Co
nt

en
t

Focus Breadth of the explanation. Complete Cover all relevant aspects.

Level Depth of the explanation. Detailed Provide enough detail on each aspect.

Causality Decision-cause relationships.

Purpose Intent of the explanation. Useful Align purpose with recipient’s goals.

Co
m

m
un

ic
at

io
n Interaction Interface used to request ex-

planations.

Usable Accessible, or easy to use.

Display Format used to present expla-

nations.

Understandable Clear, or easy to understand.

Ad
ap

ta
tio

n

Domain

knowledge

Adaptability to recipient’s do-

main expertise.

Adjustable Tailor to the recipient’s understanding of

the modelled domain.

System

knowledge

Adaptability to recipient’s

system expertise.

Adjustable Tailor to the recipient’s understanding of

the system’s inner workings.

Goals Adaptability to recipient’s

goals.

Adjustable Tailor to the recipient’s goals for using

this system.
Table 3

Required properties of an explanation method with the corresponding requirements for its generated

explanations, building on the properties of explanation methods according to Lacave and Diez (2002) and

the goodness criteria presented by Hoffman et al. (2018).

So, a ’good’ explanation method is considered as one that can provide ’good’ explanations, whereas a

’good’ explanation is considered to be both understandable and useful to the recipient. When we say an

explanation is understandable, we mean that it should consider the individual’s knowledge and be presented in
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a clear and accessible manner. On the other hand, when we say an explanation is useful, we mean that it should

consider the individual’s goals and provide information that helps them achieve those goals. So, to generate

’good’ explanations, we need to clarify the relevant characteristics of each group that explanations can target.

Table 4 shows the characteristics of each target group, including their goals, legal domain knowledge, and

understanding of the decision system’s reasoning. These groups can be divided into those involved in creating

the decision system (creators) and those involved in using the system (users).

Recipient Goals Domain Knowl-

edge

Reasoning

Knowledge

Cr
ea

to
rs Domain experts Knowledge acquisition and validation High Low

Model experts Model creation and verification Medium Medium

Software Developers System development and software testing Low High

U
se

rs

System end-users Decision making Medium Low

Support staff Explanation Medium Low

Data subjects Comprehension and protection of rights Low to medium Low
Table 4

Characteristics of the individuals involved with automated legal decision-making systems.

When considering an explanation as an answer to a question (Miller, 2019), we want the explanation

method to create understandable explanations that can answer all of the target group’s questions. These

questions can be categorised into specific categories, such as the one provided by Lim et al. (Lim & Dey,

2009, 2010) (see Table 2).

However, it is important to note that not all of these explanation types may be relevant in the context of

automated legal decisions. For example, the explanation type of control may not be applicable for since the

rules used in the decision model are fixed and cannot be modified by the user. Besides, the explanation type

of certainty is irrelevant since the outputs of rule-based decision systems are deterministic and thus considered

certain.

Looking at the questions in Table 2, they specifically consider the users of a system and fit the goals

of the user target groups in Table 4. Consequently, they do not seem to fit the goals of the individuals

involved in creating the decision system. To also satisfy these goals, three other question types are assumed

to be necessary. The first one regards displaying the elements of a model, which is useful for model creation

and system development. The second one considers the ability to retract the legal sources used for building

the model, which is useful for validation. Finally, whether questions help with answering questions regarding

verifying and testing a decision model and system.

Accordingly, Table 5 presents the relevant explanation types for automated legal decisions, divided into

three categories: decision model, decision system and decision. The decision model category helps with

answering questions for the creation groups (as discussed before). The decision system’s category includes
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explanations on how to use the system, while the decisions category includes local explanations regarding a

specific decision-making instance. Besides, we also differentiated the purpose of explanation types based on

whether they describe something or clarify something, like the distinction in purpose between description and

comprehension (Lacave & Díez, 2002).

Note that there are other differences with the explanation types as presented in Table 2. For example, the

What Else explanation provides information closely related to the situation explanation and more about what

the system has done but did not reveal (Lim & Dey, 2009). We also distinguished between How and How To

explanations, where the first clarifies how the system generally makes certain (intermediate) decisions, while

the latter clarifies how to achieve a desired decision, given some (but not all necessary) input values.

Type Purpose

D
ec

isi
on

What Describes what decision(s) it made and what intake it used.

What else Describes any intermediate decision(s) or used data not provided by the user.

What If Describes the system’s decision when an input value is changed.

Why Clarifies the reasoning behind the system’s output value given the input values.

Why Not Clarifies why an alternative output value was not generated given the input values.

How To Clarifies how to achieve a desired decision, given some (but not all necessary) input values.

Sy
st

em

Inputs Describes the intake the system could use.

Outputs Describes which decisions the system could make.

How Clarifies how the system generally makes a certain decision.

M
od

el

Model Elements Describes the elements (such as rules) and relations within the decision model.

Legal Sources Describes the legal sources used to create the model.

Whether Clarifies whether the system meets a certain requirement.
Table 5

Different explanation type questions for automated legal decisions, building on the explanation types by Lim

et al. (Lim & Dey, 2009).

5.2 The proposed explanation method

This section presents the proposed human-centred explanation method for rule-based decision-making

systems in the legal service domain. It describes the key characteristics of the technology behind the expla-

nation method and the possible explanations it could generate. Moreover, it discusses how these address the

requirements of the explanation of automated decision-making systems, as discussed before.

5.2.1 Explanation through graph database management systems

The proposed explanation method leverages Graph Database Management System (GDBMS) to generate

explanations. In short, a GDBMS makes it possible to store data in graph structures (graph databases) and

allows for intuitive questioning and visualising of these data structures Robinson et al., 2015. While Chapter

6 will go into more technical detail, this section substantiates why GDBMS provide a solution for explaining
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rule-based decision-making systems.

The use of GDBMS offers several benefits for generating explanations that can be related to the require-

ments of an explanation method as given in Table 3. The following properties of GDBMS follow a reverse

order of the adaptation, communication and content categories:

• Perspectives: GDBMS enable the creation of customised views that can be adapted to different target

groups.

• Querying and visualisation: GDBMS enable someone to interact or question the stored data through

intuitive expressions (queries). Besides, they not only enable someone to view stored data in a (textual)

table but could also allow to display the underlying graphical structures through visualisations.

• Subsetting and revealing relationships: GDBMS enable adjusting the presented information through the

use of filters (f.e. by only representing certain data types) and queries (f.e. by only presenting the

answer to a specific question). This changes which subset of the database is shown, adjusting both the

level and focus of an explanation. Besides, GDBMS can help uncover the connections between variables

(representing storage locations of a decision system) and rules (representing conditional actions that are

dependent on and initialise variables), revealing causal relationships between them. When displaying

these points and their relations in a hierarchical structure, the underlying steps of the decision-making

process become clear.

All in all, using GDBMS for the explanation of rule-based systems provides flexibility in adapting both the

content and communication of an explanation to different target groups. Individuals can explore the decision-

making process through visual graphs, answers to questions, and customised filtering options, allowing them

to gain insights into the reasoning behind automated legal decisions tailored to their specific needs.

5.2.2 Explanations of the proposed method

As is now known, the proposed explanation method utilises a graph database management system to

create visual representations of the decision-making process and offers textual answers to key questions related

to the system and its decisions. This subsection presents the possible explanation components that could

result from using such a database system, which can be used for construing explanations.

Figure 5 provides a simplified illustration of the possible explanation components. The first graph can be

used for global explanation, representing the general structure of the decision-making process. Secondly, the

illustration features a similar graph but populated with specific values, providing more detailed information

about a specific decision (local explanation). The overall explanation also includes textual answers to pre-

determined questions about data and reasoning. By addressing these questions, the explanation method

facilitates understanding the decision-making process for f.e. support staff, who can then convey the necessary

information to data subjects in compliance with legal requirements.
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The nodes in the graph represent the key components of a decision-making system, namely variables or

values (blue) and rules (purple, red or green). Variables are named storage locations in programming that

hold values that can change. Rules, in the context of rule-based systems, are conditional statements that

define conditions and actions. Variables are used within the conditions and actions of rules to represent and

manipulate data, enabling the system to make decisions based on the values stored in the variables.

Note that the visualisation of the graphs may vary depending on the decision system it represents. When

representing the same system, both the global and local graphs should be of the same form, where the global

graph describes ’empty’ variables that are instantiated with specific values in the local graph. The decision

system that is represented in Figure 5 has a few constraints: all variables are initialised at the start (possibly

with null), rules only change one value and values only change once. As a result, one row in the graphs

represents what could happen with one particular variable. So, a row in the local graph consists of an input

value (light blue), one rule at most that could be fired (green) or not (red) and the output value (dark blue).

The explanation method’s value lies in its ability to provide insights into the decision-making process

for different stakeholders. To show the method’s ability to generate the different explanation components as

illustrated in Figure 5, we will look at the model expert and support staff groups. The global graph allows

modellers to evaluate the decision model’s structure and correctness, enabling them to refine and optimise it.

Simultaneously, support staff could receive more detailed explanations of specific decisions to help fulfil their

legal obligations to inform data subjects.

In conclusion, the proposed explanation method offers a human-centred approach to explaining rule-

based decision-making systems in the legal service domain. By focusing on content, communication, and

adaptation, the method ensures that individuals can obtain the information they need to understand the

decision-making process and trust its decisions. The use of GDBMS further enhances the explanatory value

of the method, facilitating more effective communication and adaptation to user needs. While some aspects

of the explanation method could not be fully implemented within the scope of this research, the proposed

approach serves as a foundation for future work in explainable artificial intelligence in the legal domain.
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Figure 5

Simplified illustration of explanation using graph database management systems. This explanation involves

visualising a graph that represents the decision model (global explanation) and a single decision (local

explanation), together with (textual) answers to pre-specified questions.
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6 Technical implementation of the explanation method

This chapter provides a detailed description of the technical implementation of the proposed explanation

method. It discusses the design of the explanation tool, the technology used to implement it, and how the

tool is integrated with the legal decision system. The chapter also describes the challenges encountered during

the implementation process and how they were addressed.

6.1 Implementing the explanation tool

For this thesis, Neo4j is used. Neo4j is a graph database management system (GDBMS) designed to

store, manage, and query large and complex graphs. It is based on the concept of a graph, where data is

represented as nodes and relationships between those nodes. Neo4j is a popular2 choice for applications that

require querying large datasets with complex relationships, such as social networks, recommendation engines,

and fraud detection systems (Robinson et al., 2015). The following section aims to create an understanding

of database management systems and explains why Neo4j is used for this thesis.

6.1.1 Graph database management systems

This section aims to create an understanding of graph data structures and their applications in database

management, building on (Robinson et al., 2015). First, the basic structure of a graph, including nodes and

edges, will be introduced. Then, the labelled property graph model will be discussed, which adds additional

information about nodes and edges. Finally, graph databases will be explored, including their key character-

istics, advantages, and how they differ from traditional relational databases.

A graph is a data structure used in computer science and mathematics to represent relationships between

objects. A graph comprises vertices or nodes, which represent the objects, and edges, which represent the

relationships between them. For example, in a social network, each person would be represented by a node,

and the edges would represent friendships or other connections. In a transportation system, each station or

stop would be a node, and the edges would represent the connections between them, such as train or bus

routes. Graphs can represent a wide range of objects and relationships and have many applications in fields

such as computer science, mathematics, and social science.

The labelled property graph model is a popular way of representing graphs that includes additional

information about its nodes and edges (Robinson et al., 2015). In this model, each node can have one or

more labels that describe its type or category, such as "person" or "station." Additionally, nodes can have

properties that are given as key-value pairs, describing attributes of the object the node represents. For

example, a person node might have properties such as name, age, or location. Edges in a labelled property

graph model are named and directed, meaning they have a specific start and end node. In addition, edges

can also have properties describing attributes of the node relationship. This rich structure makes the labelled

property graph model intuitive and easy to work with.

2 According to DB-Engines, a website that ranks database management systems, Neo4j is currently the most popular graph

database (DB-Engines, 2023)
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A graph database is a database management system (DBMS) designed to store and manage graph

data. Graph databases have two key characteristics: the underlying storage and the processing engine. The

first considers how the data is stored and uses the graph structures as explained above, while the second

characteristic considers how queries are processed. Graph databases offer Create, Read, Update, and Delete

(CRUD) methods that allow users to interact with the graph data using graph queries and traversal algorithms.

One of the key advantages of graph DBMS is its ability to handle complex queries efficiently. In traditional

relational databases, joins between tables can quickly become a performance bottleneck as the number of

tables and data volumes grow. In contrast, a graph structure enables queries to traverse relationships between

nodes directly, resulting in faster query times and more efficient use of system resources.

To sum up, graphs are a fundamental data structure representing relationships between objects. A

popular example is the labelled property graph model, which provides a way to add additional information

about nodes and edges. Graph DBMSs use these underlying structures for managing and analysing complex,

interconnected data.

6.1.2 Graph database management system Neo4j

This section aims to illustrate why the Neo4j DBMS is used by showing the explanatory value of its two

key characteristics: the underlying storage and the processing engine. Besides, the section notes why Neo4j

is suitable for conducting a science project like this thesis.

Neo4j stores data as nodes and relationships, and its database engine allows users to traverse these

connections quickly. Another advantage of Neo4j is its uncovering hidden connections that explain complex

relationships between data points. With the help of its graph-based model, Neo4j can visualise data and their

relationships, enabling users to identify patterns and gain insights that may not be readily apparent using

traditional relational databases.

Neo4j is an open-source and ACID-compliant database (Neo4j, n.d.). "Open-source" means that Neo4j’s

source code is freely available for anyone to view, modify, and redistribute. This allows developers and

organisations to use and customise Neo4j without licensing costs or restrictions. This also means that the

community of developers provided numerous plugins and extensions, expanding Neo4j’s functionality and

making it a highly versatile GDBMS. ACID is an acronym that stands for Atomicity, Consistency, Isolation,

and Durability. ACID compliance means the database system guarantees that transactions are processed

reliably and consistently, even during failures or system errors. In practice, this means that transactions are

treated as an indivisible work unit, either completed in full or not at all. So, for example, if a transaction

requires multiple steps to be completed successfully, and any of those steps fails, the entire transaction is

rolled back, ensuring that the database remains consistent.

In conclusion, the Neo4j DBMS is a powerful tool for visualising data and relationships, enabling users

to identify patterns and gain insights that may not be readily apparent with traditional relational databases.

Based on a labelled property graph model, its underlying storage allows for displaying hierarchical relation-
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ships, which is particularly useful in explaining interrelated steps of an automated decision. Additionally, its

processing engine, which uses the Cypher query language, provides an intuitive and versatile mechanism for

generating question-driven explanations. Finally, as an open-source and ACID-compliant database, Neo4j is

highly versatile, and its functionality can be expanded with numerous plugins and extensions.

6.1.3 Query language Cypher

Cypher is a query language designed explicitly for querying graph databases like Neo4j. It allows users to

express complex queries simply and intuitively, making working with complex graph data easier than traditional

relational databases (Robinson et al., 2015).

In a traditional relational database, the database schema defines the structure of the data and how it

is organised into tables, columns, and relationships. Therefore, to query the data, the user needs to know

the schema and the query language (such as SQL) used to retrieve the data. This requires knowledge of

the underlying data model and the syntax of the query language. On the other hand, Cypher is designed to

abstract away many of the details of the underlying graph data model and query language, which means that

users can write queries without needing to have a deep understanding of the graph data model or the syntax

of the query language. For example, in a Cypher query, you can specify a pattern of nodes and relationships

you want to match rather than specifying the exact table and column names in a relational database.

Cypher is based on patterns: sets of nodes and relationships that match specific criteria (Robinson et al.,

2015). Cypher queries start by specifying a matching pattern and then use various commands to extract, filter,

and aggregate data from the matched nodes and relationships. Again, this makes Cypher easy to work with

complex graph data, as the user can focus on the relationships between the data rather than the structure of

the data itself.

Beneath is an example of a simple Cypher query. This query matches all pairs of nodes connected by a

"FRIEND" relationship and labelled "Person". It then filters the results only to include pairs where the first

node is named "Alice". Finally, it returns the names of the second nodes in each pair.

MATCH (n:Person)-[:FRIEND]->(m:Person)

WHERE n.name = ’Alice’

RETURN m.name

Overall, Cypher allows users to work with graph data more naturally and intuitively without requiring

a deep understanding of the underlying graph data model or query language. This means that the user can

focus on the relationships between the data rather than the structure of the data itself.

6.1.4 Visualisation tool Neo4j Bloom

Bloom is a visualisation tool developed by Neo4j to help users explore and gain insights into their graph

data through interactive visual representations. It allows users to create customised graph visualisations and

perform various actions, such as filtering, sorting, and grouping, on those visualisations. Users can also edit
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nodes and relationships directly within the Bloom interface to further interact with their data.

The primary advantage of using Bloom is its ability to reveal complex relationships within data. Patterns

and connections that may not be immediately apparent in tabular or text-based formats can be easily identified

by providing a visual representation of data. This feature is convenient for obtaining valuable insights that

traditional data analysis approaches may struggle to uncover.

Bloom is designed to be user-friendly and accessible to non-technical users, making it available to many

users. It offers a drag-and-drop interface, various layout options, and the ability to apply different styles and

themes for customising visualisations. The range of customisation options allows users to create visualisations

tailored to their specific requirements.

6.2 Integrating with the legal decision system

To illustrate the practical application of the explanation method, we will examine a case study of the

Dutch Tax and Customs Administration (DTCA). Due to the high stakes in tax collection, the DTCA is

extremely careful when changing the technology responsible for tax calculations. To facilitate adaptation to

frequent changes in laws, regulations, and policies while meeting organisational objectives, the DTCA has

adopted the Agile Law Execution Factory (ALEF) (JetBrains, 2019). ALEF is a tool developed with JetBrains

MPS that uses natural language to specify services, fact patterns, tax rules, and test cases. By analysing

legislation and internal policies, ALEF produces structured descriptions of rights, duties, legal concepts, fact

patterns, concept descriptions, legal actions, legal actors, legal documents, and legal rules, which are then

used to generate service applications.

An example of a tax rule generated by ALEF is the tax calculation for a taxpayer born after 1946 (see

Figure 6). The rule is valid from 2014 and calculates the taxes a taxpayer owes based on their income and

other factors. The ALEF-generated tax rules are used by a rule engine, a highly scalable solution for mass

calculations used by the DTCA back office systems and legal experts. Deploying the Blaze rule code as a

decision service on the mainframe ensures efficient tax calculations and adherence to legal requirements.

Figure 6

Example of a tax rule in the Agile Law Execution Factory (from JetBrains, 2019)

This section examines the steps involved in retrieving the expert knowledge into graphs. First, the
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technology used to capture the expert knowledge in models is discussed. Then, the three models specifically

used by the decision-making system are discussed and related to the legal concepts from the Legal Analysis

Diagram (see Figure 4). The elements that should be represented in the summarising graphs for each model

could be determined based on the legal concepts associated with each model. These graph representations

will offer a comprehensive view of the decision-making process, aiding decision-makers in understanding the

dependencies and relationships between entities, rules, and services in the legal domain.

In short, the implementation process is as follows: we start by importing all the model elements in

a structured form, creating an Abstract Syntax Graph. This graph represents the knowledge from all the

decision models in a structured form, so we name this the Knowledge Graph. From this Knowledge Graph,

we create a simplified graph representing the decision models’ key structural and semantic information (the

Global Graph). To represent a specific decision, we can "fill in" the Global Graph with the values of a model

instance (Local Graph).

6.2.1 Technology behind the decision-making system

As mentioned, ALEF is created with JetBrains Meta Programming System (MPS). MPS is an open-

source tool for creating computer languages specialised for particular fields or industries (Bucchiarone et al.,

2021). These languages are called Domain-Specific Languages (DSLs), designed to solve specific problems

more effectively than mainstream general-purpose languages (van Deursen et al., 2000).

MPS is based on Model-Driven Engineering (MDE), an approach to dealing with complex problems using

simplified models of real-world systems (Schmidt, 2006). These models are abstractions of real problems,

defined using a set of concepts and relationships that are formalised in modelling language definitions. In the

case of MPS, these models are used to generate computer languages that are specific to a particular domain.

The MPS editor is a language workbench tool that helps programmers design, implement, test, and

use DSLs created with MPS (Völter, 2013). It provides powerful editing and automation features, allowing

programmers to specify the concepts and relationships used in the new language with corresponding semantics

and notations. The editor can also generate necessary programming environments, such as editors, auto-

completion and validation features, and versioning tools. These features are necessary for creating and using

domain-specific languages.

The MPS generator is another integral part of the MPS system. It bridges the gap between the business

and implementation domains, transforming the original domain-specific model into one represented in a low-

level general-purpose language, such as Java, C, JavaScript, or XML (Bucchiarone et al., 2021). This

transformation happens in stages, resulting in a model that can be turned into textual source files. These

source files can then be used with traditional compilers, allowing developers to take the business knowledge

contained in the domain-specific language and turn it into a working program. Essentially, the DSL formalises

the business knowledge of the domain experts, while the generator encapsulates the implementation of that

knowledge in a given technology.
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6.2.2 Models involved in the decision-making system

In MPS, each model exists of a set of nodes structured in an Abstract Syntax Tree (AST), where each

node has a parent node (excluding root nodes), child nodes, properties, and references to other nodes. In

addition, each node stores a reference to its declaration, called its concept, which defines the class of a node

and its structure. In turn, these concepts are part of a language.

To obtain the AST of the MPS model, MPS provides an export function that can generate an XML

file representing the AST. XML (Extensible Markup Language) is a flexible and widely-used markup language

used to represent structured data, including the AST of an MPS model. Each node in the AST can be

represented as an XML element, with its attributes and children representing the properties and sub-nodes of

the corresponding AST node. To represent the AST in the Neo4j graph database, each node in the AST is

represented as a node in the graph database, with its properties and relationships representing the attributes

and child nodes.

In practice, a decision system uses multiple models representing its reasoning. Hence, the graph database

will be more like a graph than a tree, where different elements of models cross-reference to each other. This

complex knowledge graph can extract more insightful graphs like those discussed in Chapter 5. ALEF uses three

models: the objectmodel, the rulemodel, and the servicemodel. Each model represents different components

of the decision-making process:

• The objectmodel represents entities and their attributes involved in decision-making.

• The rulemodel represents rules and their dependencies for making decisions.

• The servicemodel represents services used by legal professionals for decision-making by providing input

and output variables.

Variables play a central role in the decision-making process and are the different models’ overlapping factors.

Hence, a clear representation of variables across all models could aid in understanding the decision-making

process. For example, variables represent the attributes of objects in the objectmodel, the input and output

fields of services in the servicemodel are mapped onto variables, and the rules in the rulemodel use variables

in their conditions or calculations or to derive new variable values.

6.2.3 Relation between legal concepts and models

Earlier, the Legal Analysis Diagram (see Figure 4) was presented, which provides a framework for under-

standing the components of legal decisions. We can relate these legal concepts in the diagram to the elements

in the models used by the decision-making system.

For example, the objectmodel represents legal subjects, objects, and their relationships. Legal subjects

and objects correspond to the object nodes in the objectmodel, while the connections between these nodes

can represent legal relationships. The rulemodel can represent conditions, derivation rules, and requirements

that must be fulfilled. In addition, operators can also be represented as rules in the rulemodel. Rule nodes
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correspond to specific rules or conditions, while variable-type nodes in the rulemodel represent the variables

used by these rules. At last, the servicemodel can represent services and their input and output variables.

Service nodes correspond to specific services used during the decision-making process, while variable type

nodes in the servicemodel represent input and output variables for these services.

Note that not all the diagram elements are represented and captured in the models. For example,

delegation power and delegation elaboration are not included. However, the modeller can add other relevant

information. For example, they can set the sources of rules. This added information is extracted from the

model elements and represented as properties in the summarising graph.

6.2.4 Relation between legal concepts and models

The summarising graphs for each model will consist of nodes and relationships representing the legal

concepts associated with each model. Figure 7 shows how these nodes and relationships are represented in

the Neo4j graphs. In these graphs, the colours of the nodes and relationships have been matched to the

colours used in the Legal Analysis Diagram, ensuring a clear and consistent representation of the components

of the decision-making process. Furthermore, as these nodes are part of the Abstract Syntax Tree underlying

the models, the names of the nodes match the concepts of the used Domain-Specific Language. However,

the relationships between these nodes are created as part of the summarising process and use names closer

to the Legal Analysis Diagram.

The objectmodel will consist of variables and object types with "relates_to" relationships between object

types. In the decision-making system, a distinction is made between boolean features (or "Kenmerken") and

attributes (or "Attributen") of objects. However, in line with the diagram, we will refer to them as variables

(or "Variabelen"). The servicemodel will consist of input messages (or "InvoerBerichtType") and output

messages (or "UitvoerBerichtType") with input and output relationships to the connected variables. Finally,

the rulemodel will consist of rules with calculation, derivation, and condition relationships from and towards

the corresponding variables.
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Figure 7

Legenda of how the nodes and relationships are represented in the Neo4j graphs.
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7 Application of the explanation method to a specific case

This section outlines the questions the explanation method considered and references figures that illustrate

the answers to these questions. The description of each explanation is provided in the caption to prevent

switching back and forth between the text and figures.

7.1 Model experts - creation and verification

7.1.1 Explanation for creation

The process of model creation is fundamental for constructing a rule-based decision-making system. The

modeller explanation offers guidance in this modelling process by providing a visual representation of each

model to aid the textual editor. Hence, the explanation method answers the following questions:

• Figure 8: Answer to "What elements has the Objectmodel?"

• Figure 9: Answer to "What elements has the Rulemodel?"

• Figure 10: Answer to "What elements has the Servicemodel?"
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Figure 8

Part of the model expert explanation and answer to "What elements has the Objectmodel?" (translation of

Dutch question given on top left corner). This answer shows the variable (yellow) and object (light blue)

nodes, as well as the property relationships from an object to a variable (yellow) and the relationships

between objects (blue). This explanation is a visual aid for the model expert who designs this model in a

textual editor.
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Figure 9

Part of the model expert explanation and answer to "What elements has the Rulemodel?" (translation of

Dutch question given on top left corner). This answer shows the variable (yellow), rule (red) and object

(light blue) nodes, as well as the condition relationships from a variable to a rule (green), the calculation

relationships from a variable to a rule (blue) and the derivation relationships from a rule to a variable or

object (red). This explanation is a visual aid for the model expert who designs this model in a textual editor.
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Figure 10

Part of the model expert explanation and answer to "What elements has the Servicemodel?" (translation of

Dutch question given on top left corner). This answer shows the variable (yellow), the input message (dark

grey) and the output message (dark grey) nodes, as well as the input relationships from an input message to

a variable (dark grey) and the output relationships from a variable to an output message (dark grey). This

explanation is a visual aid for the model expert who designs this model in a textual editor.
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7.1.2 Explanation for verification

The verification process for a rule-based decision-making system is essential to ensure its proper function-

ing. Hence, the explanation for the model expert should help guide the verification process. For this process,

a distinction is made between three types of checks:

• Path Checks: These checks verify if the system utilises an element and help identify redundant elements.

• Assignment Checks: These checks ensure an element is assigned a value, confirming that these elements

can provide results.

• Logical checks: These checks confirm a rule’s absence of logical contradictions in its conditions and

help identify any inconsistencies.

This distinction generalises the verification documentation for the ALEF system used in the case study. How-

ever, these different checks are likely applicable to other decision-making systems. The same documentation

states several questions a modeller should answer themselves to verify the models they made. Hence, the

explanation for the model expert answers these questions:

• Figure 11: Answer to "Is each in- and output message used by the Service?" (Path check)

• Figure 12: Answer to "Is all input used to create the output?" and "Can all output be created, given

the input?"(Path checks)

• Figure 13: Answer to "Is each variable used?" (Path check)

• Figure 14: Answer to "Are all variables assigned?" (Assignment check)
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Figure 11

Part of the model expert explanation and answer to "Is each in- and output message used by the Service?"

(translation of Dutch question given on top left corner). This answer contains an error message, noting that

"The service uses all in- and output messages.", and a table showing, for each message, whether it is used.

This textual answer is aided by a visualisation which shows the service (black), the input message (dark

grey) and the output message (dark grey) nodes, as well as the output relationships from an output message

to the service (dark grey) and the input relationships from a service to an input message (dark grey).
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Figure 12

Part of the model expert explanation and answer to two questions, namely "Is all input used to create the

output?" and "Can all output be created, given the input?" (translation of Dutch questions given in bold

font). The first answer contains an error message, noting that "For each variable in the input messages, a

path to the output has been found." and a table showing, for each variable, whether a path is found from

this variable to an output message. The second answer contains an error message, noting that "Note:

output messages have been found without a path from the input. Check if there are enough input variables

and rules present." with a list of the respective variables and a table showing, for each variable, whether a

path is found from an input message to this variable. These textual answers are aided by a visualisation

which shows the input and output message (dark grey), variable (yellow) and rule (red) nodes, as well as the

input relationships from an input message to a variable (dark grey), the condition relationships from a

variable to a rule (green), the calculation relationships from a variable to a rule (blue), the derivation

relationships from a rule to a variable or object (red) and the output relationships from a variable to an

output message (dark grey). The visualisation shows the two output variables without a path in the top

right corner. This explanation is a textual and visual aid for the model expert who verifies the models within

a service. This explanation is a textual and visual aid for the model expert who verifies the models within a

service. See Figure 17 for an expanded version of this explanation.
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Figure 13

Part of the model expert explanation and answer to "Is each variable used?" (translation of Dutch question

given on top left corner). This answer contains an error message, noting that "All variables are used in a rule,

a flow, or passed from input to output.", and a table showing whether each variable is used. This textual

answer is aided by a visualisation which shows the input and output message (dark grey), variable (yellow)

and rule (red) nodes, as well as the input relationships from an input message to a variable (dark grey), the

condition relationships from a variable to a rule (green), the calculation relationships from a variable to a

rule (blue), the derivation relationships from a rule to a variable or object (red) and the output relationships

from a variable to an output message (dark grey). This explanation is a textual and visual aid for the model

expert who verifies the models within a service. See Figure 18 for an expanded version of this explanation.
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Figure 14

Part of the model expert explanation and answer to "Are all variables assigned?" (translation of Dutch

question given on top left corner). This answer contains an error message, noting that "Note: the following

attributes/characteristics have not been assigned a value: list of values , Ensure that each

attribute/characteristic receives a value through an input message or a deduction rule/table.", and table

showing whether and how each variable is assigned. This textual answer is aided by a visualisation which

shows the input message (dark grey), variable (yellow) and rule (red) nodes, as well as the input

relationships from an input message to a variable (dark grey) and the derivation relationships from a rule to

a variable (red). The visualisation shows the two variables without assignment on the bottom right. This

explanation is a textual and visual aid for the model expert who verifies the models within a service. See

Figure 19 for an expanded version of this explanation.
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7.2 Legal support staff - explanation

Legal support professionals work within customer service or other relevant departments to provide legal

support and explanation to data subjects regarding the decisions made. Hence, they need to be able to answer

relevant questions for a data subject. For these questions, a distinction is made between two types (matching

two of the explanation types made by ICO (Information Commissioners Office & Alan Turing Institute, n.d.)):

• Data explanation: explains the data used in a decision-making system.

• Rationale explanation: explains the reasoning behind a decision-making system.

Accordingly, an explanation addressed to such a professional should consider the following questions, given a

certain decision:

• Figure 15: Answer to "What decisions did the system make?", "What (personal) information was used

for these decisions?" and "Which rules were used for these decisions?" (Data)

• Figure 16: Answer to "Why is this decision made?" and "Why is this decision made? (trace)" (Rationale)

Figure 15

Part of the model expert explanation and answer to ""What decisions did the system make?", ""What

(personal) information was used for these decisions?" and ""Which rules were used for these decisions?"

(translation of Dutch question given bold text). The first answer displays a table containing the output

message, variable and assigned values. The second answer displays a table with the input message, variable

and given values. The third answer displays all rules used for these decisions (only six are included in this

figure to prevent a very large figure, but this answer could return all as this number is manually adjustable).
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Figure 16

Part of the support staff explanation and answer to "Why is this decision made?" and "Why is this decision

made? (trace)" (translation of Dutch question given bold text). Note: both questions consider the same

decision (a variable), but this variable could be manually adjusted. The first answer shows a textual

description of the rule and conditions that are met, aided by a visualisation which shows the variable

representing the decision (right yellow node), the rule that determined this variable (red) and the derivation

relationship from this rule towards the variable. Besides, it displays the conditional variables (left yellow

nodes) and the conditional relationships from these variables towards the rule (green). The second answer

shows a textual description of the rules and conditions that are met like a trace (the first rule is the one that

is closest to the decision variable. Similar to the first question, this answer is aided with a visualisation that

display the variables, rules and their relationships, traced back towards the input messages (dark grey).
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8 Evaluation of the explanation method

8.1 Evaluation of generated explanations

The proposed explanation method’s effectiveness can be evaluated based on its ability to answer a set of

questions for both target groups.

Regarding the modeller, it was found that the explanation method can answer questions related to

path and assignment checks. However, it cannot perform logical checks to ensure that there are no logical

contradictions or omissions in a rule. Although the explanation method can alert the modeller to potential

contradictions, it cannot compare two conditions, as it lacks the ability to reason independently.

Similarly, for the support staff, the explanation method can answer ’what’ and ’why’ questions. However,

it cannot provide answers to ’what if’ and ’why not’ questions, as this would also require independent reasoning

ability. While the current implementation cannot provide all the required answers, it is possible, with future

research, to expand the system’s capabilities. This would require the explanation method to possess reasoning

capacity or a live integration with the decision system.

8.2 Evaluation of the explanation method

The proposed explanation method involves representing a decision model in a graph database to be able

to both question (query) and visualise it.

This method gives flexibility in the content category: It makes it possible to question both the decision

model and a specific decision (focus), to filter information based on the needs and preferences of the recipients

(level of detail) and extract causal relations between conditions, rules and derivations of these rules (causality).

This also gives flexibility in the communication category: for now, we provided user-system interaction

by giving answers to predefined questions. However, we argue that (by adding another explanatory layer)

the explanation could also be presented as a menu-driven explanation or even natural language dialogue (by

building a question base). Besides, the explanation is now multi-media. However, we argue that this can be

changed to only text if deemed more fitting for a specific recipient.

This also gives flexibility in the adaptation category: We used a static model to adapt to a specific recipient

by considering different target groups. For each target group, we assumed a certain level of knowledge (both

for the domain and reasoning knowledge) and specified a goal. Then, we linked the specified goal to a specific

set of questions that should be answered by the explanation method.
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9 Conclusion and Discussion

9.1 Key findings

The main objective of this research was to develop a human-centred explanation method for rule-based

automated decision-making systems in the legal domain. To achieve this objective, the study was divided into

theoretical and practical research.

In the theoretical research, we explored the concept of explainability in AI and proposed a framework

for developing explanation methods that considered the content, communication, and adaptation categories.

We also delved deeper into research on human-centred explanations, explanation techniques for rule-based

systems, and explanations within the legal domain. This exploration revealed that creating human-centred

explanations in explainable AI is a complex task that requires a highly flexible method that can cater to the

unique needs of each target group, considering both their knowledge and their goals. Based on this exploration,

we proposed a human-centred explanation method of rule-based decision-making systems in the legal domain

which involves method involves representing the elements of a decision model in a graph database, which

allows for flexibility in the content, communication, and adaptation categories.

In the practical research, we implemented the proposed explanation method for a real-world scenario: an

automated decision-making system used by the Dutch Tax and Customs Administration. Our results showed

that the explanation method could answer questions regarding the service checks, path, and assignment checks

but could not provide logical checks that ensure no logical contradictions or omissions in a rule. Additionally,

we found that the explanation method could answer the ’what’ and ’why’ questions for the support staff but

could not answer the ’what if’ and ’why not’ questions.

9.2 Main contributions

The main contribution of this research is the proposed human-centred explanation method for rule-based

automated decision-making systems in the legal domain. This method gives flexibility in the content, com-

munication, and adaptation categories, making it possible to adjust the level of detail and causal relationships

between the different elements of a decision model, provide multi-media explanations, and tailor the explana-

tions to the recipient’s knowledge and goals.

Additionally, this research contributes to the wider discussion on explainability in AI. By identifying the

components of an explanation method and external factors that should be considered when developing it in a

specific context, we provide a framework for other researchers to use when developing their own explanation

methods.

9.3 Future research

From evaluating the decision method, we revealed that future research could explore ways to enable the

explanation method to reason independently or create a live integration with the decision system. In addition

to evaluating the decision method, we could also lay the explanation properties alongside the explanation

method requirements in Table 3 to reveal possible areas of future research. The explanation properties can
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be viewed as a checklist of properties that the explanation method should possess, categorised into Content,

Communication, and Adaptation.

For Content, we have found that the explanation method can explain both the global and local models

of a decision, and we can adjust the level of detail using filtering techniques. We can also use path-finding to

highlight causal relationships between decision elements and reveal decision steps chronologically.

For Communication, we currently provide user-system interaction by answering predefined questions.

However, we suggest that adding another explanatory layer could enable menu-driven or natural language

dialogue-based explanations. The current explanation is multi-media, but we can provide text-only explana-

tions if deemed more fitting for a specific individual.

For Adaptation, we determined the knowledge and goals of recipients based on predefined target groups

using a static model. However, we argue that it is possible to create more dynamic models that can adapt to

someone’s knowledge of the domain, reasoning method, and goals. Using a graph database visualisation tool

like Bloom, we can create different perspectives for each target group, pre-setting visibility, relationships and

their properties, styling, and custom search phrases.

While not implemented, we could integrate Bloom’s visualisation with the textual HTML snippets to

create a custom website or HTML-based tool per target group, assuming a recipient’s goals are based on

which target group they belong to. We can link the specified goal to a set of questions that should be

answered by the explanation method.

Implementing the explanation method for the Dutch Tax and Customs Administration provides a good

starting point for applying the method to other domains. By applying the method to other domains, we can

further explore the flexibility of the method and its ability to cater to the unique needs of different target

groups. Overall, this research contributes to the ongoing conversation around explainability in AI and the

need for human-centred approaches.
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Expanded Figures of Explanation Results
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Figure 17

Part of the model expert explanation and answer to two questions, namely "Is all input used to create the

output?" and "Can all output be created, given the input?" (see Figure 12)
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Figure 18

Part of the model expert explanation and answer to Is each variable used?" (see Figure 13)
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Figure 19

Part of the model expert explanation and answer to "Are all variables assigned?" (see Figure 13)


	Introduction
	Research question and objectives
	Overview of the thesis

	Exploring Explainability
	Terminology - transparency, interpretability and explainability
	Purpose - description and comprehension
	Approaches - explainability and explanation

	A Conceptual Framework for Explanation Methods
	Explanation components - content, communication and adaptation
	Contextual dependencies - human recipient, decision-making system and domain
	Conceptual framework for explanation methods
	Considerations specific for the context of this study

	Theoretical Investigation
	Human-centred explanation
	Human-friendly explanations
	Explanation goodness

	Explanation of rule-based decision-making systems
	Question-driven explanation of decision-making systems
	Explanation of rule-based decision-making systems

	Explanation in the legal service domain
	The need for explainability
	Regulations on explanation
	Structure of legal decisions


	Design of the explanation method
	Requirements of the explanation method
	The proposed explanation method
	Explanation through graph database management systems
	Explanations of the proposed method


	Technical implementation of the explanation method
	Implementing the explanation tool
	Graph database management systems
	Graph database management system Neo4j
	Query language Cypher
	Visualisation tool Neo4j Bloom

	Integrating with the legal decision system
	Technology behind the decision-making system
	Models involved in the decision-making system
	Relation between legal concepts and models
	Relation between legal concepts and models


	Application of the explanation method to a specific case
	Model experts - creation and verification
	Explanation for creation
	Explanation for verification

	Legal support staff - explanation

	Evaluation of the explanation method
	Evaluation of generated explanations
	Evaluation of the explanation method

	Conclusion and Discussion
	Key findings
	Main contributions
	Future research


