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Examining the effect of fluid flow on the stress and strain evolution of Dutch
geothermal reservoirs and the implications for induced seismicity

by Lynn VOGEL

Geothermal energy is expected to produce 23% of the total heat demand in the
Netherlands by 2050. As geothermal energy production is known to induce seis-
micity, risk assessment is crucial for a safe transition to new energy sources. The
exact mechanisms inducing seismicity in geothermal reservoirs are, however, very
complex and poorly understood.

In this thesis, a fully coupled seismo-hydro-mechanical numerical code by Petrini
(2019) is adapted to work for a geothermal setting with a set-up that represents the
Dutch subsurface. The main goal is to investigate whether this code is suited for
studying such a setting and to debug any potential mistakes in the code. Further-
more, the aim is to investigate how stress and strain build-up due to geothermal
energy production in the Dutch subsurface. Lastly, a parameter study is executed
to examine the effect of operational parameters (injection and production rates) and
fault material parameters.

The adapted code successfully triggers multiple (seismic) events, giving insight
into the relationship between fluid flow and solid deformation during multiple phases:
1) inter-seismic, 2) nucleation, 3) propagation, and 4) post-seismic. The seismicity
that was triggered, however, was very mild (ML<2.0), meaning that it would not be
felt at the surface.

While the code is very efficient in examining the short-term effects (i.e. less than
a year) of geothermal energy production, it requires too much computational time
to see what happens if geothermal energy were to be produced long-term (i.e. for
decades of production). Insights are offered into why the computational time is so
long and solutions are offered for future work.
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Chapter 1

Introduction

The Netherlands is due to reduce carbon emissions by 95% by 2050 (with respect to
2015) (Stichting Platform Geothermie (2018)). This goal is only obtainable by relying
heavily on renewable energy sources, such as geothermal energy. In 2015 0.3% of
the total energy and heat consumption in the Netherlands came from geothermal
sources (used mainly for horticultural purposes): this is expected to rise to 5% in
2030 and 23% in 2050 (Stichting Platform Geothermie (2018)). To ensure a successful
and safe energy transition, it is of utmost importance to assess the potential hazards
related to (long-term) geothermal energy production.

A potential and concerning hazard is induced seismic events (i.e. earthquakes
due to human activities). In the Netherlands geothermal energy is mainly produced
with the use of two wells (i.e. a doublet): an injection and a production well. The
injection of fluids (e.g. Li et al. (2019) and Rathnaweera et al. (2020)) into a reservoir
and the depletion of fluids and gasses (e.g. Buijze et al. (2017)) from the subsurface
have both been known to trigger earthquakes. Seismic hazards should therefore be
assessed in great detail, as geothermal systems involve a combination of withdrawal
and injection. However, the driving mechanisms for triggering earthquakes related
to the extraction and injection of fluids are not fully understood.

The potential for felt, induced seismicity (M>2.0) in geothermal systems is exam-
ined in Buijze et al. (2019). Herein is stated that due to reservoir properties (e.g. large
distance to crystalline basement) and operational parameters (e.g. no net volume
change) Dutch geothermal systems targeting the Upper Jurassic and Lower Creta-
ceous sandstones are not likely to induce felt seismicity (Buijze et al. (2019)). There is
more uncertainty surrounding the Slochteren Formation- which is also the targeted
formation for gas depletion in the Groningen gas fields- as an aquifer for geothermal
operations (Buijze et al. (2019)). Gas depletion has led to induced seismicity within
the reservoir and even though the pressure changes involved with geothermal en-
ergy production are smaller than those related to gas extraction, the author suggests
that thermo-elastic stressing may be large (Buijze et al. (2019)). Buijze et al. (2019)
is cautiously optimistic about the future of geothermal energy in the Netherlands.
Suggesting that the risk for felt induced seismicity is low for the main targeted for-
mations while acknowledging that the occurrence of induced seismicity depends on
many factors specific to a certain site and should always be taken into consideration.

It is important to note that the focus of Buijze et al. (2019) lies on the occurrence
of felt seismicity and no attention is paid to the frequency of seismicity. The induced
seismicity in the Groningen gas field was often not larger than M = 2.0. Nevertheless
these earthquakes are considered a great nuisance as they have caused considerable
damage to homes. The possibility of smaller seismic events should therefore not be
neglected in hazard assessments for geothermal operations in the Netherlands.

The relationship between fluid flow and solid deformation has been studied
in previous studies (e.g. Li et al. (2019), Rathnaweera et al. (2020), Yarushina et
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al. (2015) and Petrini et al. (2020)). Petrini et al. (2020) presents a seismo-hydro-
mechanical numerical model of a subduction zone in which fluid flow and solid
deformation are fully coupled based on Biot’s poro-elasticity theory (Biot (1941),
Biot (1955), Biot (1956a), and Biot (1956b)). The modeled results emphasize the cru-
cial role fluid flow can encompass in a subduction zone. The strength of the fault
rock can vary based solely on the coupling between the solid matrix and the fluid it
bears, without incorporating a rate- or rate- and state-dependent friction (e.g. van
Dinther et al. (2013)), resulting in full seismic cycles and the simulation of both reg-
ular earthquakes and slower events (Petrini et al. (2020)). The slip behavior was
found to be controlled by the rock permeability: the highest tested rock permeabil-
ity of (1e-19m2) led to megathrusts, while the lowest tested permeability (3e-20m2)
led to stable aseismic slip (Petrini et al. (2020)).

The current study offers an adaptation of the model presented by Petrini et al.
(2020), further examining the role of solid-fluid coupling, however, now focused
on geothermal energy production in the Netherlands. The main objective of this
study is to assess whether the model is suited for examining a geothermal setting. A
secondary task herein is to debug the code for any mistakes that may exist. A simple
geothermal set-up is used (based on the model used in van Wees et al. (2020)) to
examine the role of solid-fluid coupling on the stress and strain within a typical
Dutch, geothermal reservoir. Finally, a parameter study is conducted, examining
the effects of: injection and extraction pressure rates, fault offset, fault permeability,
fault porosity, and fault strength.

Chapter 2 presents background information on the classification of Dutch, geother-
mal reservoirs, as well as the current understanding of induced seismicity. An expla-
nation of the method introduced in Petrini et al. (2020) is given in chapter 3, includ-
ing adaptations to the code that were required for this study, a description of three
base case model set-ups, and an overview of the parameters that were changed for
the parameter study. The results are presented in chapter 4, which are discussed in
chapter 5 and concluded in chapter 6.
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Chapter 2

Background

2.1 Geothermal systems in the Netherlands

The 2021 annual review of ’natural resources and geothermal energy in the Nether-
lands’ shows that at the time of publication 26 geothermal systems had been in-
stalled in the Netherlands of which 19 were active during 2021 (Ministry of Eco-
nomic Affairs and Climate Policy (MEA) (2022)). The operational systems consist
of geothermal doublets, triplets, and a quartet. These terms refer to the number of
wells used in the geothermal system (i.e. a doublet refers to two wells, a triplet to
three wells, and a quartet to four). This thesis will focus only on doublet systems as
these are the most common in the Netherlands (Ministry of Economic Affairs and
Climate Policy (MEA) (2022)).

2.1.1 Characteristics

Catalogs of geothermal systems have been created to distinguish between different
types of geothermal plays (e.g. Moeck (2014) and Breede et al. (2015)). Mijnlieff
(2020) uses these catalogs to characterize the typical Dutch geothermal play, which
is summarized in this subsection.

As of yet, no reservoir stimulation (e.g. hydraulic fracturing) has been required
to circulate geothermal fluids within the reservoir (i.e. a petrothermal system). The
present systems rely on the natural porosity and permeability present within the
reservoir (i.e. a hydrothermal system). The required permeability can come from
the reservoir matrix, faults, or fractures. All current reservoirs can be described as
permeable and porous sedimentary rocks in which heat is transported by means of
conduction. These types of geothermal reservoirs are referred to as ’Hot Sedimen-
tary Aquifers’ (HSA).

A suitable HSA should meet certain requirements (Breede et al. (2015) and ref-
erences therein): 1) The density of the aquifer cannot be higher than the crystalline
basement and should be around 2400 kgm−3. 2) A seal or cap rock is required as
it acts as a thermal fluid insulator. 3) The permeability of a suitable hydrothermal
system should be at least 10−14m2.

The temperatures related to Dutch geothermal energy production are considered
low. While the geothermal gradient (31 ◦CKm−1) can deviate slightly at certain lo-
cations, there are no hot spots or significant temperature anomalies recorded for the
Dutch subsurface. The depths of the HSAs range from 500 to 3000 m, classifying
these systems as ’deep geothermal’ (between 400 and 4000 m) (figure 2.1). This re-
sults in production temperatures up to 100 ◦C.

An ultra deep geothermal target that exists is the Dinantian Limestone. How-
ever, there is insufficient knowledge on the permeability, and the temperature- and
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stress-gradients which makes this target a high risk (Boxem et al. (2016)). This thesis
therefore only focuses on deep geothermal systems.

Strata that meet the requirements described above and could therefore poten-
tially provide a suitable reservoir are: the Tertiary, the Chalk, Jurassic/Chalk, Trias-
sic, the Rotliegend, and Upper Carboniferous plays (Stichting Platform Geothermie
(2018)).

2.1.2 Geothermal energy production

A doublet comprises a production and an injection well (figure 2.1). At the surface
these wells are linked to one another, forming a closed system for brine circulation.
At subsurface levels, the ends of the wells are located in a single porous reservoir
containing brine and have a suitable horizontal distance (1-2 km) between them to
ensure that cool water is not pumped back up during the economic life time of a
doublet (Stichting Platform Geothermie (2018)). The production well pumps up the
reservoir water to the surface. Via a heat exchanger, the heat is transferred to a
surface grid system, which transports the heat to consumers. The cooled, salt water
is injected back into the reservoir. The injected water is then heated by the reservoir
temperatures.

FIGURE 2.1: Schematic illustration of a doublet system.
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2.2 Theory of induced seismicity

Induced seismicity is a term coined for any type of rock failure that is triggered by
stress changes caused by human activities, such as: gas production, water or CO2 in-
jection, and geothermal operations. It is commonly thought that a pre-existing fault
is required to induce seismicity and that stress changes due to these human activities
re-activate these faults when the accumulated stresses surpass a failure criterion (e.g.
Buijze et al. (2019) and Rathnaweera et al. (2020)). In this section, different factors
will be introduced that have been considered to play a part in inducing seismicity.

2.2.1 Pore-fluid pressure changes

Increases and decreases in the pore-fluid pressure can affect the stress in a geother-
mal system directly as well as indirectly (e.g. Buijze et al. (2019)). When fluids are
injected into a reservoir the pore-fluid pressure increases, this leads to a decrease
in the effective pressure (Pe = Pt − P f ), meaning the rock matrix becomes weaker
and closer to failure. As time progresses, the injected fluid percolates away from the
well, raising fluid pressures farther away from the well and decreasing the effective
pressure and strength farther away from the well. The ease with which the injected
fluid can flow is determined by the matrix and fracture permeability.

Pore-fluid pressure changes can also affect the total stress through changes in
volumetric strain, i.e. poro-elastic stressing (Biot (1941), Biot (1955), Biot (1956a),
and Biot (1956b)). A rock volume expands as a result of the injected fluid, which
builds up elastic strain and results in increased stress. The rock volume decreases at
the production well, as fluid is being extracted here. The greatest volume increase
is within the injection well, therefore the largest poro-elastic stresses are found here.
Furthermore, the accumulated stresses can result in the (plastic) collapse of the pore
space (Yarushina et al. (2015)).

2.2.2 Temperature changes

The method in this thesis ignores the effects of temperature, nevertheless, it is im-
portant to understand how temperature affects the stress in geothermal systems. As
fluid is injected the temperature around the well drops, which leads to thermal con-
traction which decreases the stress (Buijze et al. (2019)). This results in increased
stresses in the rock masses adjacent to the well.

The effect of the temperature is not yet investigated as this thesis is focused on
the coupling between solid deformation and fluid flow. Incorporating the temper-
ature effect will complicate the results as it will be more difficult to discern what is
influencing the stress more: fluid pressure or fluid temperature.

2.2.3 Chemical changes

Chemical alterations can occur within a reservoir when fluid is injected. These alter-
ations can result in a decrease in the cohesion and friction coefficient of rocks (Rath-
naweera et al. (2020)). This reduces the strength of the rock, bringing it closer to
failure. The effect of chemical changes is not examined in this thesis. As mentioned
above, the focus lies on the solid-fluid coupling.
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Chapter 3

Methods

The code used for this thesis was first introduced in Petrini (2019) and Petrini et
al. (2020). It is a 2D, finite difference, seismo-hydro-mechanical numerical code, in
which fluid flow is coupled to solid deformation. This is based on Biot’s poro-elastic
theory, which couples solid and fluid deformation with linear and reversible elastic
relations (Biot (1941), Biot (1955), Biot (1956a), and Biot (1956b)). This theory was
expanded by Yarushina et al. (2015), in which conservation equations are introduced
that take irreversible responses, such as pore collapse, into consideration. The code
was first used to investigate the effect of solid-fluid coupling in a subduction zone
and later adapted to investigate a simple setting in which fluid injection is simulated
(figure 3.1), henceforth referred to as ’the Petrini code’ (Petrini (2019)).

Preliminary tests are used to debug the Petrini code, after which three base case
models are set up in this thesis: 1) a model with a single injection well, 2) a model
with a doublet, and 3) a model with a doublet with a fault. The third base case is used
as a reference model for a small parameter study in which the effects of production
parameters and fault material properties are examined.

Sections 3.1 to 3.5 summarize the method introduced in Petrini (2019) after which
the adaptations that were made to the Petrini code are described.

FIGURE 3.1: The Petrini code set-up, including a single layer reservoir
with an injection well at the center of the model. The model depth
starts below the upper boundary of the model, while the ’true’ depth
would start below the sticky air layer, which is used to simulate the
free surface. The model used a resolution of 10 m in both the x and y

direction.
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3.1 Governing Equations

The code solves for the conservation of total momentum (i.e. solid matrix + fluid,
equation 3.1), solid mass (equation 3.2, fluid momentum (equation 3.3), fluid mass
(equation 3.4), with variable porosity based on equation 3.5 (Petrini (2019),Yarushina
et al. (2015), and Gerya (2019)). The definitions of the symbols in these equations can
be found in the ’List of Symbols’.

∂σ′t
ij

∂xj
− ∂Pt

∂xj
+ ρtgi = (1 − φ)ρs Dsνs

i
Dt

+ φρ f D f ν
f
i

Dt
(3.1)

∇ · νs = − 1
Kd

(
DsPt

Dt
− α

D f P f

Dt

)
− Pt − P f

ηφ(1 − φ)
(3.2)

νD
i = − kφ

η f

(
∇P f − ρ f gi + ρ f D f ν

f
i

Dt

)
(3.3)

∇ · νD =
α

Kd

(
DsPt

Dt
− 1

β

D f P f

Dt

)
+

Pt − P f

ηφ(1 − φ)
(3.4)

Dsln (1−φ)
φ

Dt
=

1
Kφ(1 − φ)φ

(
DsPt

Dt
− D f P f

Dt

)
+

Pt − P f

ηφ(1 − φ)φ
(3.5)

The difference in solid and fluid acceleration is assumed to be negligible (i.e D f v f
i

Dt ≈
Dsvs

i
Dt ), the difference was proven to be very small in numerical experiments (Petrini

(2019)). Applying this assumption to equation 3.1, yields:

∂σ′
ij

∂xj
− ∂Pt

∂xj
+ ρtgi = ρt Dsvs

i
Dt

(3.6)

The connected porosity (φ, isolated pores are considered to be part of the solid
matrix as they have no influence on fluid flow) influences the conservation equa-
tions directly. However, many of the material properties in these equations are also
dependent on the porosity, either linearly or non-linearly.

Darcy’s velocity (νD), or Darcy flux, describes the flux of a volume of fluid relative
to the moving solid phase (Gerya (2019)), and can also be expressed as:

νD
i = φ(ν

f
i − νs

i ) (3.7)

The subscript i implies the i-th component of the velocity vectors and the super-
scripts f and s stand for fluid and solid respectively. The total pressure (Pt), total
density (ρt), and total deviatoric stress (σ′t

ij ) can be expressed as the sum of the fluid
and solid properties multiplied with their fraction of the total material:

Pt = P f φ + Ps(1 − φ) (3.8)

ρt = ρ f φ + ρs(1 − φ) (3.9)

σ′t
ij = σ

′ f
ij ε + σ′s

ij (1 − φ) (3.10)
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kφ is the permeability, which has a non-linear relationship with the porosity:

kφ = kφ
r

(
φ

φr

)m ( 1 − φ

1 − φr

)n

(3.11)

kφ
r is the permeability at a reference porosity (φr), the exponents m and n take the

value of 3 and 0 (respectively), eliminating the second term.
The effective viscosity (ηφ) depends on the effective shear viscosity of the solid

matrix (ηs), the pore geometry, and the porosity:

ηφ =
2m

(m + 1)
η

φ
(3.12)

here, m is a geometrical factor that can be either 1 or 2 for cylindrical and spherical
pores, respectively (Yarushina et al. (2015)). In this research, m takes the value of 1,
reducing equation 3.12 to:

ηφ =
η

φ
(3.13)

Furthermore, the effective shear viscosity (η) is exponentially dependent on the
porosity:

η = ηse−αv φ (3.14)

where ηs is the shear viscosity of solid grains and αv is an experimentally derived
porosity weakening factor, which is 29 in this study (Petrini (2019) and Petrini et al.
(2020))

The Biot-Willis coefficient (α) is defined as follows (Yarushina et al. (2015)):

α = 1 − Kd

Ks (3.15)

The equations for the drained and effective bulk moduli are calculated respectively:

Kd = (1 − φ)

(
1

Kφ
+

1
Ks

)−1

(3.16)

Kφ =
2m

(m + 1)
µ

φ
=

µ

φ
as m = 1 (3.17)

The shear modulus (µ) is, furthermore, dependent on the porosity, according to:

µ = µ0 (1 − φ) (3.18)

µ0 is the shear modulus of the solid rock grains.
The Skempton’s coefficient (β) is defined as:

β =
1

Kd − 1
Ks

1
Kd − 1

Ks + φ
(

1
K f − 1

Ks

) (3.19)

The porosity is updated after every time step, based on equation 3.5:

∆φ =
Dsln

(
1−φ

φ

)
Dt

(3.20)
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with the subscript m referring to a single marker. The new porosity can then be
computed:

φnew =
φ(1 − φ)

e(∆φdt) + φ
(3.21)

An updated porosity will affect all material parameters that are influenced by the
porosity, mentioned above.

The importance of the porosity and permeability was highlighted in Petrini et al.
(2020), as well as the preliminary tests (appendix A).

3.2 Rheological Model

A visco-elasto-plastic Maxwell rheology is used for the solid matrix (Gerya (2019),
Petrini (2019), and Petrini et al. (2020)). The deviatoric strain rate is defined as the
strain rate tensor (equation 3.22) minus the sum of the diagonal (ε̇kk), which is the
rate of volume change (equation 3.23).

ε̇ ij =
1
2

(
∂νs

i
∂xj

+
∂νs

j

∂xj

)
(3.22)

ε̇′ij = ε̇ ij − ε̇kk =
1
2

(
∂νs

i
∂xj

+
∂νs

j

∂xj

)
− 1

3
δij∇ · νs (3.23)

The bulk deviatoric strain rate (equation 3.23) is further defined as the sum of the
three respective components :

ε̇′ij = ε̇′ij(viscous) + ε̇′ij(elastic) + ε̇′ij(plastic) (3.24)

where
ε̇
′

ij(viscous) =
1

2η
σ

′
ij (3.25)

ε̇
′

ij(elastic) =
1

2µ

D
⌢

σ
′
ij

Dt
(3.26)

ε̇
′

ij(plastic) = 0 for σI I < σyield

= χ
δGplastic

δσ
′
ij

= χ
σ

′
ij

2σ
′
I I

for σI I = σyield

(3.27)

The definitions of the symbols used in these equations can be found in the List of
Symbols.

The plastic flow potential (Gplastic), which describes the amount of mechanical
energy per unit volume that supports plastic deformation, can be defined as:

Gplastic = σI I (3.28)

σI I =

√
1
2

σ′
ij

2 (3.29)

where σI I is the second invariant of the stress tensor, which is limited by the yield-
ing stress (σyield), according to the Drucker-Prager yielding condition (Drucker and
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Prager (1952), Gerya (2019), Petrini (2019), and Petrini et al. (2020)):

σI I,max = σyield (3.30)

σyield = σc + γint(Pt − P f ) when Pt − P f >
σc − σt

1 − γint

= σt + (Pt − P f ) when Pt − P f <
σc − σt

1 − γint

(3.31)

γint is the internal friction coefficient, which is equal to sin(ϕ) (ϕ is the angle of
internal friction), σc is the compressive strength and σt is the tensile strength (Gerya
(2019)). The first condition in equation 3.31 is the yielding of confined (compressive)
fractures, while the second condition describes the yielding of tensile fractures. The
compressive and tensile strength are related to the porosity:

σc = σc,0 (1 − φ) (3.32)

σt = σt,0 (1 − φ) (3.33)

The plastic multiplier is a coefficient that is obtained locally at each time step by
solving equations 3.24-3.30. Petrini (2019) derives that the plastic multiplier is equal
to:

χ = 2ε̇
′

I I(plastic) (3.34)

where ε̇
′

I I(plastic) is the second invariant of the deviatoric strain rate tensor:

ε̇
′

I I(plastic) =

√
1
2

ε̇
′
ij(plastic) (3.35)

A reformulation of equation 3.24 is beneficial for easy implementation into the
code:

ε̇
′
ij = ε̇

′

ij(viscous) + ε̇
′

ij(elastic) + ε̇
′

ij(plastic) =
1

2ηvp
σ

′
ij + ε̇

′

ij(elastic) (3.36)

Where the visco-plastic viscosity (ηvp) combines plastic and viscous deformation:

ηvp =

η for σ
′
I I < σyield

η
σ
′
I I

σ
′
I I+χη

= η
σ
′
I I

σ
′
I I+2ε̇ I I(plastic)η

for σ
′
I I = σyield

(3.37)

A visco-elasto-plastic stress relation is derived from equation 3.36 (Petrini (2019)):

σ′
ij = 2ηvp ε̇′ijZ + σ′

ij
0(1 − Z) (3.38)

where σ0
ij is the deviatoric stress of the previous time step (corrected for advection

and rotation), ∆t is the computational time step, and Z is the visco-elasticity factor:

Z =
µ∆t

µ∆t + ηvp
(3.39)
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FIGURE 3.2: 2D staggered grid, with the different types of nodes, in-
dexed with i in the y-direction and j in the x-direction. All nodes have
a spacing of 10 m (∆x and ∆y). Ghost nodes (faded) are set to zero and
are not used in any numerical solutions, they offer uniformity in the
numbering (Gerya (2019)). ’Free slip’ boundary conditions are set on
all the boundaries: the velocity component that is perpendicular to
the boundary is zero and the other component does not change along

the boundary.

3.3 Model structure

The code uses a 2D fully staggered Eulerian grid for the discretization of the con-
servation equations (figure 3.2). Figure 3.2 conveys the different nodes on which
the different variables are stored: basic nodes (black), pressure nodes (purple), x-
velocity nodes (green), and y-velocity nodes (red). This allows for an optimal and
accurate discretization of the 2D momentum and mass conservation equations. Fur-
thermore, the code makes use of randomly distributed Lagrangian markers for the
transportation of material properties (figure 3.3). The initial conditions are stored
on the markers, after which the information they carry is interpolated to the nodes,
based on the weighted average:

B(i,j) =
∑
m

Bmwm
(i,j)

∑
m

wm
(i,j)

(3.40)
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FIGURE 3.3: The stencil that is used to interpolate properties from
marker Bm to node Bij, which is located at a distance of ∆xm and ∆ym

in the x- and y-directions respectively.

the weighted average (wm) is dependent on the distance between the marker and
node:

wm
(i,j) =

(
1 − ∆xm

∆x

)(
1 − ∆ym

∆y

)
(3.41)

here B(i,j) and Bm respectively represent the nodal and marker values of a random
parameter B and ∆xm and ∆ym are the distance from marker to node in the x- and y-
direction respectively (figure 3.3).

After each time step, updated information is passed back from the nodes to the
markers:

Bm = wm
(i,j)B(i,j) + wm

(i−1,j)B(i−1,j) + wm
(i,j−1)B(i,j−1) + wm

(i−1,j−1)B(i−1,j−1) (3.42)

Subsequently, each marker is transported to a new position according to the ve-
locity field that was computed within the time step. Now, a new quantity (Ba) is
re-interpolated from the markers to the nodes. ∆B is calculated:

∆B = Ba − Bn (3.43)

where Bn is the nodal quantity before the markers moved. Finally, the nodal quantity
B is updated:

B = B + ∆B (3.44)

3.4 Injection

Fluid injection is only imposed on a pressure node at the center of the injection well
(figure 3.1), implemented into equation 3.4 (Petrini (2019)):

∇ · νD +∇ · νinject =
α

Kd

(
Ds pt

Dt
− 1

β

D f p f

Dt

)
+

pt − p f

ηφ(1 − φ)
(3.45)



Chapter 3. Methods 13

where ∇ · νinject is an initial value of the divergence of the injection fluid that is
adapted based on the following set of equations (figure 3.5):

Preq
well = Pinitial

well + Ṗinjection ∗ tsum (3.46)

∆Pwell =
Preq

well − Pcur
well

Ṗinjection ∗ tsum
(3.47)

∇ · ν
inject
new = ∇ · ν

inject
old ∗ (1 + ∆Pwell) (3.48)

Preq
well is the expected well pressure based on a defined pressure injection rate

(Ṗinjection) and the total amount of time that injection has been imposed (tsum). The
divergence of the injection fluid velocity is updated based on the deviation (∆Pwell)
between the expected well pressure and the actual well pressure (Pcur

well). For the
production well a negative initial ∇ · νinjection is chosen and as well as a negative
pressure rate.

3.5 Adaptive time-stepping and global Picard iterations

In order to solve the nonlinear equations accurately, adaptive time-stepping and
global Picard iterations are introduced. After each time step the displacement, ve-
locity, and porosity changes are evaluated. If these values are above a predefined
cutoff value and/or the yielding condition is met (equations 3.30), iterations will
commence with increasingly smaller time step sizes until all conditions are stable.
The code will then continue as normal with the smaller time step size.

a)

b)

FIGURE 3.4: The calculation of the second invariant of the deviatoric
stress tensor (SII), the second invariant of the deviatoric strain rate
(EII), and the second invariant of the deviatoric visco-plastic strain

rate (EIIVP) in the a) original code and b) the adapted code.
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3.6 Adaptations to the Petrini code

Some changes are imposed on the Petrini code. One change that has been made
to the Petrini code has to do with the way average values are calculated in order
to derive a value from one type of node to another (e.g. from the basic nodes to
the pressure nodes). An example of this is shown in figure 3.4.a, the Petrini code
uses a root mean square calculation to find average values from the surrounding
basic nodes to interpolate them to the pressure node. The arithmetic mean is a more
logical option to calculate the average values, therefore this has been changed in the
code that has been used for this thesis (figure 3.4.b).

Another change is implemented in the adaptation of the ∇ · νinjection (figure 3.5).
In the original code, the initial well pressure was incorrectly defined, as the node
indices (i and j) are only specified for the condition that the time-sum is larger than
the injection start time. The indices that were used originally took the value of the
last values for i and j which were the indices of the node at the right bottom of
the model. This resulted in instabilities in the velocities in preliminary tests (figure
3.6.a), which led to instabilities in other parameters, such as the strain rate. The
adaptation (figure 3.5.b) ensures that the initial well pressure is defined correctly.
Once implemented, the instabilities that arose in the preliminary tests were resolved
(figure 3.6.b).

One goal of this thesis is to identify and resolve mistakes or inefficiencies in the
code. Mistakes that have not been removed before running the base case models
and the parameter study will therefore be reported and discussed in chapters 4 and
5 respectively.

a)

b)

FIGURE 3.5: The adaptation on the ∇ · νinject (divinject) based on the
difference between the required (prequired) and the current (pcur-

rent) well pressure in the a) original code and b) the adapted code.
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a)

b)

FIGURE 3.6: a) an instability in the velocity caused by an improper
definition of the initial well pressure, b) the instability is resolved

once the initial well pressure is defined correctly.

3.7 Model Set-up

Three base cases are examined: 1) a model with a single injection well, 2) a model
with an injection and extraction well (doublet system), and 3) a model with an in-
jection and extraction well with a fault crossing all layers in between. The material
parameters used in the base cases are listed in table 3.1. Note that the parameters
in table 3.1 are the initial values for these parameters before the porosity influences
(e.g. equation 3.32) have been implemented. A similar set-up with similar material
parameters was used as in van Wees et al. (2020) (figures 3.7 and 3.8). This set-up
leads to an initial total pressure gradient of 0.022 MPa/m (2.2 Bar/10m) and a fluid
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FIGURE 3.7: Base case 1: a model with only an injection well, the set-
up is based on the model used in van Wees et al. (2020).

pressure gradient of 0.01 MPa/m (1 Bar/10m). These gradients are common for the
south of the Netherlands (e.g. Van Wees et al. (2014)).

All models are 3490 m wide (xsize) and have a maximum depth of 2990 m (ysize),
with a resolution of 10x10 m. The injection well is always located at 1000 m from the
left boundary and the production well is located at 1500 m horizontal distance from
the injection well. The reservoir starts at 2400 m and has a thickness of 100 m. Both
wells are placed at an equal distance to the boundary, for the reference models both
wells are located at 2450 m below the upper boundary.

Base case 1 uses a pressure rate of +1 Pa/s and an initial divergence of injection
velocity or 1e-10 s−1. The same initial divergence is used in all models, as this value
is corrected within the code, based on the pressure rate (equations 3.46 - 3.48). The
pressure rate is an estimation based on a typical injection and production rate of 300
m3/h (≈ 0.08m3/s) (van Wees et al. (2020)). The injection well has a radius of 20m,
if the well were 3D the area that would be influenced by injection would be:

Awell = πR2 = π202 ≈ 1300m2 (3.49)
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FIGURE 3.8: Base case 2 (left): a model with an injection and a pro-
duction well. Base case 3 (right): a model with an injection and a
production well with a fault (red), with a dip (θ) of 70 ◦. The set-up is

based on the model used in van Wees et al. (2020).

The mass that’s injected per second is:

minject = ρ f ∗ Vinject = 1000 · 0.08 = 80kg (3.50)

The estimated pressure that is injected per second, follows:

Pinject =
minjectg

Awell
≈ 1Pa (3.51)

Base cases 2 and 3 use a pressure rate of +1 Pa/s at the injection well and -1 Pa/s
at the production well. The initial divergence of injection velocity at the production
well is -1e-10 1/s.

3.7.1 Boundary Conditions

All scenarios implement a ’free slip’ condition on all boundaries (figure 3.2) and
make use of the "sticky air" approach. This approach is used to simulate the free
surface by using a low viscosity (1 · 10−3 [Pa·s]) and low rock density (1000 [ Kg

m3 ]),
and the thickness is equal to 10% of the size of the y-domain, which is 299 m for
all models (figure 3.7). The sticky air will always behave purely viscously due to
the very low viscosity of this layer, which will ensure that no elastic stresses will
build at the surface. All other sticky air material parameters can be found in table
3.1. Note that because of this sticky air layer there is a distinction between ’model
depth’ and ’true depth’, with ’model depth’ referring to the depth below the upper
boundary, where as ’true depth’ refers to the depth below the free surface (figure
3.1), henceforth all references to depth will use the ’model depth’ frame of reference.

3.7.2 Defining the fault

Base case 3 is the reference model for the parameter study. The fault in this model is
defined as a zone with half the compressive and tensile strength of the surrounding
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TABLE 3.1: Material parameters for all models, based on the parame-
ters used in van Wees et al. (2020)

Parameters Sticky
Air

Over-
/under-
burden

Reservoir Units

Solid density (ρs) 1000 2450 2450 kg
m3

Shear viscosity of solid rock grains (η0) 1e-3 1e21 1e21 Pa · s
Porosity (φ) 5 5 15 %
Reference Porosity (φr) 1 1 1 %
Reference Permeability (kφ

r ) 3e-16 1e-16 3e-13 m2

Shear modulus of the solid rock grains
(µ0)

7.6e9 7.6e9 7.6e9 Pa

Compressive strength (σc,0) 7e6 7e6 7e6 Pa
Tensile strength (σt,0) 4.2e6 4.2e6 4.2e6 Pa
Internal friction coefficient (γint) 0.5 0.5 0.5 -
Fluid density (ρ f ) 1000 1000 1000 kg

m3

Fluid bulk modulus 2.5e9 2.5e9 2.5e9 Pa
Fluid viscosity 2e-4 2e-4 2e-4 Pa · s

rocks. This is imposed on markers that exist within the imposed fault-zone. This is
done, rather than considering the fault as a homogeneous material. The fault starts
at 50 m beneath the boundary with the air, has a dip (θ) of 70◦, a width of 1 m, and
crosses all layers. The throw (vertical fault displacement) in base case 3 is 0 m (figure
3.8).

When the fault markers are interpolated to the nodes according to equations 3.40
and 3.41 the nodes that make up the fault will include both the weaker and origi-
nal compressive and tensile strengths, as the width of the fault is smaller than the
resolution. The compressive strength is not 0 for this base case, considering that
most faults in the Netherlands have been inactive for a considerable amount of time
and healing may have occurred (Buijze et al. (2017)). However, this is a parameter
that will be examined in more detail in this study. The resulting strengths are rather
variable along the fault due to this definition of the fault (3.9).

FIGURE 3.9: Cohesive strength of the surrounding rock (straight line)
and cohesive strength on the fault markers (note that the cohesive
strength that is plotted here already has been corrected for porosity

according to equation 3.32).
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All other material parameters for the fault markers in base case 3 are the same as
the surrounding rocks, as is listed in table 3.1.

3.8 Parameter Study

Base case 3 was used as a reference model for the parameter study. All changes in
parameters are therefore changes with respect to this base case. The parameters that
are studied are: pressure rate (table 3.2), fault throw (table 3.3), fault permeability
(table 3.4), fault porosity (table 3.5), and fault strength (table 3.6). The set-up for
most of these models looks like figure 3.8, however, the set-up for the fault throw
tests can be found in figure 3.10.

TABLE 3.2: Tested pressure rates

model pressure rate
reference ±1Pa/s

1 ±0.01Pa/s
2 ±0.1Pa/s
3 ±10Pa/s
4 ±100Pa/s

TABLE 3.3: Tested fault throws

model fault throw
reference 0m

1 25m
2 50m
3 90m
4 110m

FIGURE 3.10: Model set-ups with varying throws, the numbers cor-
respond to the model numbers in table 3.3
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TABLE 3.4: Tested fault permeabilities

model fault marker permeability
reference equal to surrounding rock

1 10 x smaller than surrounding rock
2 5 x smaller than surrounding rock
3 5 x larger than surrounding rock
4 10 x larger than surrounding rock

TABLE 3.5: Tested fault porosities

model fault marker porosity
reference equal to surrounding rock

1 10% smaller than surrounding rock
2 5% smaller than surrounding rock
3 5% larger than surrounding rock
4 10% larger than surrounding rock

TABLE 3.6: Tested fault strengths

model fault marker compressive/tensile strength
reference 0.5 x surrounding rock

1 0 x surrounding rock
2 0.20 x surrounding rock
3 0.60 x surrounding rock
4 0.90 x surrounding rock
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Chapter 4

Results

4.1 Base case 1: single well model

4.1.1 Fluid velocity field

Fluid injection results in an asymmetric, divergent velocity field: with fluid flowing
more rapidly to the right of the well (figure 4.1). Some extra experiments were run
to discover the cause of this asymmetry.

A divergent velocity field, that is symmetric for both the y and x components,
was found for a model that had the injection well in the center of the reservoir (figure
4.1). Furthermore, symmetry for the x-components was found for models that did
not have an overburden or under-burden (figure 4.1), although a stronger upward
flow is found for these models. This is further discussed in chapter 5.

FIGURE 4.1: a) Base case 1 set-up, leading to an asymmetrical di-
vergent fluid velocity field around the injection well, with a stronger
rightward motion (d). b) An alternative model set-up with an injec-
tion well is placed at the center of the reservoir, leading to a symmet-
rical divergent Darcy velocity field (e). c) An alternative model set-up
without an over- or under-burden, yielding a divergent Darcy veloc-
ity field with a stronger upward motion: f. The background in d,e,
and f is the magnitude of the Darcy velocity vectors (black arrows).
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4.1.2 Velocity acceleration events

Two peaks in the solid velocity can be distinguished in figure 4.2. The first event
occurs after 283 days of injection and lasts roughly an hour (figure 4.3). Increased
velocities and stress are recorded as the strain accumulates (figure 4.3). The total
pressure drops simultaneously to this, while there is no disturbance in the fluid pres-
sure, meaning the drop in total pressure is entirely due to a drop in solid pressure.
As the accumulated strain is released the velocity decreases and the total pressure
slowly increases, but no drop is found in the stress. The plastic-yielding conditions
are not met during this event and there is no clear source for the event. Rather, an
instantaneous increase in the second invariant of the strain rate is found throughout
the entire model.

FIGURE 4.2: Two peaks are found in the magnitude of the solid ve-
locity field at the location of the injection well.

FIGURE 4.3: Zoom-in of parameter changes during the first velocity
acceleration event. From top to bottom: the solid velocity magnitude,
the second invariant of the strain rate, the second invariant of the
stress tensor, the fluid pressure, and the total pressure during the first

velocity acceleration event.
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FIGURE 4.4: Zoom-in of parameter changes during the second veloc-
ity acceleration event. From top to bottom: the solid velocity magni-
tude, the second invariant of the strain rate, a 0.2 MPa drop in the
second invariant of the stress tensor, the fluid pressure, and a 0.2
MPa drop in the total pressure during the second velocity accelera-

tion event.

The second event, which is made up out or a cluster of events, occurs after 332
days (figure 4.4). The highest velocity is in the order of magnitude of cm/s, which
is typical for dynamic rupture propagation (e.g. Gerya (2019)). The seismic moment
that is generated is 2e11 Nm, which translates to a local magnitude (ML) of 1.5. The
event comes to rest after 1s, which allows for the identification and investigation
of different stages of the seismic cycle: 1) inter-seismic (figure 4.5), 2) nucleation
(co-seismic) (figure 4.6), 3) propagation (co-seismic) (figure 4.7), and 4) post-seismic
(figure 4.8).

Resolving the yielding conditions requires a lot of iterations, which slowed down
the model substantially: 31 days of computation were required to bring the rupture
to arrest ( 1s of model time), as opposed to the 25 days that were required to model
everything up to the moment of rupture (332 days in model time).

Inter-seismic period

Uniform strain rates ( 10−8s−1) and velocities ( 10−5m/s) are found in and around
the reservoir during this period (figure 4.5). A peak in the elastic decompaction
rates ( 10−8s−1) is found at the upper boundary of the reservoir, this means the fluid
pressure is increasing more rapidly at this location than the total pressure (figure
4.5). At this same location, the yielding stress and second invariant of the stress
tensor are virtually equal to one another (figure 4.5).

Nucleation

The plastic yielding conditions are met for tensile fractures (equation 3.31) at the top
boundary of the reservoir at the moment of nucleation, resulting in an instantaneous
stress drop (figure 4.6). A drop of 0.2 MPa is found in the second invariant of the
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FIGURE 4.5: The inter-seismic period of the second velocity accel-
eration event in and around the reservoir (red lines) and injection
well (white dots). The axes of maximum compressive stress (red) and
maximum tensile stress (black) are horizontal and vertical through-
out the model. a) the total strain rate, b) the x component of the solid
velocity, c) the y component of the solid velocity, d) the second in-
variant of the stress tensor (black) and the yielding stress (red) along
the line x=xinjectionwell , d) the elastic (blue) and viscoplastic (magenta)

(de)compaction rates along the line x=xinjectionwell .

FIGURE 4.6: The nucleation of the second velocity acceleration event
in and around the reservoir (red lines) and injection well (white dots).
The axes of maximum compressive stress (red) and maximum tensile
stress (black) are horizontal and vertical throughout the model. a) the
total strain rate, b) the x component of the solid velocity, c) the y com-
ponent of the solid velocity, d) the second invariant of the stress ten-
sor (black) and the yielding stress (red) along the line x=xinjectionwell ,
d) the elastic (blue) and viscoplastic (magenta) (de)compaction rates

along the line x=xinjectionwell .

stress tensor, as well as the total pressure (figure 4.4), while the fluid pressure keeps
rising, leading to very high elastic decompaction rates ( 102s−1) between the well
and the upper reservoir boundary (figure 4.6). This area is furthermore met with
slightly elevated strain rates ( 10−6s−1) and velocities (figure 4.6).
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FIGURE 4.7: The propagation of the second velocity acceleration
event in and around the reservoir (red lines) and injection well (white
dots). The axes of maximum compressive stress (red) and maxi-
mum tensile stress (black) are horizontal and vertical throughout the
model. a) the total strain rate, b) the x component of the solid ve-
locity, c) the y component of the solid velocity, d) the second invari-
ant of the stress tensor (black) and the yielding stress (red) along
the line x=xinjectionwell , d) the elastic (blue) and viscoplastic (magenta)

(de)compaction rates along the line x=xinjectionwell .

FIGURE 4.8: The post-seismic period of the second velocity accelera-
tion event in and around the reservoir (red lines) and injection well
(white dots). The axes of maximum compressive stress (red) and
maximum tensile stress (black) are horizontal and vertical through-
out the model. a) the total strain rate, b) the x component of the solid
velocity, c) the y component of the solid velocity, d) the second in-
variant of the stress tensor (black) and the yielding stress (red) along
the line x=xinjectionwell , d) the elastic (blue) and viscoplastic (magenta)

(de)compaction rates along the line x=xinjectionwell .

Propagation

The propagating waves reach the order of magnitude of cm/s, with strong compres-
sive x-components (figures 4.4 and 4.7). Compressive y-components are found on
the outside of the nucleus, with tensile motions towards the center. The maximum
compressive stress axis remains horizontal (figure 4.7).

The area of increased strain is propagating radially and elevated strains are now
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also found in the over- and under-burden (figures 4.7). The rate of elastic decom-
paction has decreased ( 10−3s−1) at the top boundary of the reservoir (figure 4.7).
Elastic compaction is now found in the overburden at the boundary with the reser-
voir as well as within the reservoir at the lower boundary, implying that fluid is
being released from the pores in these areas (figure 4.7).

Post-seismic period

The accumulated strain has been released at this moment and the yielding condi-
tions are no longer being met (figure 4.8). The x-components of the velocity field,
which have decreased to ±10−7 m/s, are still oriented in a compressive motion,
while the y-components now fully have a compressive orientation, with a stronger
downward motion (figure 4.8). Finally, elastic compaction is found throughout the
depicted area, suggesting that fluid is being released from the pores (figure 4.8). No
difference was recorded between the porosity before and after the event.

FIGURE 4.9: The magnitude of the velocity vectors (black arrows)
around the injection well (top left), the production well (top right),

and throughout the entire model domain (bottom).
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4.2 Base case 2: doublet model

Higher fluid velocities are found in the reservoir due to the addition of the pro-
duction well, in comparison to base case one (figure 4.1). On a large scale, the
fluid-velocity field that has been created due to injection and production is sym-
metrical, with the highest velocities restricted to the reservoir and three points of
slowed fluid flow found at: the bottom right corner, the bottom left corner, and at
the center of the model below the sticky-air (figure 4.9). A divergent velocity field
is still found around the injection well, although the x-component to the right has
become stronger (with respect to base case 1) due to the presence of the production
well, which has created a convergent velocity field. The highest velocities are found
between the wells (figure 4.9).

Starting at 115 days an instability is found in the x- and y-components of the
solid velocity (figure 4.10). This same instability is found in the second invariant of
the strain rate (figure 4.10). However, it is not found in the second invariant of the
stress tensor, nor is it found in the fluid pressure or the total pressure. The instability
is found in all other models with a doublet system (base case 3 and all the models for
the parameter study), therefore only the first 100 days of the results will be presented
in this thesis.

In 100 days less fluid pressure has accumulated around the injection well than for
base case 1- although the difference is minimal- while there is virtually no difference
in the total pressure (figure 4.11). Therefore, the yielding stress is slightly larger, as
the effective pressure is larger. Less stress has built up around the injection well,
with respect to base case 1. Minimal differences are found between the strain rates
found in base cases 1 and 2.

100 days of fluid extraction from the production has resulted in a substantiallt
less high fluid pressures along the line x = xinjectionwell (compared to base case 1)
with the lowest pressures found at the top of the reservoir (figure 4.12). A higher
yielding stress is found at the production well than at the injection well, due to the
fact that the effective pressure is higher. The second invariant of the stress tensor is
substantially smaller than in base case 1 but equal to the stress found in the injection
well, meaning that the stress build-up is less localized (with respect to base case
1) due to the production well. Furthermore, the strain rates that are found at the
production well are similar to those found at the injection well.

A less uniform stress field is found around the injection well (figure 4.13), with
respect to base case 1 (e.g. figure 4.5.a). In base case 1 the axis of maximum com-
pression was horizontal throughout the entire model domain. In this model the axis
of maximum compression varies, within the reservoir it is almost horizontal (with
a slight anti-clockwise rotation) (figure 4.13). Furthermore, the axis of maximum
compression is almost vertical in the under-burden. This is mirrored at the pro-
duction well: vertical maximum compressive stress in the reservoir and horizontal
maximum compressive stress in the under-burden (figure 4.13).
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FIGURE 4.10: From top to bottom: 1) an instability is found in the ve-
locity (log-scale) after 115.5 days,2) which affects the second invari-
ant of the strain rate (log-scale), 3) the second invariant of the stress

tensor, 4) fluid pressure, and 5) total pressure seem unaffected.

FIGURE 4.11: A comparison of the base cases along the line x =
xinjectionwell after 100 days. From top to bottom: 1) less stress has ac-
cumulated in the reservoir for base cases 2 and 3, 2) slightly higher
yielding stress is found along this line for base cases 2 and 3, 3) lower
fluid pressures are found along the line for base cases 2 and 3, 4)
no difference in the total pressure is found along the line, 5) higher
strain rates are found in the sticky air and just below the sticky air for
base cases 2 and 3, 6) higher visco-plastic strain rates are found in the

sticky air and just below the sticky air for base cases 2 and 3.
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FIGURE 4.12: A comparison of the base cases along the line x =
xproductionwell after 100 days. From top to bottom: 1) less stress has
accumulated in the reservoir as well as in the under-burden, for base
cases 2 and 3, 2) substantially higher yielding stress is found along
this line for base cases 2 and 3, 3) lower fluid pressures are found
along the line for base cases 2 and 3, 4) no difference in the total pres-
sure is found along the line, 5) no difference is found in the strain
rate along this line, 6) a lower visco-plastic strain rate is found in the

reservoir for base cases 2 and 3.

4.3 Base case 3: doublet model with fault

On a large scale, the results for base case 3 are identical to those in base case 2: the
fault does not have an influence on the fluid velocity field (figure 4.14), the same
instability is found in the velocity (figure 4.15), no difference is found in the strain
rates, the stress field (figure 4.13), and pressures around the injection (figure 4.11)
and production well (figure 4.12). Furthermore, when the fault is studied in more
detail after 100 days, no difference can be noticed between the faulted (base case
3) and the un-faulted situation (base case 2), not even in the yielding stress (figure
4.16).

4.4 Parameter study

4.4.1 Pressure rates

Smaller time steps were required for rates larger than ±1 Pa/s. The models that used
these rates, therefore, were not able to run long enough to reach 100 days. Solving
the equations takes increasingly more time for higher rates: 65 days were required
to model 3.8 days for the model that used ±100 Pa/s of fluid injection as opposed to
11 days that were required to model 100 days for base case 3.

2 days of injecting and extracting fluids has not yet influenced the total or fluid
pressure (and thus also not the yielding stress) within the fault (figure B.1). Yet the
stress that has accumulated on the fault is 0.5 MPa larger for the model that used
a rate of ±100 Pa/s than the other models, with the highest stresses found within
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FIGURE 4.13: The magnitude of the second invariant of the strain rate
(log-scale) with the orientation of the stress axes: red for compression
and black for extension. The white dots are the injection (left) and

extraction (right) points.

the over-burden (figure B.1). Furthermore, higher strain rates are found for higher
pressure rates and lower strain rates for lower pressure rates, throughout the entire
model (figure B.1).

4.4.2 Fault parameters

The studied properties (second invariant of the stress tensor, yielding stress, total
pressure, fluid pressure, or the strain rates) are influenced less harshly during the
fault parameter studies (figures B.2-B.5). Increasing the fault throw results in higher
stresses at the depth of the reservoir, with slightly lower yielding stress at the same
depth (figure B.2). However, the other properties seem not to be influenced. No
noticeable differences are found in the studied properties along the fault after 100
days during the permeability, porosity, and strength tests (figures B.3-B.5).

The velocity instability that was found for base cases 2 and 3 also arises in all
models for the parameter study (although the start time varies), with the exception
of the models with different pressure rates. No variation is found in the solid ve-
locity for models with a lower pressure rate (i.e. 0.01 and 0.1 Pa/s), the velocities
are also lower for these models (with respect to base case 3). The variations in the
velocities for the models with higher pressure rates also include instabilities but in-
clude larger variations that seem to be related to clusters of events: the velocities
are higher (figures 4.17 and 4.18), a nucleus is present, it corresponds with a stress
drop(figures 4.17 and 4.18), and the plastic yielding conditions are met.
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FIGURE 4.14: The magnitude of the velocity vectors (black arrows)
around the injection well (top left), the production well (top right),
and throughout the entire model domain (bottom), these results are

identical to those from base case 2 (figure 4.9).

FIGURE 4.15: From top to bottom: 1) an instability is found in the ve-
locity (log-scale) after 115.5 days,2) which affects the second invari-
ant of the strain rate (log-scale), 3) the second invariant of the stress
tensor, 4) fluid pressure, and 5) total pressure seem unaffected. These

results are identical to those from base case 2 (figure 4.10).
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FIGURE 4.16: Comparison between base case 2 and 3 along the fault
location after 100 days. No difference is found between the two base
cases, from top to bottom: 1) the second invariant of the stress tensor,
2) the yielding stress, 3) the fluid pressure, 4) the total pressure, 5) the
second invariant of the strain rate tensor, 6) the second invariant of

the visco-plastic strain rate tensor.

4.4.3 Velocity acceleration events

The events that occur due to the higher injection and production rates nucleate
within the over-burden at the lower boundary with the reservoir, where the yield-
ing stress is the lowest (figures C.1 and C.4). The plastic-yielding conditions are met
during the nucleation phase above the upper reservoir boundary (figures C.2 and
C.5). Slightly elevated strain rates and velocities are found within the same area.
The elevated strain propagates radially for the model with pressure rates of ±100
Pa/s(figure C.6, while for the model with pressure rates of ±10 Pa/s it propagates
laterally along the boundary with the reservoir (figure C.3). These same radial and
lateral patterns can be found in the velocity fields: the event that was triggered by
±100 Pa/s results in velocity waves propagating away from the source (figure C.6),
while the event that was caused due to ±10 Pa/s shows an area of increased velocity
migrating to the left (figure C.3).

Before the rupture, the elastic decompaction rates peak slightly above the upper
boundary and slightly below the lower boundary of the reservoir for both mod-
els (figures C.1 and C.4). During the nucleation the reversible visco-plastic decom-
paction rates increase for the model with pressure rates of ±10 Pa/s, suggesting that
P f > Pt (equation 3.5, figures C.2). As the rupture progresses, elastic compaction is
now occurring at the location of the rupture (figure C.3 and C.6).

The ±100 Pa/s event generates a seismic moment of 2.2E4 Nm, while no seismic
moment is recorded for the ±10 Pa/s event. No noteworthy changes in porosity
were recorded.
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FIGURE 4.17: From top to bottom: 1) the solid velocity, 2) the second
invariant of the strain rate tensor, 3) the second invariant of the stress
tensor, 4) the fluid pressure, and 5) the total pressure. During the

events induced by ±10 Pa/s pressure rates

FIGURE 4.18: From top to bottom: 1) the solid velocity, 2) the second
invariant of the strain rate tensor, 3) the second invariant of the stress
tensor, 4) the fluid pressure, and 5) the total pressure. During the

events induced by ±100 Pa/s pressure rates

4.5 Errors found in the Petrini code

4.5.1 (De)compaction

While plotting the (de)compaction results a mistake was found in the coding of the
porosity evolution (equation 3.5) and in the way the effective viscosity is coded
(equation 3.13). The value that is stored as the effective viscosity (ηφ) is the shear
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FIGURE 4.19: ETAB0SUM is the sum of the ηφ stored on mark-
ers surrounding pressure node (i,j). The marker property that is
being summed in ETAB0SUM is etasmm0 (η0), which is 10−3 for
the sticky air and 1021 for the rest of the model. This should be
etamm0/porm(m), with etamm0 being the effective shear viscosity
(η) on the marker and porm(m) the porosity (φ) on the same marker.

a)

b)

FIGURE 4.20: ETAP is the effective shear viscosity (η) on the pressure

nodes, which is incorrectly being used to calculate divm (
Ds ln( 1−φ

φ )

Dt in
a. b) is the suggested correction.
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viscosity of solid rock grains (η0), meaning that the effective viscosity that is used in
the reservoir is 2 orders of magnitude too large (figure 4.19). This affects the visco-
plastic compaction part ( Pt−P f

ηφ(1−φ)
) of the mass conservation equations (equations 3.2

and 3.4): a too large value for the effective viscosity yields a smaller visco-plastic
addition to these equations.

Furthermore, the porosity evolution is incorrectly calculated (figure 4.20.a). The
effective shear viscosity and the shear modulus are used instead of the effective
viscosity and the effective bulk modulus (respectively). The term φ(1 − φ) is also
missing from the equation. This mistake was found to have a minimal effect on the
(de)compaction of the pores.

4.5.2 Velocity instability

The velocity instability that first showed up in base cases 2 and 3 corresponds with
instabilities found in the variable time step size (dt): a drop in dt overlaps with
a drop in the maximum x-component, while a peak in the dt is found when the
maximum x-component peaks (figure 4.21). The maximum x-component is used in
one of the conditions to update the step size. If this condition is met and the step
size is altered, extra iterations are executed, which have the purpose of lowering the
velocities so that the condition is no longer met. Seismic events are resolved in this
way. The largest x-component of the velocity, however, is found in the sticky air. The
extra iterations result in lowered x-components throughout the rest of the model.
Excluding the velocities in the sticky air (figure 4.22.a) results in stable velocities
and strain rates (figure 4.22.b).

FIGURE 4.21: Visualisation of the relationship between the time step
size (top) and the velocity (bottom).
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a)

b)

FIGURE 4.22: a) a suggested solution to solving the velocity instabil-
ity, resulting in b) stable velocities
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Chapter 5

Discussion

5.1 Velocity acceleration events

Multiple events have been modelled in an injection setting as well as a geothermal
doublet setting. Despite the presence of the fault in the doublet settings, the events
did not nucleate on the fault, suggesting that the presence of the fault is not required
to trigger seismicity. This is in contrast with the general assumption that pre-existing
(critically stressed) faults are necessary for inducing seismicity (e.g. Buijze et al.
(2019) and Van Wees et al. (2014)). It could, however, be argued that the events
that were triggered in the doublet setting are not actually seismic, considering the
fact that the maximum recorded velocities are in the order of magnitude of 10−8 −
10−6 m/s (figures C.3 and C.6) and seismic propagation velocities are in the order of
magnitude of 0.01 − 100 m/s (Gerya (2019)).

It is important to note that the deformation events that occurred in the doublet
setting, only occurred for models with higher injection and extraction pressure rates,
which are rates that are not expected to be used in real life. For the rates that corre-
spond better with real world injection and production rates, no seismicity was found
in a doublet setting. It is possible that if these models had run for decades (model
time), rather than a third of a year (model time), seismicity would have been trig-
gered on the fault. Nevertheless, comparing base case 2 and 3 shows that imposing
a weakness in the solid matrix has little effect on the yielding stress or the second
invariant of the stress tensor, suggesting that with the current model parameters it
is not more likely for deformation to occur on the fault.

This could be due to the way the fault was modelled. The imposed weakness
was only prescribed on markers that occurred within the fault zone, which is thinner
(1 m) than the model resolution (10x10 m). This method is effective in reflecting the
heterogeneity of fault zones that can be found in nature, as the fault is not treated as a
separate entity from the rest of the model. However, because the fault zone thickness
is thinner than the resolution, the strength that is stored on the nodes and used in the
rest of the calculations is much higher than the imposed, weakened strength. The
effect of the fault zone thickness was not studied in this thesis, but it is advised to
look into this in future work or to use a finer resolution around the fault.

The events that were generated by the ±10 Pa/s and ±100 Pa/s models were
very similar to one another, but dissimilar from the event generated in base case
1. Firstly, the ±10 Pa/s and ±100 Pa/s events nucleate within the over-burden at
the boundary with the reservoir, while the base case 1 event nucleates within the
reservoir at the boundary with the over-burden. Secondly, while all events were
generated due to the tensile plastic yielding conditions being met, the velocity field
for base case 1 did not display tensile faulting, while the ±10 Pa/s and ±100 Pa/s
models did. The deformation is in accordance with the orientation of the maximum
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compressive and tensile stress axes: for base case 1 the axis of maximum compres-
sion is horizontal, while for the other two cases the axis of maximum compression
is more vertical. These orientations are to be expected around the injection well: the
pressurized well results in horizontal compression within the reservoir and vertical
compression above and below (Buijze et al. (2019)). Lastly, irreversible visco-plastic
(pore) decompaction does not occur during the base case 1 event but does for the
±10 Pa/s and ±100 Pa/s event.

The location of the nucleus always corresponded with the location where the
fluid pressure was most rapidly increasing (with respect to the total pressure in-
crease), resulting in peak elastic decompaction. This was always near the boundary
between the over-burden and the reservoir (in the reservoir for the injection setting
and in the over-burden for the geothermal models). A reason for this could be that
the permeability and porosity are both lower within the over-burden, which leads
to slower percolation of fluid, meaning the fluid pressure will increase more rapidly.
The preliminary experiments (Appendix A) showed that this leads to a more local-
ized increase in the strain rate.

Notably, there was no visible variation in the porosity during these events. Even
when the total pressure dropped during the base case 1 event or when the fluid pres-
sure started decreasing, the porosity within the reservoir remained unchanged. This
can be attributed to the fact that the irreversible visco-plastic porosity compaction
was always negligible in comparison to the reversible (de)compaction. This could,
furthermore, be due to the fact that the solid and fluid mass conservation equations
(equations 3.2 and 3.4) were incorrectly coded. However, the porosity evolution is
calculated after the conservation equations are solved, so the pore (de)compaction
is calculated based on the total and fluid pressure changes of the code and therefore
can be trusted in reflecting the porosity evolution of the models (despite the error
that was also found in this calculation, which is expected to have minimal conse-
quences). The porosity variations may be simply too small to image.

5.2 Parameter study

Based on the results presented in the previous chapter, operational parameters (in-
jection/production rates) have the greatest effect on the stress build-up around the
well, on a short time scale (i.e. less than a year of production). This is due to the fact
that the direct pressure effect (reducing the effective pressure by increasing the fluid
pressure) is larger for larger injection rates.

The fault material parameters did not play an important role in the numerical
experiments. This is in contrast with the finding that faults play a crucial part in
inducing seismicity in real-life cases of induced seismicity due to geothermal op-
erations (Buijze et al. (2019)). The fault parameters could potentially play a more
important role on a longer timescale. Longer timescales (i.e. decades of production)
allow for injected fluid to percolate throughout the model, resulting in drops in the
effective pressure and poro-elastic stresses farther away from the well. The thermal
stressing response was, furthermore, found to have a larger effect on the stress evo-
lution of a fault by Buijze et al. (2019) and van Wees et al. (2020). More research
into long-term geothermal operations and the effect of thermal stressing is advised
to investigate this. To study the long-term effects of geothermal energy production,
however, the model should be adapted to decrease the computational time.



Chapter 5. Discussion 39

5.3 Model time

All results shown in this thesis were produced by running the models for 1 to 2
months in real-time. The results with a doublet set-up (base cases 2 and 3, and the
parameter study) were restricted to the first 100 (modeled) days of production, as a
velocity instability was triggered, affecting parameters such as the strain rate. While
the progression of the model in the presented modeled time offers great insights into
how reservoirs evolve due to injection and extraction of fluids it can be considered
too intricate (and therefore too slow) to view long-term effects. Considering the
fact that induced seismicity in the Netherlands only started after decades of gas
exploitation, it is also important to study the long-term effects of geothermal energy
production.

Due to the increased complexity that plastic yielding adds to the code, the seis-
micity that was induced in the geothermal settings was not able to come to an arrest.
A way to minimize the computational time during seismic events could be to as-
sume solid and fluid incompressibility (Petrini et al. (2020)). This was proven to
minimally affect the seismic behavior in a subduction zone setting, while decreas-
ing the number of time steps required to resolve the co-seismic phase (Petrini et al.
(2020)). Future work is advised to investigate if the incompressibility assumption
affects the seismic behavior or the porosity evolution in a fluid injection/extraction
setting and to see if this indeed results in a faster resolution of the co-seismic phase.

Another feature that slowed the model down was the velocity instability that
was caused by the sticky air. More iterations are required than necessary to resolve
an increase in the velocity that takes place in the boundary condition and therefore is
not of interest. Neglecting the sticky air in the conditions for adapting the time step
proves effective in solving this instability (figure 4.22), which decreases the compu-
tational time needed.

5.4 Effect of the boundary conditions

The free slip boundary conditions on all the boundaries (figure 3.2) are most likely
responsible for the asymmetric fluid velocity field (figure 4.1). Due to these bound-
ary conditions, fluid flows more freely from the injector into the direction that is
farther away from the boundary. This is why a symmetric divergent pattern was
found when the injection well was placed at the center of the reservoir (figure 4.1.e)
and a stronger upward motion was recorded when the well was placed closer to the
lower boundary (figure 4.1.f).

This could also be the reason why the fluid pressure increase is greater towards
the upper reservoir boundary, while the permeability of the over- and under-burden
is identical. The over-burden is larger and therefore offers more space between the
reservoir and the upper boundary, allowing fluid to flow more freely towards the
surface. However, this could also be due to the fact that due to the initial fluid
pressure gradient, the fluid pressure is higher in the under-burden: fluid will flow
with more ease to where the pressure is lowest.

Perhaps this has affected the location of the seismic nuclei. The three seismic
events that were triggered all had a nucleus to the left and upward from the well,
possibly this is due to the fact that fluid pressures are rising here, but due to the
boundary conditions the fluid cannot flow away as fast as it should. More research
is required to test this hypothesis: examining a model with an equally thick over-
and under-burden with an injection well at the center of the reservoir could be used
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to examine if a seismic event is triggered at the same location, relative to the injection
well.

5.5 Implications for the Netherlands

On a short time scale, low injection and production rates are not sufficient in induc-
ing seismicity in a geothermal reservoir that is based on the Dutch subsurface. The
event that was triggered by injecting fluid at an estimated pressure rate based on the
production rates used in the Netherlands (1.0 Pa/s), was of such a low magnitude
(ML = 1.5) that it would not classify as ’felt seismicity’ (>2.0, Buijze et al. (2019)).
Due to the presence of a production well the net pressure changes in the reservoir
are smaller, leading to less stress being built up.

More research is advised to investigate the long-term effects of geothermal op-
erations in the Dutch subsurface. Furthermore, it is recommended to incorporate
temperature into the code in order to closely examine the effect of thermal stressing
in the reservoir and in the fault, as this is expected to have a significant influence
(Buijze et al. (2019) and van Wees et al. (2020)). Testing the stress evolution after pro-
duction has ended is also important to consider as fluid percolation will continue
and could therefore result in significant stress changes.
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Chapter 6

Conclusion

The seismo-hydro-mechanical numerical model that was used in this thesis offers
valuable insight into the stress and strain evolution of geothermal reservoirs due to
fluid flow. It is successful in inducing localized events and bringing them to arrest,
offering a greater understanding into how these events nucleate and propagate.

The injection and extraction rates play an important role in short-term stress ef-
fects. The two highest tested rates resulted in the only events triggered in a doublet
system. These events were so small that they cannot be expected to be felt at the
earth’s surface.

The predefined fault did not play any role in inducing seismicity in the numerical
experiments despite the fact that in real-life cases of induced seismicity, the presence
of a fault is considered of great importance. This can be attributed to three potential
reasons: 1) a longer run-time is required to investigate the effect of the fault, 2) the
model resolution was ineffective to model the fault accurately, and 3) thermo-elastic
stresses affect the fault more strongly. More research is required to investigate the
effect of long-term geothermal operations on the stress evolution of faults.

While some errors were successfully corrected before the experiments that were
presented in this thesis, the results showed that more improvements can be made to
the code: 1) correctly defining the effective viscosity (ηϕ) 2) correctly calculating the
porosity evolution, and 3) neglecting the sticky air for any conditions for adapting
the time step size. Furthermore, if this code is used for future work it is recom-
mended to either adapt the velocity boundary conditions or to enlarge the model
domain so that these conditions no longer have an effect on the velocity fields. Fi-
nally, in order to reduce the computational time in future work it is advised to as-
sume solid and fluid incompressibility.
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Appendix A

Preliminary tests

Preliminary tests were executed using the set up of the Petrini code (figure 3.1). The
purpose of these experiments was to debug the code and to understand the influ-
ence of basic reservoir parameters: permeability and porosity. The material param-
eters that were used in the permeability experiments are listed in table A.1 and the
material parameters used in the porosity experiments in table A.2 and the injection
pressure rate used in both experiments was +100 Pa/s. Note that because these ex-
periments were mainly used to debug the code, the corrections that are mentioned
in section 3.6 are not yet implemented.

Figure A.1 shows that a higher reservoir permeability and a high reservoir poros-
ity both result in less strain being accumulated within the well (figure A.1). This is
because higher permeabilities and porosities allow the fluid to permeate from the
well faster. This means that the fluid pressure is more evenly distributed through-
out the well, resulting in less localized high strain rates (figure A.1).

TABLE A.1: Petrini code material parameters: permeability experi-
ment

Parameters Sticky
Air

Reservoir Units

Solid density (ρs) 1000 3000 kg
m3

Shear viscosity of solid rock grains (η0) 1e-3 1e21 Pa · s
Porosity (φ) 1 1 %
Reference Porosity (φr) 1 1 %
Reference Permeability (kφ

r ) 3e-16 1e-14
and
1e-18

m2

Shear modulus of the solid rock grains
(µ0)

1e11 1e11 Pa

Compressive strength (σc,0) 3.0e6 3.0e6 Pa
Tensile strength (σt,0) 3.0e6 3.0e6 Pa
Internal friction coefficient (γint) 0.3 0.3 -
Fluid density (ρ f ) 1000 1000 kg

m3

Fluid bulk modulus 2.5e9 2.5e9 Pa
Fluid viscosity 1e-3 1e-3 Pa · s
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TABLE A.2: Petrini code material parameters: porosity experiment

Parameters Sticky
Air

Reservoir Units

Solid density (ρs) 1000 3000 kg
m3

Shear viscosity of solid rock grains (η0) 1e-3 1e21 Pa · s
Porosity (φ) 1 1 and 10 %
Reference Porosity (φr) 1 1 %
Reference Permeability (kφ

r ) 3e-16 3e-17 m2

Shear modulus of the solid rock grains
(µ0)

1e11 1e11 Pa

Compressive strength (σc,0) 3.0e6 3.0e6 Pa
Tensile strength (σt,0) 3.0e6 3.0e6 Pa
Internal friction coefficient (γint) 0.3 0.3 -
Fluid density (ρ f ) 1000 1000 kg

m3

Fluid bulk modulus 2.5e9 2.5e9 Pa
Fluid viscosity 1e-3 1e-3 Pa · s

FIGURE A.1: Spatiotemporal evolution of the total strain rate dur-
ing preliminary tests on the effect of the reservoir permeability and

porosity. The well is located at the center of the x size, at 1000 m.
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Appendix B

Parameter study results

FIGURE B.1: Comparison between the pressure rate tests along the
fault after 2 days of production. From top to bottom: 1) the second
invariant of the stress tensor, 2) the yielding stress, 3) the fluid pres-
sure, 4) the total pressure, 5) the second invariant of the strain rate
tensor, 6) the second invariant of the visco-plastic strain rate tensor.
Note that this comparison is made after 2 days of production, instead
of 100 days for the other parameter studies. This is due to the fact that

more time steps are necessary for the higher pressure rates.
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FIGURE B.2: Comparison between the fault throw tests along the fault
after 100 days of production. From top to bottom: 1) the second in-
variant of the stress tensor, 2) the yielding stress, 3) the fluid pressure,
4) the total pressure, 5) the second invariant of the strain rate tensor,

6) the second invariant of the visco-plastic strain rate tensor.

FIGURE B.3: Comparison between the fault permeability tests along
the fault after 100 days of production. From top to bottom: 1) the
second invariant of the stress tensor, 2) the yielding stress, 3) the fluid
pressure, 4) the total pressure, 5) the second invariant of the strain rate
tensor, 6) the second invariant of the visco-plastic strain rate tensor.
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FIGURE B.4: Comparison between the fault porosity tests along the
fault after 100 days of production. From top to bottom: 1) the second
invariant of the stress tensor, 2) the yielding stress, 3) the fluid pres-
sure, 4) the total pressure, 5) the second invariant of the strain rate
tensor, 6) the second invariant of the visco-plastic strain rate tensor.

FIGURE B.5: Comparison between the fault strength tests along the
fault after 100 days of production. From top to bottom: 1) the second
invariant of the stress tensor, 2) the yielding stress, 3) the fluid pres-
sure, 4) the total pressure, 5) the second invariant of the strain rate
tensor, 6) the second invariant of the visco-plastic strain rate tensor.
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Appendix C

Pressure rate test: deformation
events

FIGURE C.1: The inter-seismic period of the event triggered by inject-
ing fluid with a pressure rate of ±10 Pa/s in and around the reservoir
(top and bottom of reservoir are marked with red lines), the white
dots signify the location of the injection well. The axes of maximum
compressive stress (red) and maximum tensile stress (black) are hor-
izontal and vertical respectively throughout the entire model. a) the
total strain rate, b) the x component of the solid velocity, c) the y com-
ponent of the solid velocity, d) the second invariant of the stress ten-
sor (black) and the yielding stress (red) along the line x=xinjectionwell ,
d) the elastic (blue) and viscoplastic (magenta) (de)compaction rates

along the line x=xinjectionwell .
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FIGURE C.2: The nucleation of the event triggered by injecting fluid
with a pressure rate of ±10 Pa/sin and around the reservoir (top and
bottom of reservoir are marked with red lines), the white dots signify
the location of the injection well. The axes of maximum compressive
stress (red) and maximum tensile stress (black) are horizontal and
vertical respectively throughout the entire model. a) the total strain
rate, b) the x component of the solid velocity, c) the y component of
the solid velocity, d) the second invariant of the stress tensor (black)
and the yielding stress (red) along the line x=xinjectionwell , d) the elas-
tic (blue) and viscoplastic (magenta) (de)compaction rates along the

line x=xinjectionwell .

FIGURE C.3: The propagation of the event triggered by injecting fluid
with a pressure rate of ±10 Pa/sin and around the reservoir (top and
bottom of reservoir are marked with red lines), the white dots signify
the location of the injection well. The axes of maximum compressive
stress (red) and maximum tensile stress (black) are horizontal and
vertical respectively throughout the entire model. a) the total strain
rate, b) the x component of the solid velocity, c) the y component of
the solid velocity, d) the second invariant of the stress tensor (black)
and the yielding stress (red) along the line x=xinjectionwell , d) the elas-
tic (blue) and viscoplastic (magenta) (de)compaction rates along the

line x=xinjectionwell .
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FIGURE C.4: The inter-seismic period of the event triggered by inject-
ing fluid with a pressure rate of ±100 Pa/sin and around the reservoir
(top and bottom of reservoir are marked with red lines), the white
dots signify the location of the injection well. The axes of maximum
compressive stress (red) and maximum tensile stress (black) are hor-
izontal and vertical respectively throughout the entire model. a) the
total strain rate, b) the x component of the solid velocity, c) the y com-
ponent of the solid velocity, d) the second invariant of the stress ten-
sor (black) and the yielding stress (red) along the line x=xinjectionwell ,
d) the elastic (blue) and viscoplastic (magenta) (de)compaction rates

along the line x=xinjectionwell .

FIGURE C.5: The nucleation of the event triggered by injecting fluid
with a pressure rate of ±100 Pa/sin and around the reservoir (top and
bottom of reservoir are marked with red lines), the white dots signify
the location of the injection well. The axes of maximum compressive
stress (red) and maximum tensile stress (black) are horizontal and
vertical respectively throughout the entire model. a) the total strain
rate, b) the x component of the solid velocity, c) the y component of
the solid velocity, d) the second invariant of the stress tensor (black)
and the yielding stress (red) along the line x=xinjectionwell , d) the elas-
tic (blue) and viscoplastic (magenta) (de)compaction rates along the

line x=xinjectionwell .
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FIGURE C.6: The propagation of the event triggered by injecting fluid
with a pressure rate of ±100 Pa/sin and around the reservoir (top and
bottom of reservoir are marked with red lines), the white dots signify
the location of the injection well. The axes of maximum compressive
stress (red) and maximum tensile stress (black) are horizontal and
vertical respectively throughout the entire model. a) the total strain
rate, b) the x component of the solid velocity, c) the y component of
the solid velocity, d) the second invariant of the stress tensor (black)
and the yielding stress (red) along the line x=xinjectionwell , d) the elas-
tic (blue) and viscoplastic (magenta) (de)compaction rates along the

line x=xinjectionwell .
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