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Abstract

This thesis explores the complex interplay between artificial intelligence (AI) models and their usage of copyrighted materials from the perspective of the legal and economic implications that originate from this practice. The normative focus is on ensuring that the copyright holders are protected, while balancing their rights with those of the AI developers who generate such models. This thesis begins by explaining the legal and economic rationale for copyright protection, and the economic value from both copyrighted materials as well as AI-generated ones. The impact of using copyrighted material in AI models on the rights and interests of creators, users, and owners is then critically examined, unveiling a myriad of ambiguities and uncertainties.

This thesis then delves into the worldwide, EU, and Member State level copyright legislation, noting that there is a need for more specific regulation on all levels. The three-step test of copyrightability unraveled through the legal analysis is deemed to be too vague for legal use, whereas the highly codified copyright exceptions previously known in the EU do not provide necessary guidance either. Given this context, the EU legal framework is analyzed and compared against the more flexible US framework, which is based on fair use principles. The thesis proceeds to argue that although a US-inspired framework would require grave changes to the EU legal system, it may benefit all stakeholders involved by providing a clearer, and quicker system to work with.

In chapter five, in light of the conclusions of Chapter 4, recommendations are made to combat the challenges discussed throughout this thesis. They are ranked on their ability to be successfully implemented, as well as their enforceability from an EU perspective.

The assessment was conducted within the context of a regulatory flexibility framework, as it was observed that this approach would offer the optimal means of determining efficacy through the implementation of a regulatory sandbox. Well-scoring recommendations here relate to the opt-out provision, new licensing schemes, and worldwide regulations. Whereas DRM (digital rights management), and the fair use principles were more difficult to square with the said perspective. Finally, chapter six concludes by drawing the threads together of all points discussed in this thesis.
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Chapter 1 – Introduction

Artificial Intelligence (AI) solutions have experienced a significant surge in popularity over the past few years, with their adoption doubling in the last five years. More recently, there has also been a significant rise in the deployment of such AI tools in consumer-oriented products. These AI models, particularly generative deep learning models, have demonstrated a remarkable ability to perform various tasks, ranging from writing human-like texts (e.g. ChatGPT) to producing high-quality imagery and other forms of media (e.g. Dall-E 2 or Midjourney). These advancements have all been made in recent years, most notably with ChatGPT and Midjourney launching in 2022 to wide acclaim.

1.1 Introducing Generative AI Models

One of the most prominent AI models to date has been OpenAI’s ChatGPT. Now ranging from different models, namely: ChatGPT 3.5 and the premium ChatGPT 4. These models (whose workings are explained later in the chapter) have the ability to generate human-like written text in not just a variety of languages, but also on nearly every topic imaginable. These models are versatile, capable of tasks that span from writing books to generating computer code based on a given input. Such an input is often referred to as a ‘prompt’.

Similarly, there are AI models, which are able to generate photos such as Midjourney and Stable Diffusion that generate high-quality visual content, with there now even being AI models which are able to generate full videos based on a prompt, or are able to clone someone’s voice. A more recent development, as of April 2023, is the emergence of ‘AutoGPT’ models. These are models that can take a single prompt, and reiterate on this prompt until it has effectively completed what is asked for.
without the need for any human input. These models possess the ability to not only comprehend a prompt but to also continue to iterate and refine it as well as to guide other AI models until they have completed the task given. Sometimes these models may even go as far as hiring platform workers to perform tasks, which they are unable to do as an AI, and where they need human help to get something done. An example of this would be an AutoGPT model, which told a gig worker that it was vision-impaired whereas it in reality needed to bypass captchas (an antibot mechanism on websites) that it could not pass itself.

All of these developments laid out above have led to a surge in AI-generated content, including literature, music, and other types of content. These developments however also blurred the lines between human and machine-generated content, raising critical questions regarding the legal and economic implications of such AI-generated content – something that will be investigated in-depth in this thesis.

1.2 Research Problem and Context

As explained above, the primary research problem discussed in this thesis pertains to the increasing prevalence of AI-generated works in society, and how this may affect copyright law and the rights of copyright owners. As an AI model utilizes copyrighted materials to generate its models (training data to train those models to be specific) it may generate content which in turn may potentially infringe on existing copyrights, as well as the models being based on copyrighted material in the first place.

As an example, AI-generated content has already been able to win photography awards based upon non-existent images. In some cases, AI-generated works may even closely resemble copyrighted materials. Yet, considerable legal uncertainties remain regarding whether or not the content generated with AI models, or the copyrighted materials used to train such models, constitutes a
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8 Fezari, Mohamed, and Ahmed Al-Dahoud Ali-Al-Dahoud. "From GPT to AutoGPT: a Brief Attention in NLP Processing using DL."
breach of copyright. And if so, how the copyright owners could be best protected against such practices.

Hence, several economic and legal concerns arise because of this practice, especially regarding ownership and authorship issues, infringement of copyright holders’ rights, and other legal/economic rights and incentives, which may be infringed upon. This research will mainly focus on the EU side of the intersection between AI and copyright. A sub-chapter will be spent looking at developments in the United States as well, with the intention to use the US model as a benchmark. Given that most of the AI models currently making headlines (Midjourney, ChatGPT) as well as most AI research originate from the US (& China), such an exercise seems fruitful.

Hence the research question of this thesis is as follows:

“What are the legal and economic implications of using copyrighted material in AI models, and how should this practice affect the ownership and protection of the resulting work?”

To answer the research question laid out above, this thesis will rely on the following sub-questions, with a particular focus on the European Union:

- What are AI models?
- What are the legal and economic rationales for copyright protection and what are the relevant EU legal rules in that respect?
- How does the use of copyrighted material in AI models impact the scope of copyright protection and how does it affect the rights and interests of creators, users, and owners of such material?
- How do copyright laws apply to the ownership and protection of the work used and generated by AI models?
- What are the legal and economic implications of using copyrighted material in AI models, and how should copyright laws apply to the use of the resulting material?

To illustrate the importance of the above topic: Just a few years ago such a discussion would not have been much of an issue, given that AI-generated works were easily distinguished from human works. However, this has changed drastically in the past few years. To illustrate, the children’s book ‘Alice and Sparkle’ was created at the end of 2022 using ChatGPT and Midjourney technologies within 48

---

hours.\textsuperscript{15} The book sold approximately 900 copies in its first month on Amazon before it was removed,\textsuperscript{16} leading to both concerns about the validity and legality of such AI-generated content as well as leading to an influx of newly AI-generated book(lets) on the Amazon platform.\textsuperscript{17}

These developments, among others, have significantly increased the urgency to understand the legal and economic implications of such AI-generated works, as well as to create a framework, which is both able to accommodate the rights of copyright holders while ensuring that AI technological developments may continue.

1.3 Academic and Practical Relevance of the Research

The proposed research, as previously explained, is of academic relevance as it tackles the swiftly evolving area of AI and copyright law. Although this has been the subject of discussion and research for quite some time now, the pace of the development in AI models necessitates an up-to-date examination of both the legal and economic consequences of such generated content with respect to EU copyright law, especially as it now has become not just legally, but economically relevant as well.

Investigating the legal and economic implications of AI-generated works, this research aims to contribute to the ongoing societal discourse about the usage of copyrighted materials to create AI models, as well as the copyrightability of the AI-generated content. Furthermore, this research is not just relevant for legal and/or economic scholars, but also for creators of AI models, their users and the owners of the copyrighted material who all may be directly affected by the outcome of this research. Hence, all of these topics will be discussed, together with how a legal framework would be best suited to accommodate the abovementioned issues. For instance, users of an image generation AI model such as OpenAI’s Dall-E may face potential legal liability if the generated work is found to be infringing on existing copyrights. Hence, as AI-generated works become increasingly prevalent in today’s society, understanding the legal and economic implications of both the models and their created works becomes increasingly essential for all stakeholders involved in the generation and usage of said models, as well as to ensure a proper level of compensation for the copyright owners.

\textsuperscript{16} Ibid
1.4 Research Methods and Approach

The research proposed in this thesis will be primarily conducted using library-based methods. This approach includes a literature review of academic and legal literature on the topic of AI (models) and copyright. Incorporating previously written journals, relevant case law, and legislation. The literature review will be conducted using online databases such as WorldCat, JSTOR, Google Scholar, and similar sources of data. Additionally, the output of internationally relevant organizations such as the World Intellectual Property Organization (WIPO) and the European Intellectual Property Office (EUIPO) will be consulted for relevant information, as well as (relevant) news sources.

The theoretical framework for this research will examine the legal and economic rationales for intellectual property (IP) protection and assess how they can be squared with the recent developments in generative AI models (such as Dall-E, Midjourney, ChatGPT, etcetera). This includes the challenges AI models and AI-generated works may pose to the current legal system regarding IP protection and ownership. By incorporating a regulatory flexibility perspective into the analysis, the recommendations will consider the benefits of such a framework, and how each recommendation fits in such a framework. This approach recognizes the need for adaptable regulations that can accommodate the evolving landscape of AI-generated works while maintaining a fair balance between the rights of copyright holders and the rights of AI users/developers. As a result of preliminary research, special attention will be given to the draft AI act and other EU copyright-related directives, as these pieces of legislation have been identified as centrally important by the legal research retrieved from the sources mentioned above.

Expanding beyond the EU-focused library-oriented research outlined above, EU law will be juxtaposed with some principles from US (copyright) law later in the thesis. This is due to most of the AI models discussed in this thesis originating from the United States, as well as due to important differences between the US (fair use) doctrine and EU law. Additionally, this raises the possibility for legal arbitrage strategies regarding this topic, given that there is not one global set of international copyright laws relating to the usage of copyrighted material to generate AI models.

1.4.1 Definitions of Relevant Terminology

Prior to delving deeper, it is essential to establish a firm understanding of the relevant terminology. Starting with what an AI model entails, how it is developed, as well as exploring some of the intricacies.
between the models which will be discussed throughout the thesis. As noted before, AI stands for artificial intelligence. Artificial intelligence refers to the simulation of human intelligence processes by computer systems, such as neural network technology.\textsuperscript{20} In essence, it is a mathematical structure that learns patterns from data and then utilizes this newly gained knowledge to make predictions without explicitly being programmed to do so.\textsuperscript{21}

AI models are constructed through a process known as ‘machine learning’, which can both be supervised as well as unsupervised.\textsuperscript{22} This is where an algorithm/model is ‘trained’ to learn from the data it is given. This training process involves feeding the model vast amounts of data, which it in turn can adapt to make predictions/decisions based on patterns it finds. Such AI models may span a wide range of categories. Examples are AI models, which are able to learn patterns that may be used for solving traffic congestion,\textsuperscript{23} financial analyses,\textsuperscript{24} and more recently to generate (audio)visual content as discussed in the introduction. The latter is referred to as generative AI models, capable of producing new content based on a user’s input, termed a ‘prompt’.\textsuperscript{25,26} This type of AI model will be specifically focused upon throughout this thesis and how these generative AI models may interact with copyright laws, and the rights of copyright owners.

Another frequently used term throughout the thesis relates to ‘copyrighted material’. Here, copyrighted material refers to any and all works, which enjoy ‘copyright protection’. Typically referring to books, music, movies and other forms of creative content.\textsuperscript{27} Copyright protection is where the creator (or owner if the right is transferred) enjoys protection that their work may not be used without their express permission for (oftentimes) their entire life plus a period after their death.\textsuperscript{28} This is done to ensure that copyright creators are able to profit from their work, thus providing a monetary incentive for further creations.\textsuperscript{29} This thesis uses ‘copyright holders’ to denote both the creators of

\textsuperscript{21} Ibid
\textsuperscript{28} Ibid
copyrighted materials such as artists, as well as those holding the rights to these materials, such as studios employing the artists.

1.5 Structure of the Thesis

This thesis consists of six chapters, including the introduction. The initial chapter provided an introduction on why the topic is of interest, and discusses the research question and sub questions, their academic relevance, together with the research methods and approach. The second chapter provides both an explanation on used terminology (e.g. what is an AI model) in this thesis, as well as an in-depth literature review regarding the current copyright landscape within the EU and how copyright holders are currently protected. The third chapter provides the current legal status quo in the EU, and the fourth chapter provides an analysis as well as a benchmark against the US’ fair use laws, given the major differences in how they deal with allowing third parties to use copyrighted materials. Subsequently, chapter five presents recommendations based on the insights gleaned thus far, which in turn will be discussed further from a regulatory flexibility framework. The sixth and concluding chapter will derive the conclusions on the research question and sub-questions, engaging with the findings presented throughout the thesis.
Chapter 2 – Literature Review on Copyright & AI

The following literature review offers an overview of the existing research on copyright and AI, and explores the legal and economic implications of AI models and their generated works. It also delves into the legal and economic rationale for copyright protection, as well as the challenges currently posed by AI-generated content to our current legal framework within the EU. The literature review will examine various academic- and policy-related papers and proposals to address the challenges laid out and to explore potential accommodations for AI models and their generated content in the current IP landscape.

2.1 Legal and Economic Rationales for Copyright Protection

Copyright protection serves as one of the major cornerstones of intellectual property law and plays a critical role in encouraging and rewarding creative works. The rationales behind this protection can be divided into both legal and economic perspectives. Each of these perspectives will be discussed in more detail below.

2.1.1 Legal Rationales for Copyright Protection

Intellectual property rights are – as the term suggests – property rights pertaining to intellectual property, which include copyright. The need for such copyright protection from a legal lens is rooted in the concept known as ‘natural rights’. According to this concept, authors and other creators should be able to have the ability to profit from their own creations. This presumed right is often justified on the grounds of the ‘labor theory of property’, which says that individuals are entitled to the fruits of their labor. This argument seemed to have found its way into existence through the writings of Locke, who argued similarly that people should have the right to be able to bear the fruits of their labor.

These concepts are further underlined when looking at existing scholarly research. From works from scholars such as Dr. Shavell on the relationship between law and economics on property rights, it is
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36 Ibid
understood that the current copyright law system is designed to provide authors with property rights to their creative works in order to give them an incentive to keep creating new works. 37 This is achieved by providing a monetary incentive, as well as by ensuring that the socially optimal amount of work is performed.38 In addition to this, Shavell also asserts that it serves as an incentive to maintain and enhance goods, and encourages the transfer of items, provided this proves beneficial. This approach also helps in avoiding disputes and potentially offers protection for the copyright creator/owner.

This does not mean that there are no arguments given against copyright in its current form. For instance, authors such as Daniel Astone argue that, from a legal-economic perspective, the induced scarcity of having such intellectual property mechanisms in place is neglected too often.39 This may lead to negative consequences, as the scarcity induced means that fewer people are able to enjoy such a good.

Legal scholar and previous US federal judge Richard Posner, in turn, argues that having such intellectual property rights is akin to having a temporary monopoly (for instance on a patent), which can be a legal/economic monopoly.40 This right does have its fair share of critics, a scholar who sees this as problematic is property law expert Jessica Silbey. She argues that the copyright period (often lasting 70 years past one’s death) should be shortened so that “more people could play or tinker [...] without facing lawsuits”.41 Thereby ensuring a free flow of information and new developments in the public domain, something which may not be possible under the current legal/economic monopoly position the right holder(s) enjoy.

Hence, we can conclude from the legal perspective that although there are wide differences in opinions regarding copyright protection, it remains an essential aspect of the legal landscape. While there seems to be a consensus on the need to provide some form of intellectual property protection, the extent, and form of such protection continues to be the subject of intense debate among legal scholars. The main challenge herein lies in striking a balance between safeguarding the rights of

38 Ibid
41 Ting Yu, 'How Copyrights, Patents, and Trademarks May Stifle Creativity and Progress' (Boston University, 16 August 2022) <https://www.bu.edu/articles/2022/how-copyrights-patents-trademarks-may-stifle-creativity-and-progress/> accessed 5 June 2023
creators/owners and ensuring a free flow of information, ideas, and creativity in the public domain at the same time.

2.1.2 Economic Rationale for Copyright Protection
Having explored the legal rationale behind copyright protection, it is pertinent to discuss the economic rationale behind such intellectual property rights as well. This section primarily lays focus on economic concepts such as economic incentives, spillover effects as well as concepts such as public goods, and the limitations and exceptions to such exclusive rights in an economic context.

2.1.2.1 Incentivizing Creativity & Innovation
A common argument for the economic importance of copyright protection is that it incentivizes creators and innovators, as by granting such intellectual property rights it allows them to profit from their work\(^{42}\) and further incentivizes them to continue creating intellectual property.\(^{43}\) These mechanisms help to ensure that such creative and innovative products will still be created, as without a proper incentive to do so the quantity of such creations might not be as substantial as presently observed.

2.1.2.2 Public Goods & Spillovers
Two other important principles to understand for the economic relevance of copyright protection are the concepts of public goods and spillovers. Public goods are typically characterized as ‘non-exclusionary’ which means that it is difficult – if not impossible – to prevent people from consuming them, as well as them being ‘non-rivalrous’ which means that one’s consumption of such a good does not mean that another person is not able to consume the same product (i.e. multiple people can read the same book).\(^{44}\) As a result of this, creative and innovative works may be subject to market failures as the creator or innovator may not be able to be compensated for their works without there being legal protections in place. Without such safeguards, there could be free dissemination of such materials without any cost or repercussion for doing so.

2.1.2.3 Industry’s Importance
An additional reason to enforce copyright protection is to ascertain that the creative and cultural industries are protected, given the significant economic importance of this sector as it employs 8.7
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million people in the EU alone, the equivalence to 3.8% of the total population with a total revenue of 643 billion Euros, representing 4.4% of the EU’s total GDP. The sheer value represented here provides weight to the argument that the industry is allowed to thrive without there being unwarranted negative influences from the outside.

However, the field of AI is also said to have a significant impact on the European economy. According to a briefing published by the European Parliament a study by consulting company Accenture is noted which forecasts that by 2035 AI could double the annual global economic growth rates, increasing labor activity by up to 40%. And a 2018 study published by PricewaterhouseCoopers estimates that global GDP may increase by up to 14% by 2030 (15.7 trillion USD) as the result of accelerating developments in the AI-sphere. Although this refers to all AI models in their totality, it is noted that this study was released in 2019, years before the generative GPT-models became widely available and used as they are today. Therefore, despite the copyright challenges posed by AI developments are economically relevant enough that banning such techniques (as Italy did of GDPR concerns before allowing it to come back after these concerns were ratified) may be able to severely harm an economy’s future growth. In short, finding a proper balance between the rights of the creative industry and their copyright holders as well as AI model developers is crucial from an economic perspective.

### 2.1.2.4 Exceptions and Limitations of Copyright Protection

As previously discussed, both the economic and legal perspectives on copyright protection acknowledge the importance on setting limitations on such protection to try and balance the interests of creators and users. For instance, by bringing rights to quote, parody, or use works for educational
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purposes. As well as setting certain time limits on intellectual property (in EU countries protection extends up until 70 years after one’s death). Such provisions allow for the enhancement and augmentation of pre-existing works, and possibly the creation of new innovative products. It can therefore be noted that there is an overlap between the economic, and legal rationales for copyright protection as explained above. Thereby showing the level of interdisciplinarity of this topic, with one relying on a more ethical stance (‘fruits of one’s own labor’) and the other places a heavier focus on efficiencies (to innovate and properly disseminate).

As delineated above, numerous scholars have highlighted the legal and economic necessity for intellectual property rights, as well as some of the (negative) consequences which may occur from this. However, given the rise in AI content over the past few years – and noticeably months – this warrants a closer look into the issues that may arise for copyright owners and/or creators, and the AI models which are trained upon their data. Especially as there has been little academic research yet on the rights of copyright holders possibly being infringed by AI models within an EU law framework, posing a crucial legal issue, which will be tackled in this thesis. In the third chapter, we will delve into how the EU law reflects these economic and legal principles. This chapter instead will continue to explore the challenges that AI models and their generated materials pose for the main actors in the system – namely, creators, users and owners. This is important to examine as this constitutes the main focus point of this thesis.

As explained previously in the introduction, AI content is generated with what is known as a ‘model’. Such a model, particularly generative ones based on deep learning techniques, contains or is based on a diverse set of sample data, which in turn may be copyrighted. Consequently, the usage of such copyrighted material to generate an AI model without explicit permission from the rights holder which in turn generates new content raises complex legal and economic questions. These questions include how these rights of copyright holders, as well as the technological innovation provided by AI model creators can be best balanced. The following section will delve into the consequences that occur from the usage of such copyrighted material for the owners/creators of copyrighted materials.

---

2.2 Impact of the Usage of Copyrighted Material in AI Models on Rights and Interests of Creators, Users, and Owners

The debate surrounding the usage of copyrighted material in AI models is one that is intricate, encompassing a wide range of views across the different types of stakeholders such as the creators, users, and owners of copyrighted works. As noted earlier in this thesis, copyright law encourages creation by providing exclusive rights to creators, allowing them to benefit from their labor in theory. This framework has been challenged by the introduction of artificial intelligence models, which in turn are trained upon such material, oftentimes without explicit permission from the rights holder(s).

In turn, copyright owners may argue for stringent copyright protections, even when the copyrighted material is used in a transformative manner by AI models. Not doing so could lead to a loss in revenue for the copyright owner(s), and hence, stifle further creations in the future. Therefore the following sections explore the potential impact of AI-generated content on creators, users, and owners of copyrighted works. A distinction is made between creators and owners of these works due to possible nuanced differences in their interests, despite their general alignment as alluded to in the introduction.

2.2.1 Creators of Copyrighted Works

With regard to creators, existing literature on AI-generated content focuses on the implications that AI models and their generated works have on authorship, creative processes and the overall value of human- (or machine) generated works. The concerns regarding creators of copyrighted works tend to revolve around the mentioned potential devaluation of human creativity and work, the opportunities arising for enhancing said creativity using AI tools and questions regarding authorship and attribution in the context of how AI-generated models are created, and their respective works. This includes ethical concerns such as those regarding ‘deepfakes’. This entails the alteration of an image to such an extent that it is not clear that it has been altered, potentially causing real world harm to the person(s) depicted.

Some scholars argue that AI-generated content may lead to a devaluation of human creativity as it may (in theory) replace human-made works, given that audiences may devalue the work of human
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authors as something that they could easily make themselves using a machine. Conversely, some proponents argue that AI should augment human creativity; therefore, striking a balance between AI- and human-generated content creators is key. Providing appropriate remuneration for copyright creators not only promotes further innovation and safeguards economic stability, but also ensures the availability of training data. Failing to do so would represent a mutually detrimental circumstance for all parties involved.

Two seminal contributors to this interdisciplinary field of intersecting law and economics with copyright have been Landes and Posner who argued that the most important benefits of intellectual property rights is not as much that they generate such an incentive for new work, but that they ensure efficient exploitation of existing intellectual works. They argue that allowing copyright on popular works to expire may lead to an overexploitation of those works. In economic terms, this is known as the ‘tragedy of the commons’, where a public good is overexploited to a degree where the rational choice becomes to fully exhaust the good, rather than preserving it for the benefit of all.

Questions about authorship and attribution also arise given that traditional notions of creativity and originality do not fit as well in the existing (international) copyright frameworks. These will be described in detail in the next chapter on the relevant international and EU-specific legal frameworks. Nevertheless, it is apparent that properly protecting the rights of copyright creators is rather crucial from a law and economic perspective, as to ensure both efficient exploitation as well as to prevent a tragedy of the commons situation which may hurt the further creation of copyright. Hence, it can certainly be argued that such protections must be transferred to the field of artificial intelligence, and the creation of their models as to ensure proper exploitation of copyrighted content, and incentivizing future creations.

2.2.2 Users of AI Models & Content

Concerning users of AI models and the content they create with those models, the impact primarily revolves around the potential for AI-generated works, and the models used to create those works, to infringe upon copyright protections. Once again, scholarly opinions on this topic vary considerably.

---


60 Ibid

Some note that AI-generated content could democratize access to information and lower the barriers to create art and other copyrightable works, expanding upon human creativity.\(^{62}\) Whereas others warn that such unrestricted access to AI-generated content and models may result in an overly large amount of low-quality and/or misleading information.\(^{63}\) For instance, researchers from Emory University refer to AI-generated content as another ‘industrial revolution in the making’, saying that it could “drastically reduce the number of jobs available to working commercial artists today”.\(^{64}\) This could be of grave concern for the copyright holders involved, as it may mean a substantial decline in the creative industry overall if the concerns are not properly balanced.

There are also arguments regarding the potential misuse of copyrighted materials by human artists, such as creating a ‘deepfake’-like version of their work to harm them as noted before. Additionally, there have been concerns regarding potential copyright infringement when AI-generated works incorporate or resemble copyrighted material (or where models are based on such copyrighted materials), potentially another factor which could lead to lawsuits and/or other legal remedies.\(^{65}\)

Such legal disputes may pose serious negative consequences for both the creation of AI models, as well as their generated content. This is then further complicated by the fact that such AI-generated works are often easily transmitted through the internet, crossing multiple jurisdictions, which in turn may have different rules and regulations.\(^{66}\) For instance, the more flexible fair use doctrine in the US may lead to a different conclusion on a copyright owners’ legal rights than in the European Union.\(^{67}\) This will be discussed in-depth in chapter four, where the American fair use doctrine and copyright framework is compared to the copyright framework currently in place in the EU.

2.2.3 Owners of Copyrighted Materials

Finally, attention will be directed towards the owners of copyrighted materials. Their interests largely overlap with those of the creators of copyrighted materials, but there are however some additional points to be discussed here. For such copyright owners, AI-generated content and models raise questions about the protection and enforcement of their intellectual property rights.\(^{68}\)
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Some academics in this field argue that all AI-generated works should be considered derivative works,\(^6^9\) which (under EU copyright legislation) require permission from the original copyright holder.\(^7^0\) Whereas others propose licensing schemes\(^7^1\) or changes to the overall legal framework given the unique nature of the AI models and their generated content.\(^7^2\) There are also arguments addressing AI developers and how they should take responsibility to prevent copyright infringement\(^7^3\) both when creating the models as well as to ensure that their models may not lead to copyright infringing outputs.\(^7^4\) These arguments are discussed in more depth in the following chapter.

### 2.3 Copyrighted Material in AI Models and Impact on Copyright Protection

#### 2.3.1. AI-Generated Copyright Infringement

Although AI-generated content is a relatively recent and rapidly evolving area, the EU has already initiated the discussion on changing their current AI legislation framework to better suit such generative models.\(^7^5\) Under these proposed updates, companies creating AI models would be required to disclose any copyrighted material such as images or novels used to train such a model.\(^7^6\) Since these proposals were published at the end of April 2023, it is important to acknowledge that this idea has not yet been incorporated into EU law at the time of writing, and may therefore still be subject to change.

Already, several lawsuits have been initiated against AI model providers. For instance, in the US where Getty Images (a provider of licensable content such as images and videos) filed a lawsuit against the creators of Stable Diffusion (a previously mentioned AI image generator).\(^7^7\) In the case, it’s alleged that
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Stable Diffusion infringed upon Getty Images’ intellectual property ‘on a staggering scale’, by using Getty Images’ material to train its AI model. A similar class action lawsuit has been filed by three artists (also situated in the US) against two AI model creators (Stability AI and MidJourney) as well as the ‘online art community’ DeviantArt. Here, they similarly claim that their content was used to train AI models without their consent, thereby infringing upon their copyright.

In both of these cases the legal system is being tasked with clarifying what are called “derivative works” under the intellectual property laws when relating to AI technologies as well as the US court’s interpretation of fair use laws (which do not apply to EU citizens). The Harvard Business Review cites Google’s successful defense of a lawsuit, claiming that its transformation of text from books for its search engine was lawful in the US, a potential precedent for AI model developers/users to use copyrighted materials. Further legislation, particularly concerning EU law, is discussed in the next chapter, whereas the fourth chapter compares the EU and US legal frameworks.

2.3.2 Practical Difficulties for Copyright Holders to Trigger Protection

Copyright holders also have an interest in protecting their works from unauthorized use and potential infringement by AI-generated content. Owners of copyrighted materials may pursue legal action against (potentially) infringing parties to stop such unauthorized use.

However, they also face the potential challenge of having to identify and address said copyright infringement in this very specific context of AI-generated works. And with this being an international issue where different countries may have different rules and interpretations – e.g. fair use & transformative works principles in the US – it only becomes more complicated. These issues outlined will be further discussed below.

2.3.2.1 Identify Infringement

One of the major difficulties for copyright holders whose content is infringed upon by AI generated content, is that they must be able to identify that their works have been used in such a model. In the case of Getty images, identifying and demonstrating that their content was used would be comparably straightforward to prove given that the output of such models often even includes the Getty images.
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However, for other copyright holders this may be more difficult to prove.

As AI models advance in complexity and sophistication, it may become more difficult not only to distinguish between human-made works and AI-generated works but also to differentiate from works that closely resemble copyrighted materials. Copyright holders therefore may need to develop new tools to monitor and detect potential infringement in the age of artificially generated content. An early example of such a tool is Glaze, a research project from the University of Chicago in the US. It is a free, non-commercial app for artists that uses a high tech ‘cloaking’ technique allowing them to help combat and identify the unauthorized usage of their intellectual property.

As was noted above, the EU may be likely to institute a new rule where AI developers have to disclose whether or not their model uses copyrighted material. However, as of the time of writing this has not (yet) been imposed into EU law, and hence, will still – for the time being – pose an issue for the holders of copyrighted material used by AI models.

2.3.2.2 Prove Infringement

Besides the models themselves being created with copyrighted materials, such models might not always be public (or accessible for copyright holders). Here, another issue arises where copyright holders will need to be able to prove infringement based on the output of a model. In the EU this would require demonstrating that the AI-generated work has copied at least a substantial part of the original work, possibly violating the copyright holder’s exclusive rights over the work in question.

Proving such infringement might be further complicated by AI-generated works often involving multiple layers of transformation and processing, which in turn may further blur the direct link between the original work and the
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infringing work. For instance, a model can be trained to transform a copyrighted work into the style of another artist, which may then render the output not recognizable as the original copyrighted work.

2.3.2.3 Enforcement

Another difficulty once all the above has been identified and proven is to enforce the intellectual property copyrights that the copyright owner possesses. As mentioned above, the legal systems pertaining to copyright may differ throughout the world, and with many of the AI models coming from outside of the European Union this may further complicate enforcement strategies. For instance, what constitutes copyright infringement in the EU might fall under fair use (and may therefore be permissible) in the United States.

However, the good news here is that trademark attorneys have well-established methods for sending out notifications to notify and enforce rights against an infringer by for example sending a cease-and-desist or licensing demand letter or directly filing an infringement claim. On the downside, a cease-and-desist letter is non-binding and therefore has no legal effect. And filing an infringement claim may be expensive and complicated to begin for the right holders. Therefore, in the absence of a clear and easily navigable framework for copyright holders to enforce their rights, the enforcement problem becomes increasingly relevant.

2.4 Interim Conclusion on the Literature

As highlighted in the literature review, copyright owners are at a crossroads. Whereas on the one hand, AI provides opportunities for content creation, and hence economic value (‘growing the pie’), it also raises important legal questions regarding ownership and protection (‘dividing the pie’). Furthermore, the global nature of AI models and their generated content raises questions in regard to jurisdiction. This adds another layer of complexity to the enforcement of such laws.

Furthermore, AI has the potential to infringe upon a copyright owner’s exclusive rights. Such as the right to reproduce and distribute their work, which (partially) undermines the value of their copyright. This could have wide-ranging implications both economically and legally.

Thereby, the literature review has made clear that the interplay between copyright protection and AI-models and their generated content presents a complex landscape filled with legal and economic implications for the European Union, its Member States and the copyright holders, owners and users of AI models. Issues such as identifying and proving infringement from a copyright owners perspective
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– especially when combined with the transnational nature of AI (and other digital) developments – impose substantial challenges for the copyright owners, creators, and other stakeholders involved regarding the enforcement of their rights.

In summary, the challenges presented by AI models and content necessitate an exploration of how the legal framework can accommodate copyright owners and/or creators of copyrighted material. Consequently, the next chapter will focus on the legal framework(s) involved, with a particular focus on the EU’s perspective. Nonetheless, transnational and US-specific copyright laws will also receive brief attention, as they are also relevant for EU-based copyright owners who now have to deal with the topic of AI models and AI-generated content.

Chapter 3 – Legal Framework on Copyright & AI

3.1 Introduction to the Legal Framework on Copyright and AI

Having explored the legal and economic bases for copyright protection, as well as having discussed the problems faced by copyright owners and creators, it is pertinent to delve deeper into how these legal rights came into existence, their impact globally, the EU legal framework and that of its Member States. Additionally, this chapter further analyzes how these legal frameworks may or may not satisfy the needs of copyright holders and creators.

3.2 International Legal Copyright Framework

International copyright law has been in place for many years now. It is widely acknowledged that the start of such international copyright protection can be traced back to the Berne Convention for the Protection of Literary and Artistic Works of 1886. This international convention, held in the Swiss city of Berne, established (minimum) standards for international copyright protection.\(^{89}\) Despite numerous ratifications after 1886\(^{90}\) it has currently been signed by 181 different parties as of the time of writing.\(^{91}\)

The depository of the Berne Convention is the WIPO (World Intellectual Property Organization) – one of the 15 specialized agencies of the UN – which is the largest international organization established to: “to promote the protection of intellectual property throughout the world through cooperation


among States and, where appropriate, in collaboration with any other international organization [...].”

The reason why this is important background information is that The Berne Convention included the first requirements to streamline a large portion of the world’s copyright protection rules, such as needing to protect works made by citizens of other signatories of the Berne Convention. Thereby underscoring the possibility of global harmonization of copyright rules to some extent, something which may be especially important given the inherent international nature of AI programs, as they can easily travel cross-border through the internet.

3.2.1 Member State Level Copyright Protection Three-Step Test

Although several EU Directives and Regulations described in detail below have further tried to harmonize EU copyright laws, there are still many parts of copyright protection (and the enforcement thereof), which are grounded in national law. In the EU, copyright protection is largely based on the principles from the Berne Convention and in the Directives discussed below. Challenges still persist regarding the implementation of these laws across different Member States. An example of this would be the three-step test.

Originating from Article 9 of the Berne Convention, the three-step test states that: “(1) Authors of literary and artistic works protected by this Convention shall have the exclusive right of authorizing the reproduction of these works, in any manner or form. (2) It shall be a matter for legislation in the countries of the Union to permit the reproduction of such works in certain special cases, provided that such reproduction does not conflict with a normal exploitation of the work and does not unreasonably prejudice the legitimate interests of the author. (3) Any sound or visual recording shall be considered as a reproduction for the purposes of this Convention.”

---

95 Ibid
Although several directives and acts refer to the test, the three-step rule was implemented most notably through the 2001 Information Society (InfoSoc) Directive (2001/29/EC) and the DSM (Digital Single Market) Act of 2019. However, despite being disposed through an EU Directive twice, there still are variations in the implementation of this rule across EU Member States. Article 5(5) of the 2001 InfoSoc Directive is considered to affirm the Berne three-step test in EU law. The article provides a broad exception, stating that: “The exceptions and limitations provided for [...] shall only be applied in certain special cases which do not conflict with a normal exploitation of the work or other subject-matter and do not unreasonably prejudice the legitimate interests of the rightholder”. This formulation echoes the conditions laid out in the Berne three-step test, thus solidifying its place in EU law.

This holds relevance for AI as it is currently uncertain whether the usage of copyrighted material falls under the exception provided by three-step test and the exceptions outlined in the InfoSoc Directive under article 5. In a response to the WIPO (World Intellectual Property Organization), the British Copyright Council said that it was of the opinion that such AI-generated material made with generative AI models would not fall under the three-step test as it noted that it would “unfairly prejudice the legitimate interest of rightholders to be remunerated for their creativity”.

Research from intellectual property professor Jonathan Griffiths who is an expert on the implementation of the three-step test in EU law writes that the interpretation and application of the three-step test can vary among different European national courts. This means that a local court may adopt a strict or narrow approach to applying the test, rendering it devoid of any settled legal meaning. Consequently, Griffiths argues that the test is incapable of functioning as a legal tool. However, it could also be argued that this ability for a local court to take a different approach on this test may...
introduce additional flexibility if the test were to be handled differently. Something which will be discussed at length when comparing EU copyright law to U.S. copyright law in the following chapter, as well as further down in the recommendations.

To summarize, as noted, there is no clear-cut worldwide exemption for the usage of copyrighted material in AI models, as Article 9(2) of the Berne convention allows for variation on an individual signatory level, and with so many differences in the implementation of local courts, it would be time to look at the EU legislation connected to this topic, to see if there would be any exemptions there which may apply.

3.3 The EU’s Legal Framework on Copyrighted Materials
In light of the European Union’s objective to establish a single market, harmonized copyright protection across all its Member States is crucial. There have been numerous copyright Directives and Regulations enacted by the EU. An example of this being the 2001 Information Society Directive (2001/29/EC), which harmonized exclusive rights for the reproduction, distribution and communication of copyrighted materials as well as its limitations and exceptions.105 This has later on been ratified multiple times, most notably with the 2019 Copyright Directive which introduced additional provisions to the copyright laws at that time.106 Finally, the Directive on Copyright in the Digital Single Market of 2019 is the most recent relevant piece of legislation.107

3.3.1 Member State- & EU-Level Protection
As noted earlier, prior to the introduction of the three-step test, certain aspects of copyright protection and enforcement are grounded in national law.108 Although there are thirteen directives and two regulations regarding copyright in the European Union,109 Member States themselves are required to interpret and can sometimes choose what to incorporate into law. For instance, when referring back to the InfoSec Directive (2001/29/EC). Here, besides the mandatory exemptions to be

implemented by all Member States, it also includes optional exceptions, for instance those relating to private copying- and the usage of copyrighted materials by libraries, museums, and archives among others.\textsuperscript{110} Hence, there may be some differences in copyright laws regarding EU Member States, even if it were to be decided upon on an EU-level. Another reason is that Directives under EU law allow for Member States may lead to differences is that although that the Directive may be binding as to the result to be achieved, the Member States addressed are left with the power to choose the form and methods to achieve the result.\textsuperscript{111}

In addition to the disparities in Member State laws, which refer to exemptions granted by Article 5 of the InfoSec directive, variations also exist in how Member States address their enforcement monopoly function accorded by copyright law. Research from Paul Torremans who – among other things – writes about the collecting societies (an organization that licenses and manages copyrighted works on behalf of copyright owners) and monopoly power these agencies hold as sole collector of licensing fees, notes that the collecting societies in the EU for instance may be provided a legal monopoly such as in Austria.\textsuperscript{112} Or how other countries may rely on specific regulation as in German law.\textsuperscript{113} This shows that dealing with such monopoly positions provided by copyright is not new for legislators.

Although strides have been made to further harmonize copyright legislation within the European Union, challenges persist due to interpretative scope in some of the Directives, and the enduring influence of pre-EU copyright laws on Member States’ practices. These complexities necessitate a deeper examination of the broader EU copyright framework, particularly regarding AI models and copyrighted data usage.

3.3.2 Four Steps to Copyright

Before embarking on a detailed exploration of the EU’s legal framework concerning the use of copyrighted materials to generate AI models, it is pertinent to first understand when an entity is deemed 'copyrightable' under EU law, and how this applies to AI-generated content. This is done by using an additional, EU-level test, named the ‘four-step test’.

\textsuperscript{110} Senftleben, Martin. "Comparative approaches to fair use: an important impulse for reforms in EU copyright law." Methods and perspectives in intellectual property." Edward Elgar Publishing, 2013. 30-68.
\textsuperscript{112} Torremans, Paul, ed. 'Copyright law: a handbook of contemporary research.' Edward Elgar Publishing, 2009. p263
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Initially, before anything can be copyrighted, it must qualify as what is known as a protected ‘work’. Here, it is important to be noted that there is no EU-wide definition of the term ‘work’ that is granted copyright protection, as some EU directives refer to Article 2 of the Berne Convention whereas others define the term in their own sui generis way. There are two conditions which normally need to be satisfied for an output of creativity to qualify as a work, namely: 1. The subject matter must be “original” and 2. The subject matter must be identifiable with sufficient precision and objectivity. To help further establish if (for instance an AI assisted output) can enjoy copyright protection, the following steps of the ‘four-step’ test apply:

1. Is there a production in the literary, scientific or artistic domain?
   a. The first test evaluates the nature of the production by considering whether or not there is a production in the literary, scientific or artistic domain. Article 2(1) of the Berne Convention lists several categories among those are compositions, photos and films.

2. Has human intellectual effort been exerted (to create the work)?
   a. AI-generated works must be a result of human intellectual effort. In a previous case – the Painer case – the CJEU clarified that it is possible to create such works of authorship with a machine. However, this does not necessarily mean that a
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production solely made by an AI may be copyright protected as an output produced without human intervention is excluded from copyright protection.125

3. In regard to originality/creativity, does it show the author’s own intellectual creation?126
   a. Originality is one of the cornerstones of EU copyright law. To illustrate this point we can look at the famous Infopaq International A/S v. Danske Dagblades Forening case. Here, the Court of the European Union (CJEU) established that for a work before it to be protected it must be “original in the sense that it is its author’s own intellectual creation.”127

4. Does it express human creativity?128 And can the work be identified with sufficient precision and objectivity?129
   a. The last of the four criteria is that the work needs to be identifiable as an expression of human creativity. In other words, creative choices need to be expressed in the final product, as ideas that are not given shape or form cannot be qualified as being works under EU law.130 Therefore, it can be concluded that the concept of work requires not only human intervention, but also some degree of intent.131,132

From this, we can deduce that a fully AI-generated outcome such as one generated by Dall-E, Midjourney or Stable Diffusion which solely operates based on a prompt, are unlikely to receive copyright protection. This is due to such AI-generated images neither fulfilling the requirement of human intellectual effort, as mandated by copyright law, nor that the requirement for human creativity and a certain degree of intent – both of which are impossible when the production is entirely
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outsourced to a machine – could be fulfilled. Therefore it can be concluded that such AI-generated materials will not be able to enjoy copyright protection.

According to the EU, content which is partially AI-generated would be less likely to cause problems in the intellectual property space, whereas fully AI-generated works may cause issues in regard to who (if anyone) would actually hold the copyright as noted above. This is also reflected when looking within American case law for instance. Here the US copyright bureau denied the copyright on an artwork, which was wholly generated using AI technologies, but it subsequently stated that it would likely provide copyright protection to works which were (at least partly) made with some human input.

3.4 The EU’s Legal Framework on Copyrighted Materials in AI Models

Regarding the EU’s legal framework concerning the specific usage of copyrighted material in AI models, there have been recent developments in proposed legislation, which warrant a closer look at how the regulatory field is designed at the moment. We will do so by investigating which specific pieces of legislation are relevant to this topic, and then discussing what this entails for copyright holders.

3.4.1 Text and Data Mining

Dr. J. P. Quintais from the University of Amsterdam and the Wolters Kluwer copyright blog notes that the most important distinction whether or not such usage of copyrighted material would constitute a violation of copyright would be whether or not it falls under what are known as the text and data mining (TDM) exceptions in the Copyright related Digital Single Market Directive (CDSM). First, it is crucial to understand the EU’s definition of TDM, the CDSM Directive says that: “text and data mining” means any automated analytical technique aimed at analysing text and data in digital
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form in order to generate information which includes but is not limited to patterns, trends and
correlations;” Thus, this definition of TDM may cover the training activities needed to develop an AI
model.

The CDSM Directive of 2019 includes two TDM exceptions that are particularly relevant for AI models
and copyright creators and owners. Namely, Article 3 which relates to text and data mining for the
purpose of scientific research\(^{138}\) as well as Article 4, which relates to the general exception for
“lawfully accessible works and other subject matter for the purposes of text and data mining”\(^{139}\). The
latter is also known as the “commercial” exception, as it seemingly does not differentiate between
non-profit (e.g. academic) and for-profit text and data mining\(^{140}\).

3.4.1.1 Article 3 – Academic TDM Exception

Returning to the relevant articles, Article 3 mentions TDM for academic purposes. It specifically
mentions research organizations and cultural heritage institutions to be able to use TDM to carry out
(for the purposes of scientific research) TDM activities of works and other subject matter to which
they have lawful access, among other things\(^{141}\).

As the primary focus of this thesis pertains to the broader utilization of copyrighted material in AI
models, particularly outside of an academic setting, the discussion will now continue with Article 4 on
the general TDM exception.

3.4.1.2 Article 4 – General TDM Exception

Article 4 appears to be more relevant to this thesis, as we mostly investigate the usage of copyrighted
material in (for-profit) AI models which are widely used and openly shared on the internet. This Article
provides an exception “for reproductions and extractions of lawfully accessible works and other
subject matter for the purposes of text and data mining […] for as long as is necessary for the purposes
of text and data mining.”\(^{142}\)

It does, however, provide copyright owners some protection. Namely, paragraph three mentions the
following: “The exception […] shall apply on condition that the use of works […] has not been expressly
reserved by their rightholders in an appropriate manner, such as machine-readable means in the case
of content made publicly available online”.\(^{143}\) Hence, the right holders should be able to provide a
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machine-readable manner of “opting out” of their work being used for TDM. Therefore, this is also known as the “opt-out” provision. This ‘opt-out’ provision holds particular significance for copyright holders and AI developers. As it empowers copyright holders to determine whether and how AI developers can utilize their content. This important topic will be discussed in greater detail in the recommendations section of chapter five.

3.4.2 Copyright and the AI Act

As mentioned briefly before in this thesis, the European Commission is thinking about requiring AI model developers to disclose any copyrighted material such as images or novels used to train such a model. According to writings from Dr. Quintais, the draft AI Act has two important additional obligations regarding the usage of copyrighted material in AI models. Namely, the first concerns transparency and disclosure. And the second refers to safeguards, also known as the content moderation obligation.

3.4.2.1 Transparency and Disclosure

Providers of generative AI models must adhere to two transparency requirements. The first (Article 52(1) of the draft AI Act) is that it must be clear for users that they are interacting with an AI system. This article in the AI Act reads that: “Providers shall ensure that AI systems intended to interact with natural persons are designed and developed in such a way that natural persons are informed that they are interacting with an AI system, unless this is obvious from the circumstances and the context of use. [...]”. Thus providing the first transparency requirement for AI models.

Second, Article 28b-4c of the draft AI Act compromise amendments says that they will also need to publicly share a summary of their usage of copyright protected training data. Which reads: “without prejudice to national or Union legislation on copyright, document and make publicly available a sufficiently detailed summary of the use of training data protected under copyright law.” This provision seemingly facilitates the opt-out criteria under Article 4 of the CDSM Directive discussed.
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earlier by requiring the creator of AI models to publicly share such a summary of their usage of copyrighted materials. However, how such a summary should be provided is not given in the draft AI Act.

3.4.2.2 Safeguards for Al-Generated Content

Furthermore, Dr. Quintais discusses another important obligation outlined in Article 28b, paragraph 5a next to the transparency provision also contains an obligation to design and develop the model in such a way to ensure adequate safeguards against the generation of content in breach of Union law. This provision reads that an AI model developer must: “ensure adequate safeguards against the generation of content in breach of Union law in line with the generally acknowledged state of the art, and without prejudice to fundamental rights, including the freedom of expression.” Nevertheless, the precise manner in which these safeguards ought to be established, extending beyond the mere documentation of copyrighted materials in a summary, remains unspecified.

It is further noted that such breaches of copyright law in the Union may refer to how a model is able to “memorize” and show copyrighted training material verbatim based upon a specific prompt. Although its rarity is likely to depend on the content with it mostly being an edge case, it is more likely to occur when e.g. a character is involved as shown on the image on the right.

Having such an output be so close to already copyrighted material, may constitute a copyright infringement. It is also noted that a possible outcome here would be the development of a filtering tool for AI providers, however, there is not much transparency on this topic. It is also important to note that such copyright moderation discussions have also raised concerns about it possibly blocking
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too much content, as there do not appear to be any specific freedom of expression (e.g. parody rights) exceptions currently, which in turn could stifle creativity and AI content production, which otherwise would be legally acceptable when done by a human.\textsuperscript{158} However, the draft AI Act does not seem to have a specific section on memorization of training data, making it unclear how it fits precisely.

As previously alluded to, some AI models are able to generate ‘deep fakes’, content which falsely appears to be authentic/truthful. Under Article 52(3), the draft AI Act provides that such content “shall disclose that the content has been artificially generated or manipulated”.\textsuperscript{159} However, it does include an exception for law enforcement and those exercising the right of freedom of expression and arts/sciences. Subjected to ‘appropriate safeguards’ for third parties. These safeguards are not further explained.

Having discussed the key aspects of the EU’s copyright rules, especially those relating to AI-models and their generated content, as well as having discussed how copyright laws apply to the ownership and protection of work used and generated by AI models (TDM + AI legislation), we can continue with the following topic. First this thesis will address the interim conclusion on the legal framework, followed by the legal analysis and benchmarking EU law against the US’ fair use principles.

3.5 Interim Conclusion on the Legal Framework

Now it is important to conclude on the consequences for the copyright owners that arise from the legal framework’s application. The investigation began by examining the presence of global legislation pertaining to the usage of copyrighted material in AI models. Having noted how copyright laws apply to the ownership and protection of the work used (and generated) by AI models, we then discussed the three-step test on exceptions given by the Berne convention, and discussed the British Copyright Council’s response to the WIPO on it. As we did not find a pertinent global provision for EU copyright owners, we then turned our attention to specific EU legislation, evaluating whether certain works could be subject to copyright protection through a four-step process. Here it was concluded that AI content generated on merely a prompt would not be likely to receive copyright protection, and is excluded from receiving so.

The provisions of Text and Data Mining (TDM) described in the CDSM Directive, and the upcoming AI Directive were found to include the most important exceptions within this framework. It is important to keep in mind that the CDSM Directive places some restrictions on the authority typically exerted by copyright owners over their works, although it provides an opt-out mechanism.

\textsuperscript{158} Ibid
\textsuperscript{159} Proposal for a Regulation of the European Parliament and of the Council on harmonised rules on Artificial Intelligence (Artificial Intelligence Act), COM(2021) 206 final, art 52(3)
The onus is on copyright holders to take aggressive steps to permit the use of their creations. The concerns raised by the British Copyright Council regarding the potential loss or diminution of appropriate compensation for rights holders underscore the significance of these legislative safeguards in terms of economic and legal protection.

We proceeded to delve into the draft AI Act, anticipated to take effect around 2025. Which noted some additional protections for copyright owners. Specifically, it addresses transparency and disclosure (similar to the TDM exception) and provides additional safeguards for the protection of AI-generated content. However, it is important to note that further development is required for the latter aspect due to several reasons. Namely the limited transparency concerning the discussed list of copyrighted materials used in AI models to be published by developers, preliminary research indicating that verbatim memorization by AI models is an exceptional scenario, and general vagueness regarding the implementation for most of the safeguards discussed. These considerations will be discussed in-depth during the recommendations section.
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Chapter 4 – Analysis & US Benchmark
This chapter will delve deeper into the analysis of several of the concerns which arise regarding the balancing of the copyright holders’ rights with those of AI developers, and their corresponding economic value. We will benchmark the EU legislation discussed above with the US principles of fair use, to show another manner of handling such intricate copyright related issues regarding the usage of copyrighted materials in AI models. It is important to note that this analysis only focuses on the subsection of copyright law and AI-generated content, and does not investigate fair use and copyright in its entirety..

4.1 Why the USA Benchmark & A Note on Fair Use
While not directly applicable to EU law, it is important to spend time on the differences between US copyright law and EU copyright law given the significant discrepancies between the two regarding how they deal with allowing third parties to work with copyrighted materials. This becomes significant because several popular AI models, such as ChatGPT and other OpenAI models, Midjourney, etc. are all based in – or originate from – the United States of America. Hence, those US domiciled creators of AI models and content may enjoy more flexible copyright rules than their EU counterparts as we will see further down in this chapter.

To begin with, the US operates under what is known as the Fair Use principle\(^{161}\), meaning that copyrighted material is allowed to be used for works classified as non-infringing if they are transformative. Transformative uses are, in essence: “uses that add something new, with a further purpose or different character, and do not substitute for the original use of the work”\(^{162}\). The EU does not have such an equivalent rule, and instead relies on codified exceptions to provide with acceptable uses of copyrighted materials\(^{163}\).

To illustrate the flexibility provided by the American fair use system and further analyze this system against the one of the EU, research from Prof. Dr. Senftleben will be used. Regarding the EU, he notes that European countries tend to have a closed catalogue of carefully defined exceptions for copyright (e.g. Article 5 of the InfoSoc Directive)\(^{164}\) unlike in the United States where courts may conduct a case-
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by-case analysis to determine whether or not a given use can be exempted from the control of the copyright owner.  

Prof. Senftleben argues that the fair use approach in the U.S. has a utilitarian basis, viewing copyright not as an inherent right but as a prerogative conferred to boost societal well-being by ensuring a sufficient supply of knowledge and information. Therefore, this basis only justifies rights which are strong enough to induce the desired production of intellectual work. Consequently, the exclusive rights of authors merit their own distinct positive legal enactment.

From an EU perspective, author Annabelle Littoz-Monnet notes that the EU copyright policy is the complex outcome of the interplay between subnational, national and EU-level policy actors, which all try to ‘frame the policy debate’ in order to control policy and policy outcomes in a manner that suits themselves best. Going back to research from Senftleben, he notes that the primary benefit of the Anglo-American fair use approach is the aforementioned flexibility as the adaptable framework allows courts to modify copyright limitations according to evolving social, cultural and economic needs. The ‘fair use’ doctrine empowers US judges to adjust to novel situations, such as a rapidly changing digital landscape, reducing the need for frequent legislative updates, which struggle to keep up with rapid technological advancements. This is one of the main reason for investigating the fair use principles on AI-generated content. To illustrate, an investor or inventor who creates AI startups may be more willing to go to a jurisdiction that is able to provide legal clarity in months over one that would take several years to do so. Thereby providing a significant benefit to the fair use principle.

Under the fair use principles, individuals are permitted to utilize copyrighted materials to generate new works without the explicit permission of the copyright holder. This is important as this results in practices that may be legal from a US perspective, but may become problematic when an EU situated end-user uses such a service to create AI-generated content. Especially as some US based AI model providers offer (as written in their terms of service) the ability for end-users to sell-on their AI-generated content as if it is their own. Having such clauses may further exacerbate the differences
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between the US and EU regarding AI copyright laws, as governments now not only need to investigate the tools (AI models) but also the output may now become economically and legally relevant as well.

Since recommendations will be presented in the subsequent chapter, it would be of paramount importance to also have an in-depth discussion on the fair use model from the US. As noted above, it is a framework which is much more flexible in allowing for dealing with rapid technological changes, such as the generative AI models discussed throughout this thesis. However it is important to note that there also are some limitations to the fair use model's-imposed flexibility. As the flexibility provided may be interpreted as failure to provide clearer rules about what is permitted. As well as that it is bound to a court’s decisions, instead of it being codified in law.

4.2 Analysis of the Changing Scope of Copyright Protection

4.2.1 Clarity of Copyrightability & Ownership

Now we will analyze how the use of copyrighted material in AI models impacts the scope of copyright protection. To analyze this, we will summarize the aforementioned conclusions on the copyrightability of works created by AI models with no human intervention. From what was noted above, for something that is exclusively made by an AI model, there is likely no copyright protection within the European Union, as it does not fulfill the four-step test. However, there is currently no definitive statement from an EU copyright-related office, such as the EUIPO, on this matter.

When looking at the US, here the US Copyright Office clearly stated that such images (e.g. ones created through Midjourney) have not been granted copyright protection. It is also important to note that the same Copyright Office is currently examining the scope of copyright in works generated using AI tools as well as the usage of copyrighted materials in training AI models in the first half of 2023.

4.2.2 Can AI-Generated Content Constitute an Infringement?

As previously discussed, the EU takes a stance that there may be infringement possibilities with both the content that goes into the creation of the module (hence the opt-out provision), as well as the content that is generated by the model (hence the future copyright safeguards). Although none of this has yet been tested by law – or regarding the safeguards from the previously discussed draft AI Act,
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this has not even been passed into law – it does provide at least some sense of how the field may be regulated in the European Union in the future.

On the American side, the US Copyright Office seems to currently take a more hands-off approach. Some scholars argue similarly to OpenAI\textsuperscript{177} that what they do is transformative and thereby falls under fair use. Here, they cite the famous Google v. Authors Guild case, where Google was allowed to scrape copyrighted books to then display snippets of these on their website\textsuperscript{178,179} as it was deemed to be fair use doing so, thereby making the point that the usage of copyrighted materials to train AI models would fall in a similar category.

In a recent consideration written to the American Congress by the Congressional Research Service regarding these issues, it was noted that: "Congress may wish to adopt a wait-and-see approach. As the courts gain experience handling cases involving generative AI, they may be able to provide greater guidance and predictability in this area through judicial opinions. Based on the outcomes of early cases in this field, such as those summarized above, Congress may reassess whether legislative action is needed."\textsuperscript{180}

Such a ‘laissez-fair’ stance on AI regulation presents benefits in its adaptability to fast-evolving AI technologies where it may be un- or even counterproductive for legislators to attempt to impose regulations due to the time it requires to implement. Especially as courts may be more adaptable to evolving through case law and legal precedent. However, such an approach may mean that harm needs to occur before safeguards can be put in place. This in turn may warrant more of a proactive effort to understand and possibly legislate on the challenge posted by generative AI models. This is further reflected in the recommendations in the following chapter.

4.2.3 Jurisdictional Differences

As previously mentioned, the most significant challenges arise due to the US’ flexible fair use doctrine, allowing for the usage of copyrighted materials in certain situations without requiring explicit permission from the copyright holder (i.e. no opt-out clause necessary), whereas the EU takes a more strict and hands-on approach. Although the EU does have some exceptions to being able to use
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copyrighted material in a fair use-like manner, there is still a stark contrast to the US’ implementation of this policy.

The fair use doctrine in the US code is broad and specifically protects: “the fair use of a copyrighted work, including such use by reproduction in copies or phonorecords or by any other means specified by that section, for purposes such as criticism, comment, news reporting, teaching (including multiple copies for classroom use), scholarship, or research, is not an infringement of copyright.” It further states that to determine whether something qualifies, it considers the purpose and character of the use (including if it is of commercial nature), the nature of the copyrighted work, the amount and substantiality of the portion used in relation to the copyrighted work as a whole and the effect of the use upon the potential market for or value of the copyrighted work. This allows courts themselves to make a judgement on whether or not something would be transformative, including basing such a decision on the harm caused to the right holder(s) on a case-by-case basis. Instead of having to rely on highly codified exemptions, and the vaguely defined three-step test as is the case in the European Union.

These jurisdictional differences can pose substantial challenges when dealing with AI-generated content. For instance, if AI models and the copyrighted content used therein are deemed to fall under US fair use principles, but not under future EU TDM (or similar) exceptions, then this model (and its generated content) possibly infringes upon EU legislation. This could become even more problematic if AI models (which some do as we discussed earlier) allow their end-users to sell and/or otherwise commercially exploit the AI-generated content, which may result in cross-jurisdictional legal disputes for the end-users.

4.3 Impact on the Scope of Copyright Protection

It is evident that there is considerable ambiguity surrounding the regulation (or lack thereof) of the usage of copyrighted material to train AI models in both the EU and US. However, the developments highlighted previously are likely to have a profound impact on the scope of copyright protection given the important legal and economic implications. These highlighted ambiguities reflect the complexity of the issues at hand, as well as the importance of properly needing to balance the potential economic benefits with the necessity of maintaining a robust copyright protection framework.
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4.3.1 Problems Faced and a Need for Reforms in the EU

Professor Senftleben highlights that the present regulation of copyright limitations in the EU offers neither legal certainty nor sufficient flexibility in how it may be dealt with.\textsuperscript{183} This, as he notes, is due to the combination of the European copyright tradition of codifying exceptions as in Article 5 of the InfoSec Directive, as well as to the three-step test which consists out of several open-ended criteria, recalling the Anglo-American copyright tradition,\textsuperscript{184} making an improper fit.

Therefore, Senftleben argues that there is a conflict in the EU system. While precisely defined exceptions can increase legal certainty, they may be consistently challenged based on the EU’s three-step test. And national copyright exceptions – despite their specificity – may be further constrained by the open-ended test as it may be found incompatible. Unlike the more flexible fair use provisions, the EU three-step test does not permit courts to introduce new forms of allowed unauthorized use (that subsequently becomes ‘authorized’). Thereby, Senftleben argues, the current EU system fails to achieve the benefits of either the Anglo-American or continental European copyright approaches, reducing legal certainty due to the restrictive application of the three-step test on precisely defined national exceptions.\textsuperscript{185} When relating this to AI-generated content more specifically, the author believes that Senftleben presents a compelling case on the inadequacy of the current EU copyright system when addressing AI-generated content. Especially when combined with the non-specified implementations of the safeguards provided in the draft AI Act, the issues become particularly prominent.

In addition to this, Senftleben notes that law making in the EU tends to be much slower than in individual countries becoming what he calls a worst-case scenario for the EU. Thus, he notes that responses to unexpected technological advancements and emerging needs will not only be slow, but also be highly codified by exceptions. We can therefore deduce that the Anglo-American framework would be a better framework to incentivize the creation- and further development of new technologies, as legal certainty can be provided by a court on a relatively short notice when compared to the EU framework.

Senftleben therefore argues that these factors highlighted above would require a more flexible system as the slow and precisely defined system necessitates repeated legislative intervention. He argues that it would be irresponsible not to do so, given the rapid pace of emerging technologies. Although the author of this piece is not exactly in full agreement with this statement, the need for swift legal clarity,
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which could be provided by a more flexible system, is agreed upon. Such clarity could be facilitated by a more agile system, potentially benefiting both copyright holders and AI model creators. Providing legal safeguards while also mitigating the burden of legal expenses all within a reasonable timeframe, thus presenting a possibly balanced solution which will be further explored in the next chapter.

4.3.2 Concluding on the Impact
Thus, this brings us to the potential for a substantial expansion in the scope of copyright protection. As previously noted, this could take several forms such as allowing the scraping of materials in a more fair use style, or not allowing such usage without permission. Additionally, new arbitrage opportunities may arise due to these new changes in scope. This makes it important to ensure that these changes are thought through well by the host country, as well as possibly preferring an option where these changes are disposed of in a global manner. This is due to the Anglo-American copyright system, which may rely on fair use principles, and is seemingly more flexible than its EU counterpart. This fact in turn is giving arbitrage opportunities for AI developers to choose a more flexible copyright regime, possibly negatively affecting the choices made by the European Union to create a fair and well-balanced playing field for both right holders and AI developers.

4.4 Interim Conclusion on the Analysis & US Benchmark
To conclude, the analysis of chapter four highlights the differences between US and EU copyright laws and their implications for AI developers, and intellectual property rights holders. The US benchmark, specifically relating to the fair use principle, provides more flexibility in using copyrighted materials for what are known as transformative purposes. In opposite to the EU, which relies on codified exceptions and a difficult to interpret three-step test. This flexibility the US has allows courts to swiftly adapt to novel situations such as the rapidly changing AI landscape without the need for (frequent) legislative updates. These jurisdictional differences may pose challenges for right holders who may want to protect their rights on a worldwide level, potentially leading to legal disputes and complicating the regulation of AI copyright laws.

Moreover, the impact on the economy is also a crucial consideration for deciding upon a strategy to address these AI developments. A balance must be sought between economic growth and increased (labor) productivity and content creation. However, at the time of writing, both the legal systems in the EU and US seem to lack clarity on many of the topics discussed throughout the thesis. Yet, due to the US’ increased flexibility, it may lead to legal certainty within a faster time frame. To address the concerns arising from AI technologies and their usage of copyrighted content, it is essential to find a resolution to the jurisdictional problems and work toward global collaboration in copyright protection.
With this comprehensive understanding and analysis, the following chapter will give the suggested solutions. An effort will be made to clearly express potential solutions to these problems in this section. This section will explore the feasibility and enforceability of each recommended solution, and concludes with a ranking.
Chapter 5 – Recommendations

5.1 Mitigating Risks of Copyright Infringement and AI

Now that the obstacles faced by the current EU legal framework and the effects of current copyright rules on AI models and the works they create have been investigated, it is relevant to evaluate potential proposals to solve these concerns within the context of this thesis. The main aim is to address the ability of right holders to identify when their work is being utilized by AI models, prove such usage, and enforce their intellectual property rights. More broadly, the thesis also seeks to address the application of copyright laws in a manner that does not impede economic progress, while maintaining the protection of copyright owners and guaranteeing them fair compensation for their work.

Initially, two regulatory enforcement solutions seem to emerge for this problem. Either picking a regulatory approach which is more stringent on AI developers and hence harm further economic and technological progress, while at the same time maximizing the economic utility derived by the copyright owners from their intellectual property. Alternatively, allowing AI developers to utilize copyrighted material for various purposes could also be a possible solution. The latter may increase the adoption and advancements of the technology, but could lead to inadequate compensation for rights holders. To solve these issues, Prof. Dr. Wolf-Georg Ringe recommends what he calls a regulatory sandbox for AI.\(^\text{186}\) He suggests that a regulatory sandbox provides a controlled environment where innovators and businesses can test and develop new AI technologies with fewer regulatory constraints.

This approach also seems to be the one taken by the European Union as of now. The EU initiated its first regulatory sandbox for AI which started in Spain in 2022\(^\text{187}\), which aims to bring competent authorities close to the companies that develop AI models to define best practices. Aiming to guide the implementation of the future EU AI Act.\(^\text{188}\) Research conducted by Prof. Wolf-Georg Ringe shows that the main benefits provided by such a regulatory sandbox are that it promotes innovation by
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allowing new technologies to develop in a controlled environment reducing the time to market for such new innovations.  

This is important especially because, as noted in the previous chapter, the draft AI Act is slow to adapt. Additionally, it can provide safeguards for copyright holders, such as by requiring enhanced transparency by obliging AI developers to report their usage of copyrighted material, or by pilot testing potential regulatory changes to create a more level playing field. Finally, it is noted that such a regulatory sandbox further fosters collaboration between the stakeholders involved. This latter point is especially important as the collaboration can lead to more effective and efficient regulations that balance the needs of the innovators, and other stakeholders such as the copyright holders. Therefore, the solutions proposed below will be examined from a perspective that the regulatory sandbox tool adopts – namely regulatory flexibility.

In this regard, the following will be examined: the opportunities and abilities that arise through new licensing schemes, digital rights management (DRM) and the EU proposed opting-out clauses. The reason for choosing these recommendations is that they are the most common manners of dealing with copyrighted materials in a digital environment. After which, a look at whether or not the EU’s current copyright framework would benefit from a more fair-use-like environment will also be discussed, as well as providing guidance for future research, which includes a note on possible changes to the international copyright framework.

5.2 Current Solutions

First, we must examine how current market practices have attempted to address these challenges, identifying areas for further improvement and practices that are already effectively operating in the real world. One recent example of this would be Stability.ai – the developer of Stable Diffusion – which announced that they will be implementing an option to allow right holders to opt-out. Another tool designed to assist creators and copyright holders to keep track of where their copyrighted content is used is ‘HaveIBeenTrained’. This tool allows artists to search for their works in the data set used to
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train Stable Diffusion by uploading it onto their digital website. After which this tool scans the training data, and provides the artist with the ability to have their content excluded if it were to be found.\textsuperscript{194}

In academic terms, this practice would be viewed as data pooling. This refers to the gathering and sharing of data from different sources, often used to create a larger, more comprehensive data set. In this context, a collective data pooling solution for copyrighted material used in AI models could be beneficial by including additional data governance procedures.\textsuperscript{195} One issue that arises here is that even if all AI models would publish a set of the works used in their models, that this would mean that copyright owners should spend their time checking each and every generative GPT AI-model before they are able to see whether or not their material was used.

One potential solution here would be to establish a centralized data pool accessible to copyright owners which gathers this data from all AI-model providers. However, if such a tool is not freely available (e.g. provided by a non-profit organization or governmental organization), then this would likely bring extra costs for the copyright owners, which it in turn has to deal with. A legal framework which could accommodate such a tool should consider various legal strategies. Governments could mandate and fund the tool’s development (even on an EU-level), or form public-private partnerships to share resources.\textsuperscript{196}

An alternative framework that could enable this solution is by requiring AI developers to report their use of copyrighted works to a central registry. Here a non-profit organization could then be encouraged through grants or other (tax) incentives to develop and maintain such a tool. A problem that arises here is that there may be fragmentation when the tool that is created is not seen as generally good, this could force copyright holders to need to purchase access to an alternative tool if this were to operate in a substantially more effective manner. Choosing the optimal outcome here could be done through the earlier proposed regulatory sandbox, where for instance, differing Member States may at first try out different proposed solutions, before coming together and choosing what fits best.

5.3 Licensing

In response to the issues highlighted above, some copyright holders have begun to offer specific AI-tailored licenses for the usage of their copyrighted materials. For instance, Getty Images in their press release about suing Stability AI note that “Getty Images provided licenses to leading technology
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innovators for purposes related to training artificial intelligence systems in a manner that respects personal and intellectual property rights”. These types of licensing are known as ‘limited licenses’ as they do not grant all the rights which the owner of the intellectual property possesses to the licensee, and instead only provides some of those rights.

This approach helps both to support AI development, as well as to ensure that copyright holders are fairly compensated for their material. AI developers who abide by such a license are shielded from legal uncertainty and corresponding legal issues. Such limited licensing schemes could thereby provide a potential solution to the copyright issues, which arise from AI models’ usage of copyrighted material. However, two additional issues arise, one: the implementation of such schemes requires cooperation among stakeholders, including the rights holders, AI developers, users, and possibly additional authorities (e.g. the platform/intermediary), all while avoiding the need for legal action and/or legal uncertainty. Another issue would be the cost of licensing.

The latter argument regards the fact that licensing material over simply freely scraping it from websites is far more costly. This in turn may lead to a situation where smaller AI developers may not be able to participate in the creation of new and innovative tools, and hence, hurting the economy in return. Therefore, only implementing licensing options to deal with the problems caused by copyright infringement against copyright holders may not be sufficient. Although it certainly would seem like a viable option for those who can afford to go this route.

From a legal enforcement perspective, limited licensing schemes offer a structured and well-known avenue for rights management. It provides a clear set of permissions for the use of copyrighted material to develop AI models, which in turn can significantly reduce the likelihood of disputes and/or litigation over such IP rights as they are clearly defined in the licensing agreement. In a regulatory sandbox system, licensing agreements can be further tested, iterated and optimized in an environment that allows for flexibility and quickly adapts to evolving needs from all stakeholders involved. Thereby providing copyright holders with a familiar system which may be able to appropriately protect their rights and ensuring compensation for their works. However, creating such licensing schemes may in turn bring about additional costs that copyright holders will need to account for.

This experimentation and learning can help develop a more effective and inclusive licensing system, while at the same time having minimal difficulties from an enforcement perspective. Therefore, the combination of licensing with a regulatory sandbox approach can address the challenges which arise between copyright owners and the creators of AI models. An example being where one jurisdiction may centrally pool material in a dataset to actively oversee licensing, providing a special license which both provides a monetary incentive for right holders while also ensuring that there is no overly large burden on AI developers. Whereas another jurisdiction may take more of a laissez-fair approach, for instance by leaving this process to the free market in its entirety and seeing which licensing schemes arise from this. However, due to the increased cost of such licenses, special attention should be given to ensure that this would not eliminate small innovative players from the market. But instead address the challenges faced by the stakeholder in a balanced and dynamic manner.200

5.4 Digital Rights Management & Opt-Out Mechanisms

Another approach to ensure that copyright owners’ rights are protected would be through the options of digital rights management (DRM) and opt-out mechanisms, which allow copyright owners to control the usage of their works in AI models ex ante. Therefore these two approaches will be discussed in depth in the following section.

5.4.1 Role of Opting-Out Mechanisms

The EU suggests one method to protect the rights of copyright holders is by implementing a machine-readable zone (MRZ). This could show whether or not an image (or other form of content) may be used for the training of AI models, etc. in a manner that is readable to machines. This is already something that is done in a similar manner on the internet through what is known as the Robots Exclusion Protocol (also known as the robots.txt file).201 The reader can check this him/herself by opening a popular website and adding /robots.txt to the end of the domain. This will then show a list of webpages that the website does (or does not) want to be looked at by robots/bots. For instance, if one does not want to have any webpages indexed by search engines in their /admin folder, they can disallow access to these in this manner.202
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The fact that such technology already exists is important to note, as the EU does not provide a clear way of how they would like to see this opting-out implemented. However, it is worth noting that the Robots Exclusion Protocol may not be suitable for addressing the needs of copyright owners, as they would either need to disallow access to certain websites by all bots, or specify all AI scraping bots specifically in the robots.txt file. Hence, another MRZ to tell bots not to use their content may be more appropriate to implement.

An alternative approach is presented in figures 3 and 4. Figure 3 shows a simple piece of HTML (web markup) code which includes an image as one normally would (without MRZ). Whereas figure 4 has a `<noscrape></noscrape>` tag around the image. In such a manner, a website would be able to tell scraping bots not to scrape this image. Of course, this could also be turned into a class, such as `<noscrape class="AI"></noscrape>` to only exclude the scraping for AI tools, whilst still e.g. allowing search engines to scrape the image to display in their image search.

However, as long as there is no clear way in which this MRZ should be designed, this should either quickly be disposed through the EU itself, or by creating a similar standard to the Robots Exclusion Protocol by the industry itself. Here, the regulatory sandbox environment can serve as a platform to develop and refine these mechanisms first by the industry, and to study their impact on copyright.
owners and AI developers before implementing a standardized approach through EU (or worldwide) legislation.

For copyright holders, such an option can be both easy to implement and low-cost as no additional licenses need to be purchased to use an open protocol as recommended above. The same is the case for AI-model developers and other stakeholders involved. Thereby making this recommendation attractive for copyright holders and other involved stakeholders. However, there are also some negatives from an enforcement and copyright holders perspective which will be discussed now.

From an enforcement perspective, while relatively easy to implement and flexible, opt-out mechanisms can pose challenges. One challenge that arises is the voluntary nature of such opt-out systems. It may still be open to disputes, as AI developers may (un)intentionally choose to ignore opt-out requests for instance due to a misinterpretation of the law or technical oversight. This could henceforth still lead to potential legal disputes between AI developers and copyright holders. Therefore, enforcement strategies for opt-out mechanisms may need to rely on a strong legal framework which includes penalties for non-compliance. Its chance of being successfully implemented ranks high, as the digital environment is already used to having such opt-out rules in place (Robots Exclusion Protocol, EU Cookies banners, etc.), making it a good option to be included in the EU regulatory sandboxing model.

5.4.2 Role of Technological Protection Measures (DRM)
Digital Rights Management also known as DRM, is a well-known approach in the creative industry, commonly used in video games and movies ensure that their copyrighted content cannot be illegally transmitted using specialty software. By incorporating such a DRM system into their works, right holders may be theoretically able to manage access to their works, and potentially control how AI models can access and use such copyrighted material. However, the usage of DRM systems must be balanced against the need to ensure that AI models can access such material for legitimate purposes – for instance as for the legal exceptions highlighted earlier.

From an enforcement perspective, DRM in this case may however be more difficult to accomplish than providing a universal manner of opting-out as to having digital content not included in the creation of AI models. This is so because DRM would need to be included in the content itself e.g. by the camera manufacturer to allow such DRM to be added at the time of taking the image. However, this may in
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turn lead to problems of how easily such material may be shared (i.e. will it need special software to view or transmit the images?), and to have all manufacturers work by the same standards.

It is true that in a regulatory sandbox, DRM systems for AI models can be tested and refined. These systems could theoretically be designed to respect exceptions for legitimate purposes, striking a balance between copyright protection and fair use. However, the challenge with DRM is the need for uniform standards across different content and equipment manufacturers. This factor complicates its implementation, and makes it one of the least likely solutions to be successfully implemented.

From a right holders’ perspective, although some may already be familiar with such practices, it would require them to bear the additional cost of development and implementation of such a system. Consequently, this option may appear less attractive due to the potential financial implications for the copyright holders that this entails.

5.5 Fair Use to Europe

Another possible option that arises is for the EU to take a more fair-use-like approach to copyright usage in AI models as discussed in-depth in the previous chapter. Although the development of AI models may benefit from a more hands-off approach with wider exceptions, as well as that all stakeholders may benefit from the additional flexibility and speed provided by implementing a fair use mechanism. This may not be as easy as it seems, given that it would constitute a tremendous change in the EU’s legal framework regarding copyright, as well as how its Member States currently deal with it.

However, even when considering the challenges of implementation, it is clear from research by Prof. Senftleben and others that the additional flexibility provided by such a fair use system will be far reaching. As Prof. Senftleben argues, the current legal framework employed regarding copyright in the EU neither provides enough flexibility (highly codified rules, e.g. InfoSec Directive) nor sufficient legal certainty (differing interpretations of the three-step rule), the advantages from the US fair use doctrine may function as a foundation point for a new copyright system throughout the European Union in what he calls the perfect match of civil law judges and open-ended fair use provisions.

As noted by Prof. Senftleben, even without directly implementing the fair use doctrine verbatim, the three-step test’s flexibility can be leveraged and redefined to be used as a balancing tool to expand
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existing limitations and introduce new privileges. As a result, EU judges would not use the three-step test as an additional control mechanism but instead it could serve as an opening clause supplementing the EU catalog of exceptions, providing it with the necessary flexibility to take advantage of the rapid development of AI technologies. However, considering the unresolved issues in the US related to copyright infringement by AI, and its consequential legal and economic impact, the proposed solution may be less viable. This potential impracticality becomes more apparent when the solution is juxtaposed with the significant changes required in the European legal framework, as suggested in this thesis. Hence, it may make more sense to provide more legal clarity. An example being to publish a newly updated AI Act which tackles the uncertainty by the opt-out provisions before the year 2025. For example, by providing a technical protocol as mentioned earlier. This way, copyright holders at least will be able to protect their content to some extent if they do not want their content to be used for the training of AI models.

From an enforcement and legal framework perspective, a fair use-inspired approach (e.g. leveraging the three-step test) and a revised AI Act offer potential solutions to the challenges presented throughout this thesis. For copyright holders, although such a fair use system may be able to provide them with legal certainty earlier on, the fair use principles may mean that their works could be used on a wider scale than under a non-fair use system. Thereby lowering the anticipated earnings of right holders, while benefiting the AI model developers. Therefore, from a copyright holders’ perspective, implementing such a system in the European Union may likely be mildly attractive.

Implementing a sandbox approach for public actors is challenging here because sandboxes are inherently not designed to accommodate public actors in this manner. The optimal solution may involve a combination of approaches, balancing legal clarity and flexibility, stakeholder protection, and innovation. Therefore, the approach of a fair use-like model in the EU regarding the usage of copyrighted materials in AI-generated content would likely be the most challenging option to implement, considering its divergence from the existing legal status quo within the EU.

5.6 A Note for Future Research

For future researchers I would suggest not only keeping an eye on the ever-changing rules, regulations and papers regarding the topic of copyrighted material which is being used to train AI models, but also to explore other areas of interest. These include other possible ways of protecting right holders besides the opt-out clause and technologies to warn them when their works are being used. As well
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as to examine how the developers of such AI tools may be protected against overly litigious practices, which in turn may hinder innovation in this space by imposing higher costs on developers.

Another major point of interest would be how such arbitrage opportunities uncovered in this thesis could be minimized. While the suggestion could be made to implement such rules and regulations on a global scale, alternative approaches may have eluded comprehensive examination within the scope of this research. As well as exploring the formulation of global rules to ensure that the rights of copyright holders and AI developers are not infringed upon in an unbalanced manner.

Implementing an international AI copyright framework may therefore be crucial to minimize arbitrage opportunities for AI developers and to enforce copyright holders’ rights across borders. However, achieving consensus among countries with varying interests and legal systems is challenging. Harmonizing the usage of copyrighted materials in AI models can benefit copyright holders by reducing arbitrage and promoting innovation within legal boundaries. However, the implementation of such a framework requires substantial time and effort. This point of an internationally aligned framework therefore may necessitate further research in the future.

5.7 Interim Conclusion on the Recommendations

In conclusion, resolving the issues of AI copyright infringement necessitates a multifaceted strategy that incorporates international, legal, and technical collaboration. Based on the issues highlighted, the following recommendations are suggested to mitigate the issues highlighted above:

1. Implement a clear opt-out mechanism
2. Explore AI-specific licensing schemes
3. Possibly investigate Digital Rights Management tools (DRM)
4. Implementing a more flexible fair use-like copyright model

Addressing the challenges associated with the use of copyrighted material in AI models, and implementing (some of) these recommendations, it would be possible to strike a balance between the rights of the copyright owners and the rights of the AI developers in a well-balanced manner. This will foster innovation, provide legal clarity for both sides and at the same time ensure that copyright owners will continue to be fairly compensated for their work.

Regarding the recommendations presented in this thesis, it is noted that there are differences regarding the enforcement of the recommendations, as well as how they fit in the chosen legal framework of the regulatory sandbox. The most challenging to implement from an enforcement and legal framework perspective would be implementing a fair use-like system in the EU as it may impose difficulties due to the remarkable changes in current legislation it would require. Although the latter
definitely could help in regard to legal certainty and flexibility by for instance adjusting the three-step test, it still ranks as one of the least likely options to be implemented to tackle the issues highlighted in this thesis. Regarding the usage of Digital Rights Management solutions, it was also concluded this is less likely to succeed given the need for international cooperation between lawmakers and manufacturers, as well as the additional costs and difficulties it imposes on right holders and end-users.

On the other hand, the opt-out mechanism and exploration of AI-specific licensing schemes may be more likely to succeed from an enforcement and legal framework perspective. Not only may they be well accommodated by a regulatory sandbox framework, they also are closest to already existing solutions such as the discussed robots exclusion protocol & limited licensing licenses. Hence, these latter two would likely be the most successful were they to be implemented to tackle the problems of finding a balance where AI developers are allowed to keep innovating, while at the same time appropriately rewarding the owners of intellectual property.

For future research, it is recommended to stay informed about the evolving rules, regulations, and literature pertaining to the use of copyrighted materials in training AI models. This includes monitoring the development of the draft AI Act in the EU, as well if other legislation will become relevant, such as the TDM guidelines highlighted throughout the thesis. Furthermore, it will be of interest to observe the efforts made to minimize international arbitrage opportunities, considering alternative approaches to implementing global rules and ensuring that the rights of intellectual property owners and AI developers are respected in a manner that aligns with both economic and legal considerations.
Chapter 6 – Conclusion

As asserted in the thesis, the use of copyrighted materials by AI models has become a significant issue, presenting complex challenges on both legal and economic fronts. Therefore, this thesis rigorously explored this phenomenon by asking the research question of:

“What are the legal and economic implications of using copyrighted material in AI models, and how should this practice affect the ownership and protection of the resulting work?”

To provide an extensive answer to this question, the legal and economic rationales for copyright protection were highlighted in the second chapter, the literature review. In short, it can be concluded that the legal rationale comes from protecting the works of a creator (or owner), whereas the economic rationale is related to the inherent value of such works and the industry as a whole, as well as rewarding the creating of such works while at the same time limiting the economic monopoly position that is awarded to the creator/owner to a limited time period. After which the impact of such usage of copyrighted material on the rights of creators, owners and users of copyrighted material was examined. For copyright holders, the main impact revolves around receiving appropriate monetary incentives for their works and maintaining a well-balanced level of protection. As well as noting the practical difficulties for copyright holders to trigger protection. Namely the identification of infringement, having to prove said infringement and being able to enforce their rights. For users and creators of AI models, the primary challenge is avoiding being forced out of the market.

The third chapter focused on the legal status quo, introducing the international copyright framework via the Berne Convention, and showing how such laws can be passed down to the EU’s Member States. Given the lack of clear international laws on this subject, the study further scrutinized EU-level regulations. Focusing on the three-step test which relates to copyright exemptions, and the four-step test which guides in concluding if something is to receive copyright protection. From the latter test, it was concluded that an output merely made by a prompt would not receive copyright protection as it would not fulfill the requirements for human intellectual effort, nor intent. When investigating the EU-level further, the TDM (text and data mining) and draft AI Act were introduced. The TDM exception was noted to provide what is known as an ‘opt-out provision’, this is where a rights holder is able to ‘opt-out’ of having their works be used by someone who mines/scrapes their data. However, it is unclear how this would specifically relate to the field of AI-generated content, as no specific guidance is given. The draft AI Act provided a similar exception as the ‘opt-out’ provision from the TDM laws, as well as additional safeguards. However, it did not provide necessary implementation guidance, nor further explained many of the safeguards and how the industry should implement those. Thereby not providing a sufficient level of protection for any of the involved stakeholders. This, combined with the
draft AI Act not being expected to be passed into EU law by 2025, meant that there is still a concern for more legal and regulatory clarity on this topic at the time of writing.

To further help establish an answer to the legal uncertainties, as well as to answer the research question, chapter four introduced an analysis of the Anglo-American fair use principles relating to the usage of copyrighted materials by AI models. Here, the more flexible fair use principles were benchmarked against the highly codified exemptions as they are given in Europe. These flexible fair use principles allow to provide legal clarity on an earlier basis, which in turn could be beneficial for both investors and creators of AI models, as well as copyright holders. However, the more ‘laissez-faire’ stance taken by the US may also mean that harm needs to occur before safeguards for copyright holders can be put in place. Although this in turn could also present benefits to such a fast-evolving industry, as attempting to impose regulations may be un- / counterproductive. Therefore, Dr. Senftleben argues for a fair-use-like system to address these issues. The author agrees on the need for swift legal clarity, which could be provided by a more flexible system, yet note that such a system should be well balanced with all the stakeholders involved as to not negatively affect the rights of copyright holders.

The fifth and final chapter before the conclusion noted the recommendations that could be made to mitigate the risks of copyright infringement by AI models. Starting with introducing the regulatory flexibility framework that includes the usage of a regulatory sandbox approach. Which is a controlled environment where innovators and businesses can test and develop new AI technologies with fewer regulatory constraints imposed on them. The reason for doing so is that this approach is also taken by the EU, who initiated its regulatory sandbox on AI in Spain in 2022 which aims to guide the implementation of the future AI Act. The chosen recommendations, already common in dealing with digital copyrighted content, include the use of DRM techniques, opt-out strategies, licensing, and a shift towards a more fair use-inspired model. After these recommendations were made and discussed in-depth, future researchers were addressed to further explore this topic, especially when relating to the non-copyright holders (i.e. users / creators of AI models) and the international arbitrage opportunities that may arise from differing international copyright legislation. The recommendations were later ranked with the opt-out mechanisms and limited licensing schemes to be most likely to be effective. Although that introducing a more fair use-inspired system may have its benefits in providing a more flexible legal approach, it would require a substantial change in EU copyright legislation, and with the somewhat diminished rights for copyright holders this would be unlikely to succeed. The recommendation of DRM (digital rights management) is also unlikely to be successful. As it would require not only international cooperation, but also require all the world’s manufacturers of content producing equipment and software to cooperate to create a single usable DRM mechanism. The costs
of which would likely fall back on the copyright holders and users, thereby making this approach unlikely to succeed.

In conclusion, the field of copyright and artificial intelligence is one that shall continue to grow for the coming years both in size and in (regulatory) importance. The legal and economic implications of using copyrighted materials in AI-generated works are numerous as discussed, and this practice should be properly balanced to ensure that the rights of the copyright holders nor its users are being negatively affected. Which could be done by introducing a sandbox framework for AI which allows for both a focus on (new and improved) licensing schemes and clear opt-out mechanisms for right holders. As well as by providing a clear framework to operate in for both right holders as well as AI developers would be crucial to ensure that we would be able to both enjoy the benefits of such generative AI models, as well as being able to continue to protect human artists.
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