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Abstract 
 
Amplitude-mode (A-mode) ultrasound (US) was proposed as non-radiant and non-invasive 
alternative technique for measuring bone kinematics and gait analysis. The system tracks the 
bone pose in 3D using optical markers and a motion tracking system, while A-mode US trans-
ducers measure the distance to the bony surface. However, detecting the actual bone depth 
using A-mode US is challenging, and the accuracy of the depth estimations remains unclear. 
Therefore, this study aimed to assess how accurate the A-mode US transducers can measure 
skin-to-bone distance. Multiple preliminary experiments were conducted and the outcomes 
were described in the appendices of this report. The main study included one right lower leg 
of a human cadaver, supplemented with three US holders and a total of nine US transducers. 
US estimated depths were calculated using the peak time in the A-mode signal and the speed 
of sound in soft tissues, and validated towards the ground truth depths from simultaneously 
conducted Computed Tomography (CT) scans at Ultra High Resolution (UHR). Two consecutive 
CT scans resulted in 18 CT ground truth depths, which were derived from the segmented 3D 
models of the tibia and the US transducers. Four measurements were excluded, and initially, 
for 3 of the 14 remaining outcomes (21%), the selected peak in the US signal was incorrect. 
After selecting the correct peaks, the US measurement overestimated the CT ground truth 
depth in 12/14 cases, and underestimated in the other two cases. Using the standard speed of 
sound in soft tissues (1540 m/s), the mean and standard deviation of the absolute difference 
between US estimated depth and CT ground truth depth was 0.9192 ± 0.4850 mm, whereas 
the best fitting speed of sound for the current setup (1424 m/s, according to one of the pre-
liminary studies) decreased the mean absolute error to 0.6293 ± 0.6872 mm. In conclusion, if 
the correct amplitude peak in the US signal can be identified, the A-mode US transducers are 
capable of measuring skin-to-bone distance in a human cadaver leg with mean absolute errors 
below 1 mm. 
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1. Introduction  
 
Measuring in vivo bone pose and joint motion in three-dimensional (3D) space enhances mak-
ing diagnoses of joint disorders, assists in the development of prosthetic implants, and enables 
quantitative evaluation of (surgical) treatment.1 Contemporary methods for accurate quantifi-
cation of complex joint kinematics, such as fixating intra-cortical bone pins to track the posi-
tions of bone segments with motion capture or surgical navigation systems,2,3 and biplane X-
ray fluoroscopy to capture dynamic motion of the knee,4–6 are highly invasive or require harm-
ful exposure to ionizing radiation, respectively.  
 
The emerging four-dimensional (4D) dynamic imaging techniques, which include time domain 
data in order to track the dynamic 3D bone pose and joint kinematics inside MRI7–9 or CT10,11 
scanners, also bear inherent limitations such as considerable workload, high cost, and unsuit-
ability for gait analysis or evaluation of joint kinematics during activities of daily living. Further-
more, even the most commonly used non-invasive method for evaluating 3D joint kinematics 
in vivo, optical tracking of skin-mounted markers, poses significant challenges since non-rigid 
movement of the underlying soft tissues causes Soft Tissue Artifacts (STA) and impedes accu-
rate representation of the skeletal kinematics.12,13  
 
A promising non-invasive and non-radiant alternative technique involves multiple amplitude-
mode (A-mode) ultrasound (US) transducers supplemented with optical markers for tracking 
3D bone pose using a motion capture system. For each transducer, the distance between the 
skin and bone is estimated and, subsequently, the acquired points are registered to a known 
bone model (Figure 1). Previous studies measured tibiofemoral kinematics in a human cadaver 
with one-channel and multi-channel A-mode US systems, further verified its potential to over-
come the issues with STA of skin-mounted markers with an in-situ comparison study on a 
cadaveric specimen, and demonstrated the technical and clinical feasibility of tracking joint 
motion during dynamic conditions in an in vivo experiment.14–17  
 

 
Figure 1 The first generation ultrasound (US) holders for A-mode ultrasound transducers are supplemented with 
optical markers (left) for motion tracking. The distance between skin and bone can be derived from the US signal 
(middle), and the corresponding 3D bony landmark points can be registered to a known bone model to estimate 
the 3D pose of the bone (right). 
 
Despite the promising outcomes, further validation of the A-mode US system is required be-
fore clinical implementation is justified. Accurate bone depth estimation data to determine 3D 
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bone pose is essential for adequate kinematic analysis. However, detecting the actual skin to 
bone depth using the A-mode US system poses multiple challenges. Firstly, the emitted ultra-
sound wave passes through multiple layers of soft tissue before reaching the bone surface. The 
ultrasound signal is reflected and refracted at each transition, due to differences in acoustic 
impedances between the soft tissue layers. This can cause ambiguity in the signal received by 
the transducer, which potentially hides the true location of the underlying bone surface (Figure 
2). Secondly, non-perpendicular orientation of the transducer with respect to the bone surface 
results in less prominent amplitude peaks in the US signal. Previously, the current A-mode US 
system’s capability to accurately detect depths was only demonstrated in a phantom study 
involving a staircase with 24 stair steps of 2 mm height and further validation of bone depth 
estimation is lacking.  

 
Figure 2 Illustration of an A-mode ultrasound transducer emitting ultrasound waves trough the soft tissues before 
reaching the bone surface (top) and the corresponding (simplified) ultrasound amplitude versus time signal (bot-
tom). In ideal circumstances, the amplitude peak in the ultrasound signal corresponds to the bone surface (left). In 
case of additional layers of soft tissue, the signal received by the transducer might cause multiple amplitude peaks 
that complicate selecting the true bone peak (right). 
 
Hence, the aim of this study was to assess how accurate the A-mode US transducers can meas-
ure skin-to-bone distance in a human cadaver leg. This can be done by processing the received 
US signal into depth estimation data (i.e., the distance between the transducer’s tip and the 
respecting bone surface), which is validated towards simultaneously conducted CT scan images 
(the ground truth). CT scan data includes 3D poses of all US transducers as well as the 3D bone 
model of the cadaver leg, which allows for deriving the true distance between the US trans-
ducer’s tip and bone surface point.  
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To overcome limitations of the previous US holder design, including the lack of features for 
adjusting individual transducers and for tracking individual transducers orientations, a new ul-
trasound holder prototype (gen-1) has been developed and introduced in this study. It allows 
for free orientation adjustment of the transducers, which means each individual transducer’s 
orientation can now be freely adjusted by the use in the full three degrees of freedom.   
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2. Materials & Methods 
 
2.1 Experimental setup 
The experimental setup (Figure 3) includes one frozen right lower leg (from foot to proximal 
tibia) of a human cadaver, obtained from and approved by the Department of Anatomy of the 
Radboud University Medical Center (RUMC). An ultrasound (US) machine (Diagnostic Sonar 
Ltd., Livingston, Scotland) with nine A-mode US transducers (Imasonic SAS, Voray-sur-l'Ognon, 
France; operating frequency 7.5 MHz, diameter 6 mm, casing dimensions 20 mm by 8 mm 
diameter) attached (Figure 4), is connected to a PC for streaming and storing the receiving 
ultrasound signal. Three custom-made, 3D-printed plastic holders were developed to secure 
the A-mode US transducers to the cadaveric leg.  

 
Figure 3 Schematic of the experimental setup including a human cadaveric leg on the table of a CT scan, A-mode 
transducers within US holders attached to the leg and connected to the ultrasound machine and external PC. 
 
The design of the holders includes nine ball-joint casings that exactly fit the A-mode US trans-
ducers, which enable pivoting and altering the orientation of the transducers after the ball-
joints are inserted into the sockets of the holders. Additionally, square polyamide platforms 
(15*15 mm) were 3D-printed and each platform was supplemented with four fiducial markers 
(tantalum spheres with diameter  1 mm). Polyamide screws connect the platforms to the ball-
joint casing, and tightening of the screws further presses the transducers against the skin (Fig-
ure 5). The US setup and holders were developed at the Department of Biomechanical Engi-
neering of the University of Twente. 
 
2.2 Measurement protocol 
The cadaver leg was thawed one day prior to the experiments, and the experiments were per-
formed at room temperature. After attaching the ultrasound holders to the leg using Velcro 
straps, US gel was applied in the sockets of the holders. From proximal to distal, the holders 
are positioned (1) lateral to the tibial shaft, (2) medial to the tibial shaft, and (3) at the medial 
malleolus with two, three and four A-mode US transducers in each holder, respectively (Figure 
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6& Figure 7). The cadaveric leg was statically positioned on the table of an Ultra-High Resolu-
tion Computed Tomography (UHR CT) scanner (Aquilion Precision, Canon Medical Systems 
Europe BV, Zoetermeer, the Netherlands) at the radiology department of the RUMC.  

 

 
Figure 4 Schematic of one A-mode ultrasound 
transducer (Imasonic SAS, Voray-sur-l'Ognon, 
France). Dimensions are shown in millimeters. 

Figure 5 The A-mode ultrasound transducer is positioned 
within the ball-joint casing. The polyamide screw connects 
the platform with fiducial markers to the ball-joint casing, 
and further presses the transducer against the skin when 
tightened (right figure). 

After positioning the leg on the table, the US transducers were manually pivoted, while the 
amplitude versus time signal of the corresponding transducer was visually checked by two 
observers (DC and MD) to find the optimal orientation of each transducer (i.e. the orientation 
that results in the clearest amplitude peak in the ultrasound signal that is presumed to reflect 
the bone surface). In total, the whole setup of cadaver leg with the US holders and nine US 
transducers was scanned in the UHR CT twice. Between the two scans, the position of the leg 
was slightly altered, and the US transducers were reoriented as described above. During both  
CT scans, the US measurements data was obtained simultaneously with CT scan imaging, yield-
ing two data outputs; ultrasound raw signal, stored as a collection of TIFF files, and volume 
images, stored as a collection of DICOM files.  

 

 

Figure 6 Ultrasound transducer positions on the lower 
leg. Positioning (from proximal to distal): two 
transducers lateral to the tibial shaft (orange), three 
transducers medial to the tibial shaft (red), and four 
transducers on the medial malleolus (blue).  

Figure 7 The nine transducers within three holders (from left 
to right): medial malleolus, tibial shaft distal/medial, tibial 
shaft proximal/lateral. 
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2.3 Data processing 
 
2.3.1 Depth estimation using ultrasound   
The US measurement was started before and ended after the CT scan and, as the raw ultra-
sound signal is encoded in TIFF files, a total of approximately 12000 TIFF files were generated 
and subsequently stored. A subset of all the TIFF files were selected from the middle of the 
data set, assuming that these were representative for the whole data set. The TIFF files are read 
and decoded into raw amplitude versus time data for each transducer. Raw data is then pro-
cessed using Time Gain Compensation (TGC), frequency filtering, enveloping, and peak detec-
tion using an algorithm written by Dennis Christie in Matlab R2022b (Figure 8). As the algorithm 
requires lower and upper bounds as an input for detecting the peak, these were manually 
selected and agreed on by two observers (DC and MD) per transducer for each measurement. 
 

 
Figure 8 Workflow for computing the bone surface depth estimation from the A-mode ultrasound raw signal. TGC 
= Time Gain Compensation.  
 
Figure 9 shows illustrative figures of the A-mode US results including the lower and upper 
bounds for four transducers, collected during preliminary experiments with the A-mode US 
setup and the cadaver leg. Ideally, the raw signal shows one clear, high peak which can be 
presumed to reflect the bone surface (Figure 9A and B). However, frequently the peak is less 
prominent (Figure 9C), or the signal shows multiple peaks (Figure 9D) and selecting the lower 
and upper bounds is not as evident. In that case, the bounds are determined such that the 
highest peak or, if there is not one highest peak, the farthermost peak is selected. 
 
Finally, the time of the peak is converted into depth estimation data. As the sound waves are 
both emitted and received by the same US transducer, the wave travels twice the distance in 
the peak time. Hence: 

𝑠!"# =	
𝑡 ∗ 𝑣
2

 

where 𝑠!"# is the estimated distance between the transducer tip and the bone, 𝑡 is the time of 
the amplitude peak in the US signal, and 𝑣 is the speed of sound through the intermediate soft 
tissues. The value for speed of sound was varied during data analysis, from 1424 to 1540 m/s,  
based on the minimum speed of sound measured at room temperature in different pieces of 
cadaver soft tissues in a preliminary experiment using the current A-mode US setup (Appendix 
A.2), and the established value for speed of sound in soft tissues according to literature,18 re-
spectively. For each transducer, the subset of  TIFF files yield a collection of depth estimation 
values, of which the median value is reported as US depth estimation. 
 



 9 

 
Figure 9 Four illustrative figures of A-mode ultrasound amplitude versus time results for four transducers, showing 
the raw signals (green), the envelope of the signal (red line), the peak detected by the algorithm (red dot), and the 
manually selected lower (blue dashed line) and upper (magenta dashed line) bounds for the peak detection algo-
rithm. 
 
2.3.2 Depth ground truth using CT  
The CT scan Field Of View (FOV) was minimized, such that the resolution of the two scans was 
optimized to 0.20 * 0.20 * 0.25 mm (voxel size with 0.25 mm slice thickness). Furthermore, CT 
scan images were reconstructed using the Single Energy Metal Artifact Reduction (SEMAR) 
algorithm tool, to obtain optimal images despite the multiple metallic US transducers (Figure 
10). After collecting the data, the two sets of CT images were processed to obtain two data 
outputs: the 3D bone model of the bone and the US transducers’ 3D poses, which were used 
to derive the bone surface depth ground truth (Figure 11). Therefore, the tibia, nine transducers 
and 36 fiducial markers were segmented in both CT scans with 3D slicer19 by one observer 
(MD), using thresholding and manual adjustments, with supplementary smoothing (Gaussian 
0.5 mm) of the transducers. Additionally, the other observer (DC) independently segmented all 
elements in the first CT scan with Materialise Mimics. The resulting tibia, transducers and fidu-
cials 3D meshes were transformed into the global coordinate system using Matlab R2022b. 
 
The bone surface depth ground truth is assumed to be the distance between the tip of the 
transducer that touches the skin, and the underlying bone surface. Three different methods 
were applied to find this distance for each transducer, of which the ‘tube method’ is assumed 
to best represent the ground truth value of the US depth estimation (Appendix B). The method 
involves hypothetical US beam lines, parallel to the z-axis (long axis) of the US transducer, from 
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the tip of the transducer to the bone surface. The lines form a hypothetical tube with radius 3 
mm (corresponding to the US transducer’s tip diameter excluding the casing), around the cen-
tral z-axis of the transducer (Figure 12). 
 

 
Figure 10 CT scan slice (axial) of the lower leg with an A-mode ultrasound transducer facing the tibia before (left) 
and after (right) Single Energy Metal Artifact Reduction (SEMAR). 
 

 
Figure 11 Workflow for computing the bone surface depth ground truth, which is defined as the distance between 
the tip of the transducer and the underlying tibia surface. The tibia model and US transducers are segmented from 
the CT scan data, and their 3D poses are used to compute the bone surface depth ground truth. 
 
2.3.3 Depth validation 
Using the hypothetical US beam tube method for CT scan data set 1, the ground truth was 
calculated using the segmentations from both independent observers (DC and MD). The 
ground truth distances from each observer are then compared, and the mean absolute differ-
ence is defined as the interobserver variability of the ground truth. Subsequently, the segmen-
tations by one observer (MD) for both CT scan data sets were used to determine a total of 18 
ground truth depth values. For the main comparison of the US depth estimation data and the 
depth ground truth data, 1540 m/s was used as speed of sound for the US depth calculations. 
From this comparison, the observer(s) could verify whether the manually selected lower and 
upper bounds in the US signal (Figure 9) correspond to the ground truth. If this was not the 
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case, the lower and upper bounds were updated such that the ground truth is within the range, 
and the US depth estimation calculations were repeated. Next, the updated estimated depths 
for each US transducer were compared to the corresponding ground truth depths, and the 
mean ± standard deviation (SD)absolute difference between the values was determined to 
define the overall measurement error. Finally, the speed of sound input for the US depth cal-
culations was varied from 1424 to 1540 m/s to find the value that results in the lowest overall 
error between estimated and ground truth bone surface depth. 
 

 
Figure 12 A hypothetical ultrasound (US) beam tube (purple) is defined as a set of hypothetical US beam lines from 
the tip of the US transducer to the underlying tibia surface, with a radius of 3 mm around and parallel to the central 
z-axis of the transducer (magenta line).   
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3. Results 
 
3.1 Data collection 
Data was collected for nine US transducers during the two subsequent CT scans. In the end, 
the results of two US transducers had to be excluded from the analysis. Firstly, the US meas-
urements from transducer number 30 (see Figure 7) were excluded because during the exper-
iment, a clear (bone) peak could not be found in the signal despite altering the orientation of 
the transducer. Secondly, the ground truth depth from the CT scan for transducer 20 (see Figure 
7) could not be determined, since analysis of the CT data showed that the transducer was not 
facing the bone during both CT scans (Figure 13). Hence, only seven transducers remained for 
inclusion in the analysis for two CT scans, yielding a total of 14 values for the comparison of 
US depth estimation and CT depth ground truth data.  
 

 
Figure 13 Axial slices of CT scan 1 (left) and CT scan 2 (right) showing the orientation of transducer number 20 with 
respect to the tibia and fibula. A ground truth depth could not be obtained for this transducer, since the transducer 
was not facing the bone (tibia).   
 

3.2 Depth ground truth using CT  
Depth ground truth results were obtained using the 3D models of the tibia and US transducers 
(Figure 14), segmented by two independent observers for CT scan 1, and one observer for CT 
scan 2. The interobserver variability of the ground truth depth was obtained by comparing the 
results of the two observers for CT scan 1 (Figure 15). The lowest difference (0.0246 mm) be-
tween the measurements from the two observers was found for transducer number 25 (4.8718 
mm versus 4.8964 mm), and the largest difference (0.2198 mm) was observed for transducer 
28 (14.8368 mm versus 15.0566 mm). Overall mean and standard deviation (SD) of the differ-
ence in ground truth depth was 0.1088 ± 0.0719 mm (Table C.1). 

 
Figure 14 Screen capture of the 3D models of the tibia and the nine ultrasound transducers (segmentations from 
CT scan 1). 
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Figure 15 Ground truth distances from transducer’s tip to tibia surface, using the segmentations 
by two independent observers (DC: Dennis Christie; MD: Maxime Devos) for CT scan 1. 

 
3.3 Ultrasound peak selection 
The manually selected lower and upper bounds were used as input for the US peak detection 
algorithm. First, the US peak times were compared to the CT ground truth depths, by convert-
ing the CT depths into time domain data using speed of sound 1540 m/s. For three out of 14 
cases (21%), the CT ground truth was outside the chosen bounds for the US peak detection 
(Figure 16). Therefore, the US bounds for these three measurements were redefined in order 
to include the CT ground truth depth in the range.  
 
3.4 Depth validation 
The US graphs, including raw and enveloped US signal, US lower and upper bounds, and esti-
mated peak time, were visually analyzed and compared to (1) the ground truth time value 
(calculated using speed of sound 1540 m/s and obtained from the data of one observer (MD)), 
and (2) the corresponding CT scan images (Figure C.2). Additionally, the numerical outcomes 
of US estimated peak times were converted into US estimated depths using speed of sound 
1540 m/s, and these were compared to CT ground truth depths to find the numerical differ-
ences. The results (Table C.2) show that in 12 out of 14 cases, the US estimated depth is larger 
than the CT ground truth depth. Only for CT scan 2, transducer 24 and 28, the US estimated 
depth was an underestimation with respect to the CT ground truth depth. Overall, the absolute 
differences range from 0.0343 mm (CT scan 2, transducer 29) to 1.8144 mm (CT scan 2, trans-
ducer 28), and mean and SD of the absolute difference were 0.9192 mm and 0.4850 mm, re-
spectively.  
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Figure 16 The ultrasound raw signal, signal envelope, US lower and upper bounds, and CT ground truths for three 
transducers (left) and the corresponding axial CT slice (right). For these three cases, the CT ground truth was outside 
the range of the manually selected US bounds.  
 
Subsequently, the speed of sound was varied from 1424 m/s to 1540 m/s to find the speed of 
sound value that results in the lowest overall mean absolute difference between US estimated 
depth and CT ground truth depth. Using the best fitting speed of sound for the current study, 
1424 m/s, the US estimated depths were recalculated (Table C.2). The resulting US estimated 
depths were an overestimation of the CT ground truth in 8/14 cases, and an underestimation 
in the remaining 6/14 cases. The absolute differences range from 0.1000 mm (CT scan 1, trans-
ducer 24) to 2.8990 mm (CT scan 2, transducer 28), and mean of the absolute differences 
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between US estimated depth and CT ground truth depth decreased to 0.6293 ± 0.6872 mm, 
as compared to the calculations with speed of sound 1540 m/s (Figure 17).  
 
 

 
Figure 17 Absolute differences between US estimated depth and CT ground truth depth for 
each transducer (black circles), with two different speed of sound inputs for the US esti-
mated depth calculations. (v: speed of sound.) 
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4. Discussion 
 
4.1 Depth validation 
This study aimed to asses how accurate the A-mode US system can measure skin-to-bone 
distance in a human cadaver leg. The depth validation results show that the mean absolute 
difference between the A-mode US measurement and the CT ground truth is just below 1 mm 
(0.9192 mm), on condition that the correct peak in the A-mode US signal is selected. For com-
parison, the current standard for non-invasive and non-radiant kinematic measurements with 
skin-mounted markers and optical tracking measures 3D bone pose with root mean square 
errors up to 29.3 mm.20 The underlying issue, soft tissue artifacts, remains unsolved to date, 
despite extensive research and various attempts to compensate for it.21,22 The ultimate goal is 
to achieve accuracies similar or superior to biplane X-ray fluoroscopy, which can capture dy-
namic motion of the knee with accuracies in the order of 1 mm for translations and 1 degree 
for rotations.4–6 However, future steps towards 3D bone kinematic measurements, such as reg-
istration and 3D tracking of the A-mode US transducers, will further increase the A-mode US 
system’s errors, and final accuracies in the order of 1 mm seem out of reach unless the skin-
to-bone depth measurement accuracy is improved.  
 
4.2 Challenges related to ultrasound 
In order to improve the accuracy, the inherent challenges of measuring skin-to-bone distance 
using A-mode US should be addressed. The first major challenge was selecting the right bone 
peak in the US signal. Initially, blind selection of the peaks appeared to be incorrect for three 
out of 14 transducers (21%). For two out of three incorrectly selected peaks, (CT scan 1 and 2, 
transducer 24) the ground truth is close to multiple small peaks in the US signal rather than 
the highest peak, which is potentially due to multiple soft tissue transitions and therefore fewer 
US signal that is transmitted to the bone. For the third case, a smaller, arguable peak further 
away in the signal was selected. Since another observer might have selected the correct bone 
peak right away, this illustrates that peak selection is dependent on the observer’s experience. 
Furthermore, one transducer (number 20) did not face the bone surface despite peaks in the 
US signal, which supposedly reflect transitions of soft tissues. For the transducer that lacked a 
clear (bone) peak in the US signal (number 30), only a small layer of soft tissue is present be-
tween the US transducer’s tip and bone surface, and near field distortion of the US signal is 
presumed to play a role here. Overall, these findings also contribute to a better understanding 
of the A-mode signal.   
 
The second major challenge of using A-mode US for estimating skin-to-bone distance is asso-
ciated with the speed of sound in soft tissues. Even though 1540 m/s is known as golden 
standard for average speed of sound in soft tissues and even used in B-mode US reconstruc-
tions, this value was acquired in 1950 through an in vivo measurement of human biceps,18 and 
speed of sound in cadaver tissue differs from human in vivo tissue (Appendix A.2). Therefore, 
the speed of sound was altered to find the optimal speed of sound within the range of the 
preliminary experiment. Apparently, the mean absolute difference between US estimated 
depth and CT ground truth depth is strongly dependent on the selected speed of sound, con-
sidering that using the best fitting speed of sound (1424 m/s instead of 1540 m/s) for the 
calculations reduced the mean absolute difference with almost 32% (from 0.9192 mm to 0.6293 
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mm). Thus, selecting the proper speed of sound for each US transducer location could further 
enhance the accuracy of depth estimations by the A-mode US system. 
 
4.3 Challenges related to CT 
In order to validate the US estimated depth, the tibia and US transducers were segmented from 
CT scan images to define the ground truth depths. Although it was initially planned to use an 
automatic bone segmentation algorithm23 for tibia segmentation in CT,24 using this neural net-
work was not feasible due to a missing femur and patella in the CT scan. Besides, the algorithm 
is trained for the proximal part of the tibia whereas in the current study the distal tibia was of 
greater interest. Therefore, the tibia and transducers were manually segmented, and the vari-
ability of the ground truth depth was analyzed by comparing the results from two independent 
observers for one of the two CT scans. Due to metal artifacts caused by the US transducers, 
some parts of the manual segmentation were complicated, especially at locations where the 
transducers were close to the tibia. Nevertheless, the resulting interobserver variability of the 
ground truth depths was small, 0.1088 mm, which equals approximately half the size of a voxel 
(0.20 * 0.20 * 0.25 mm). The bone segmentation on CT scan images will remain a challenge, 
unless the 3D bone model is obtained from an additional CT or MRI scan without US transduc-
ers attached. 
 
4.4 Strengths and limitations 
In spite of the challenges, the current study had multiple strengths. Firstly, this was the first 
study that aimed to validate the depth estimation by A-mode US, by comparing it to the 
ground truth skin-to-bone depth on simultaneous CT scans. Secondly, the results from this 
study contribute to an improved understanding of A-mode US signals. For example, up until 
now, it was assumed that the orientation of the transducer should be perpendicular or at least 
almost perpendicular to the bone surface. However, the results from this study show that even 
with a non-perpendicular orientation, the A-mode US signal can show a clear peak that closely 
corresponds to the bone surface. Thirdly, preliminary experiments were conducted in order to 
define and account for potential additional inaccuracies. 
 
One of the limitations of this study was the assumed value for speed of sound in soft tissues. 
Even though the realistic range for speed of sound was defined in a preliminary experiment, 
the accuracy of the depth validation experiment would improve if speed of sound was meas-
ured through soft tissues at the location of each transducer. The best available method for this 
would be to cut out the soft tissue pieces and measure speed of sound in a setup similar to 
the preliminary experiment. However, this procedure was not possible as the cadaveric leg 
would then be unsuitable for future experiments. Another limitation of this study was the 
method for determining the ground truth depth, as it omits the divergent character of the US 
beams and might therefore not exactly represent the US estimated depth. This could be cor-
rected for in the future, but requires more detailed insight into the specific patterns of these 
A-mode US waves.   
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5. Conclusions and future work 
 
5.1 Conclusions 
The mean absolute difference between the A-mode US estimated depth and the CT ground 
truth depth is just below 1 mm (0.9192 mm), supposing that the correct peak in the A-mode 
US signal is selected. Still, selecting the right peak remains a major challenge, since it is subject 
to interpretation by the observer, clear (bone) peaks are sometimes lacking and in some cases, 
the clear high peak does not represent the bone surface. In addition, the mean absolute dif-
ference reduces considerably, from 0.9192 mm to 0.6293 mm, when the optimal speed of 
sound is used. However, defining the speed of sound for each transducer is challenging, and 
will remain a challenge in in vivo measurements as well. In order to qualify as accurate and 
reliable alternative method for 3D bone kinematic measurements, the A-mode US system’s 
skin-to-bone depth measurement inaccuracy should be further reduced. 
 
5.2 Future work 
Future studies should focus on expanding the available data for validating US estimated depths 
towards ground truth depths. Thereby, the correlation between amplitude peaks in de A-mode 
US signal and the bone surface could be further investigated. For example, with additional data, 
a potential positive relationship between perpendicularity of the US transducer and US ampli-
tude height or clear peaks in the US signal could be further confirmed or denied (Appendix E). 
To address the problem of peak selection, additional CT scan data of human subjects could 
eventually provide a standard for upper and lower bounds for the US signal, depending on the 
location of the transducer.  
 
With regard to the speed of sound in soft tissues, future studies on human cadaver tissue could 
consider conducting speed of sound experiments right after the US/CT scan experiment and 
correlate these results to the different layers of soft tissue. Future studies on human subjects 
could consider measuring the different layers of soft tissue on the CT scan images. Besides, the 
challenge with speed of sound in vivo will be less significant than for human cadaver tissue, 
considering the available literature on speed of sound through soft tissues in vivo. Segmenta-
tion of the tibia and US transducers from the CT scan data could be improved by scanning the 
lower leg and transducers separately, which reduces the effect of metal artifacts on the seg-
mentations and enables fitting of the segmented tibia and transducers to the other CT scan. 
Supposing that the accuracy of skin-to-bone depth estimation by A-mode US can be en-
hanced, future studies should start focusing on practicality of the system. To enable gait anal-
yses, it should be considered that that the US transducers eventually need to be supplemented 
with optical trackers, which potentially requires different positioning of the US holders. 
 
This study has shown that A-mode US is a promising tool for non-invasive and non-radiant 
kinematic analyses. However, further steps in the development and implementation of the 
technique are necessary. Although the current findings indicate that accurate skin-to-bone 
depth measurements by each A-mode US transducer requires correct peak selection in the US 
signal, the ultimate 3D bone pose reconstruction is plausibly less susceptible to wrongly se-
lected peaks, considering that the great majority (approximately 80%) of the peaks was se-
lected correctly. Assuming that this finding can be extrapolated for an increased amount of US 
transducers, future research could enhance the registration algorithm such that it finds the best 
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fit to the 3D shape of the bone model. Thereby, the remaining points (approximately 20%) that 
correlate to the wrongly selected peaks in the US signal can be identified and excluded, and 
the impact of selecting the (in)correct peak will be less significant. Notably, these results are 
based on static (cadaver) measurements. Since the dynamic aspect of kinematic analyses will 
increase the challenge of bone depth detection and potentially peak selection in the US signal, 
the current results should not be extrapolated for future studies that incorporate dynamic 
measurements. 
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Appendix A Preliminary experiments 
 
A.1 Axial registration points of the A-mode ultrasound transducers 
 
Introduction 
The ultrasound (US) estimated depth is validated towards simultaneously conducted CT 
scans, assuming that the ground truth depth can be measured from the US transducer’s tip 
to the underlying bone surface. However, a potential offset in the axial registration point 
(Figure A.1) of the US transducers could induce additional inaccuracies. Therefore, the aim of 
this preliminary study was to verify whether the A-mode US signal is registered at the surface 
or at some point within the transducers.  

 
Figure A.1 The A-mode ultrasound (US) transducer 3D view (left) and 
side view (right). The axial registration point is defined as any point on 
the long axis of the transducer (red dashed line). 

 
Methods 
The current A-mode US setup includes a total of 30 transducers, and each of the 30 transduc-
ers was tested in an experimental setup (Figure A.2) with the transducer surface submerged 
in distilled water, facing the bottom of a glass container (Figure A.3). The setup includes a 
micrometer (Mitutoyo) and allows for measuring the distance from the transducer surface to 
the bottom of the glass with accuracy up to 0.002 mm. Using the speed of sound the time of 
peak ultrasound signal, the estimated distance can be calculated by  
 

𝑠 = 	 #∗%
&

,       
 

where s is the distance in millimeters, t is the time in seconds, and v is speed of sound in 
millimeters/second within the medium. In this case, the used medium was distilled water, and 
in order to accurately determine the speed of sound, a thermometer was used to measure the 
temperature of the distilled water before each test. The thermometer measured with whole 
degree accuracy, hence the speed of sound wat determined as follows: for 20°C on thermom-
eter display, 1482.343 m/s was chosen, which corresponds to 20.0°C, and for 21°C on ther-
mometer display, 1485.372 m/s was chosen, which corresponds to 21.0°C according to del 
Grosso et al.25  
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Figure A.2 Experimental setup to determine the axial registration point of the A-mode US transducers. 
 

 
Figure A.3 A custom-made holder for the US transducer is connected to a micrometer that registers the true distance 
to the bottom of the glass container. 
  
To determine the real distance from the US transducer’s tip to the bottom of the glass con-
tainer, the transducer was lowered until it touched the glass bottom. From that point, the dis-
tance from the transducer’s tip to the glass bottom was increased to 10.000 mm, then lowered 
to 7.500 mm, and 5.000 mm. For each transducer, the A-mode US signal was recorded at the 
three aforementioned distances, for approximately 3 seconds per distance. The peak in the US 
was detected using the peak detection algorithm written by Dennis Christie in Matlab R2022b. 
The manual selected upper and lower bounds (UB and LB) for the peak detection algorithm 
were determined as follows: LB = 9.5 mm and UB = 10.5 mm for 10.000 mm distance, LB = 7 
mm and UB = 8 mm for 7.500 mm distance, and LB = 4.5 mm and UB = 5.5 mm for 5.000 mm 
distance. In case the US estimated depth varied during one recording, the median of the dis-
tances was chosen. Finally, the difference between the US estimated depth and the real 
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distance from the US transducer’s tip to the bottom of the glass contained is defined as the 
axial registration point (Figure A.4). 

 
Figure A.4 The axial registration point is determined as the difference 
between the US estimated distance (se) and the real distance (sr) from 
the tip of the transducer to the bottom of the glass container. 

 
Results 
Two of the 30 transducers had no signal, due to a hardware problem (transducer number 1 
and number 9). The temperature of the distilled water was 20°C for all measurements except 
one (transducer number 30 at distance 10.000 mm). The difference between US estimated dis-
tance and real distance ranged from 0.0052 mm (transducer number 23) to 0.0941 mm (trans-
ducer number 21 and 28) (Figure A.5). The variability per transducer for the three distances was 
either zero or 0.0148 mm. For three transducers (number 14, 18 and 22), the US peak varied 
during the 3 seconds recording, resulting in a variance of 0.0148 mm.  

 
Figure A.5 Median and error bars (minimum and maximum) for the difference between US estimated distance and 
real distance per transducer (probe) for three distances (5 mm, black; 7.5 mm, red; 10 mm, blue). 
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Discussion 
The aim of this preliminary study was to verify whether the A-mode US signal is registered at 
the surface or at some point within the transducers. All measurements show positive values, 
which indicated that the experiment is valid, since a negative value would represent an axial 
registration point outside the transducer. Overall, the axial registration point ranges from 
0.0052 mm to 0.0941 mm above the transducer tip surface. One limitation of this study was 
the assumed speed of sound. Since the thermometer could only display whole numbers, 20°C 
could depict any value between 19.5°C and 20.5°C, and the speed of sound could range from 
1480.798 m/s to 1483.868 m/s, respectively. Nevertheless, the introduced inaccuracies are min-
imal, 0.0053 mm, 0.0079 mm, and 0.0105 mm, for 5 mm, 7.5 mm, and 10 mm distance, respec-
tively. Furthermore, the sample rate (50 MHz) of the transducers introduces a limitation in the 
step size of the distances. As can be seen in Figure A.5, the step size equals 0.0148 mm:  
𝑠 = %∗#

&
= %∗'

&∗(!

')*&.,),∗'
&∗-.∗'."

= 0.0148	mm, with s the distance, v the speed of sound, t the peak time, 
and fs the sample rate. 
 
In conclusion, the axial registration point is just above the transducer’s tip surface and varies 
slightly for each transducer. With respect to the size of an A-mode US transducer (20 mm), the 
measured offsets in axial registration point are neglectable in the skin-to-bone depth valida-
tion experiments.   
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A.2 Speed of sound in soft tissues 
 
Introduction 
The estimated skin-to-bone depth using A-mode ultrasound (US) requires a value for speed of 
sound as input for the calculations. The established value for speed of sound in human soft 
tissues is 1540 m/s, and originates from the study by Ludwig (1950) that measured the speed 
of sound through various thicknesses of calf muscles, thigh and biceps muscles.18 Likewise, a 
commonly used value for speed of trough fat tissue is 1580 m/s, based on in vivo measure-
ments on forearm muscles by Sollish (1979).26 A standard value for speed of sound through 
human cadaveric tissue in vitro is lacking, and literature is scarce. Bullen et al. (1965) measured 
speed of sound through human abdominal fat tissue at 35°C, resulting in a mean value of 1476 
m/s.27 In addition, Errabolu et al. (1987) measured speed of sound in human fat tissues at tem-
peratures ranging from 20°C to 37°C, resulting in a mean of 1430 m/s.28 Nevertheless, both 
studies used excised fat tissues, not including the skin. Therefore, it is not representative of the 
A-mode US measurements in the current study with human cadaveric leg. Thus, the aim of this 
preliminary study is to verify what the speed of sound is in different soft tissues from a human 
cadaver leg.   
 
Methods 
The soft tissues of one spare human cadaver leg were used for this preliminary experiment. A 
total of three soft tissue pieces (approximately 5 * 5 cm) were cut out, including all the tissue 
up to the underlying bone tissue. The tissue pieces originate from the fibular head, medial tibial 
epicondyle, and lateral thigh, and composed of mixed fat and muscle, mostly fat tissue, and 
mostly muscle tissue, respectively (Figure A.6 and Table A.1). Using the setup with vertical mi-
crometer of the first preliminary experiment, the distance from the transducer’s tip to the bot-
tom of the glass container is measured (Figure A.7). Next, with the peak time from the US 
signal, the speed of sound is calculated by:  

𝑣 = 	 "∗&
#

,       
 

where s is the distance in millimeters, t is the time in seconds, and v is speed of sound in 
millimeters/second through the soft tissue. 
 

 
Figure A.6 Soft tissue pieces, cut out of a human cadaver leg at the fibular head, medial tibial epicondyle and lateral 
thigh locations. The composition of the tissues differs slightly: mixed fat and muscle tissue, mostly fat tissue, and 
mostly muscle tissue.  
 
Table A.1 Soft tissue piece numbers and corresponding locations and tissue composition  

Soft tissue piece 1 Soft tissue piece 2 Soft tissue piece 3 
Location Fibular head Medial tibial epicondyle Lateral thigh 

Tissue  
composition 

Mixed fat and muscle Mostly fat Mostly muscle 
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Transducer number 30 is used for all soft tissue measurements and each piece is measured at 
three different temperatures, first cold (±10°C) after ±2 hours at a 5°C fridge, then warm 
(±30°C) after ±30 minutes in the oven at 40°C, and finally at room temperature (±20°C). Per 
temperature, each piece is measured at two different spots without and with 3 mm compres-
sion of the tissue, resulting in a total of four measurements per temperature per piece. The 
temperature is measured using a thermometer with long metal pin, which is carefully poked in 
the tissue between the layers. The experiment was repeated on a separate day, and the method 
was adapted a little (Table A.2). The soft tissue pieces were the same for both measurements, 
and in between experiment days the pieces were kept in the freezer. 
 
 

 
Figure A.7 Experimental setup for measuring the speed of sound through hu-
man cadaver soft tissues using an A-mode US transducer. The distance from 
the US transducer’s tip to the bottom of the glass container is measured with 
the vertical micrometer.    

 
The data is processed using Matlab R2022b, and speed of sound versus temperature results 
were used to compare the effect of compression. Next, compressed and non-compressed re-
sults were clustered to show median, minimum and maximum values for the speed of sound 
per cluster.  
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Table A.2 The experiment for measuring speed of sound in human cadaver soft tissues was conducted twice, on two 
separate days. Small changes were made to the methods. 
Experiment 1  Experiment 2 

Probe 30 is used for all soft tissue meas-
urements 

Identical to experiment 1 

4 measurements per piece per tempera-
ture (2 spots, first without and then with 3 
mm compression) 

6 measurements per piece per temperature 
(3 spots, first without and then with 3 mm 
compression) 

Order of measurements: 
- Cold: after ~2h at 5 °C fridge 
- Warm: after ~30 min at 40 °C in 

the oven 
- Room: after ~1h at room temper-

ature 

Order of measurements: 
- Cold: after ~40h at 5°C fridge 
- Body temperature: after ~2h at 

45°C in the oven 
- Warm: right after the body temp 

measurements 
- Room: after ~1.5h at room temper-

ature 

Temperature is measured using a ther-
mometer with long metal pin, which is 
carefully poked in the tissue between the 
layers. 

Identical to experiment 1 

 
 
Results 
For experiment 2, the additional step of measuring at body temperature (37°C ) was not feasi-
ble, since the soft tissue did not reach a temperature above 31°C despite putting the soft tis-
sues in the oven for a longer period. The speed of sound values ranged from 1405 to 1520 m/s 
during experiment 1, with an outlier at 1555 m/s (Figure A.8, top), and from 1462 to 1584 m/s 
during experiment 2, with an outlier at 1604 m/s (Figure A.8, bottom). For experiment 1, the 
speed of sound was lower for the compressed measurements in all cases (18/18), whilst for 
experiment 2, the speed of sound was lower in most of the cases (20/27). Furthermore, median 
speed of sound values decreases with increasing temperature for mixed and fat tissue, and 
increases for muscle tissue, in both experiments (Figure A.9 top and bottom). Overall, the speed 
of sound values were higher during the second experiment than during the first experiment. 
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Figure A.8 Speed of sound versus temperature results per soft tissue piece (columns) for experiment 1 (top row) and experiment 2 (bottom row), 
comparing compressed (red) to non-compressed (blue) results.  

 

 
Figure A.9 Speed of sound versus temperature results per soft tissue piece and distilled water (columns) for experiment 1 (top row) and experiment 
2 (bottom row), showing median (blue circle), and minimum and maximum values (blue error bars). 
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Discussion 
The aim of this preliminary study was to verify what the speed of sound is in different soft 
tissues from a human cadaver leg. In general, the measured speed of sound (range 1405 – 1584 
m/s) during the two experiments was lower than the established value for speed of sound in 
human soft tissues in vivo (1540 m/s).18 Strikingly, the speed of sound during the second ex-
periment was higher than during the first experiment. It is presumed that this is due to a change 
of properties of the tissue, caused by heating and freezing of the soft tissues. These processes 
cause dehydration, the tissues become more rigid, and the compressibility (B) decreases. Since 
𝐵 = '

/
 with K the bulk modulus, the equation for speed of sound (v) becomes: 𝑣 =

	//
ρ =	0

'
ρ*B		with ρ the density. Hence, the speed of sound increases with decreasing compress-

ibility.  
 
For most cases, the speed of sound decreased after compression of the tissue. This is poten-
tially due to an increased density of the tissue after compression. Seven measurement showed 
increased speed of sound after compression, which is presumably due to a different measuring 
spot before and after compression, as a result of slight movement of the tissue during tem-
perature measurement (poking with the thermometer pin). The positive correlation between 
the speed of sound and temperature for muscle tissue, and the negative correlation for the 
mixed and fat tissue pieces, were observed and consistent in both experiments. These results 
are in agreement with the temperature-dependence of excised human muscle,29 and fat tis-
sues.28,29  
 
The main limitation of this preliminary study is that the cadaveric tissue used for this experi-
ment deviates from the tissue of the cadaveric leg that is used for the A-mode US skin-to-bone 
depth estimation experiment. Tissues used for this preliminary experiment are potentially 
fresher, especially for experiment 1. Hence, the results might not directly correspond to the 
speed of sound in the soft tissues of the other cadaveric leg (that was thawed and frozen mul-
tiple times).  Another limitation was that the tissue composition of the three soft tissue pieces 
could not be defined other than “mixed”, “mostly fat” and “mostly muscle”. This is an insur-
mountable problem, as a suitable method for determining the exact layers of soft tissue be-
tween the transducer’s tip and the bottom of the glass container is lacking. 
 
In conclusion, the results from this preliminary experiment show that the speed of sound in 
human cadaver tissue is generally lower than 1540 m/s. With regard to the future experiment 
to validate the skin-to-bone depth measurements by the A-mode US system, the results of soft 
tissue piece 1, mixed fat and muscle, at room temperature is of greatest interest. The median 
value ranges from 1424 m/s (experiment 1) to 1510 m/s (experiment 2). Hence, it is recom-
mended to vary the speed of sound in the validation experiment from 1540 m/s to 1424 m/s.  
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Appendix B Inter-method variability of the ground truth 
 
Introduction 
Determining the correct ground truth distance from the CT scan data is essential for adequate 
validation of the US depth estimation. However, defining the ground truth is not a straightfor-
ward task. The aim of this sub-study was to determine the inter-method variability of the 
ground truth distance, in order to verify to what extent the different methods affect the ground 
truth value. Therefore, a total of three different methods were elaborated and analyzed. 
 
Methods 
The bone surface depth ground truth is assumed to be the distance between the tip of the 
transducer that touches the skin, and the corresponding bone surface. Therefore, a hypothet-
ical US beam line is defined as a virtual extension of the z-axis (long axis) of the US transducer 
towards the bone surface (Figure B.1). Four different methods were used to determine the 
ground truth: (1) manually using 3D Multiplanar Reconstruction (MPR), (2) fiducial based, and 
(3) transducer based, line method, and (4) transducer based, tube method.  
 

 
Figure B.1 Hypothetical beam line (light blue line) through the A-mode ultrasound transducer and the tibia. Bone 
surface depth ground truth is assumed to be the distance between the transducer’s tip (red dot) and the 
corresponding tibia surface (magenta dot). 
 
Firstly, for the method using MPR, the 3D MPR tool of RadiAnt DICOM Viewer30 was used to 
manually adjust the three axes such that the reconstructed plane displays the longitudinal 
cross-section of a transducer. Thereby, the distance from the tip of each transducer to the 
corresponding bone surface could be measured manually using the measuring tool in the soft-
ware (Figure B.2). This method also allows for manually measuring the depth of different layers 
of soft tissue if the quality of the CT scan image is adequate.  
 
Secondly, for the fiducial based method (Figure B.3), the fiducials were used to determine the 
3D pose (and thus the direction of the z-axis and hypothetical beam line) of the transducers. A 
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sphere was fit to each segmented fiducial, and the best fitting plane through the centers of the 
four fiducials was defined for every transducer. Next, the negative normal vector of the plane 
(directing towards the tibia), through the center of the plane, was defined as the z-axis and 
hypothetical beam line of the transducer. Subsequently, the intersection points of the hypo-
thetical beam line and the tibia’s 3D mesh were detected using the geom3d library in Matlab 
R2022b,31 and the nearest point of intersection with respect to the transducer’s tip is of interest 
(since the intersection further away represents the opposite site of the tibia). As the exact 
length of each polyamide screw, screwhead and transducer was previously measured (Appen-
dix D.2), the offset is known and the distance between the US transducer’s tip and bone surface 
could be calculated by: 

𝑠## =	0(𝑥34 −	𝑥#")& + (𝑦34 − 𝑦#")& + (𝑧34 − 𝑧#")& −	𝑠5(("!# 

where 𝑠## is the distance from the transducer’s tip to the tibia surface, (𝑥34, 𝑦34, 𝑧34) the center 
point of the plane through the four fiducials, and (𝑥#", 𝑦#", 𝑧#") the point on the tibia surface 
corresponding to the intersection of the hypothetical beam line and the tibia, and 𝑠5(("!# the 
length of the polyamide screw and US transducer, minus the screwhead. An additional offset, 
due to a deviation of the axial measuring point of the transducer (i.e. the point in the transducer 
where the signal is registered is not exactly at the tip of the transducer), is neglected in the 
analysis based on the results of a preliminary experiment with the current setup and distilled 
water (Appendix A.1).  
 

 
Figure B.2 Illustrative screenshot of the Multiplanar 
Reconstruction (MPR) method for determining the 
ground truth distance, using RadiAnt (CT2, transducer 
26). The longitudinal (pink line) and transverse (blue 
line) axis are manually set in the center of the A-mode 
ultrasound transducer and at the tip of the transducer, 
respectively. The distance between the transducer’s tip 
(blue line) and the tibia is manually measured between 
two selected points (pink crosses) and equals 11.5 mm. 
 

 
Figure B.3 Schematic 2D illustration of the fiducial 
based method. A best fit plane is determined trough 
the four fiducials on the platform. The normal vector 
of the plane is assumed to be the extension of the 
longitudinal axis (z-axis) of the transducer (green line). 
The center point (green dot) is defined as the 
intersection of the line and the plane through the 
fiducials. The ground truth distance (yellow line) is 
calculated as the distance between the intersection of 
the line with (1) the transducer’s tip and (2) the tibia 
(yellow dot). 

 
Thirdly, for the transducer based line method (Figure B.4), the central z-axis of the transducers 
was determined in 3D space using Principal Component Analysis (PCA) on the 3D meshes of 
each segmented transducer. The intersection of (1) the line that matches the first principal 
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component, and (2) the transducer’s 3D mesh was detected using the geom3d library in Matlab 
R2022b31 again, and was defined as the center point of the transducer’s tip. Next, the nearest 
point of intersection with the 3D mesh of the tibia is defined as a point on the tibia surface 
(𝑥#", 𝑦#", 𝑧#").	Hence, for each origin point (𝑥54, 𝑦54, 𝑧54) on the transducer’s tip, the distance to 
the underlying tibia surface was calculated by:  

𝑠## =	0(𝑥54 −	𝑥#")& + (𝑦54 − 𝑦#")& + (𝑧54 − 𝑧#")& 

where 𝑠## is the distance between the origin point on the transducer’s tip and the underlying 
tibia, (𝑥54, 𝑦54, 𝑧54)	 the origin point at the tip of the US transducer, and (𝑥#", 𝑦#", 𝑧#") the inter-
section of the hypothetical US beam line and the tibia. A potential additional offset due to a 
deviation of the axial measuring point of the transducer is neglected again (Appendix A.1). 
 

 
Figure B.4 Schematic 2D illustration of the line and tube method for determining the ground truth for one 
transducer. The center point of the transducer’s tip (red dot) was defined as the intersection of the central z-axis of 
the transducer (blue line) and transducer’s tip. For the line method, the distance from the center point to the 
intersection with the tibia surface (magenta dot) was defined using the central hypothetical US beam (magenta line). 
For the tube method, around the center point of the transducer’s tip (red dot), a circle (here in 2D; yellow line) is 
reconstructed as starting point of a set of hypothetical US beam lines (purple lines) parallel to the central z-axis. The 
ground truth depth for the tube method is defined as the mean of the distances from the transducer’s tip (yellow 
line) to the intersection points with the tibia (purple dots). 
 
Finally, for the transducer based tube method (Figure B.4), the line method is extended. There-
fore, around the center point at the tip of the transducer, 112 additional points were defined 
within a circle (radius 3 mm) in the x/y-plane of the transducer, resulting in a total of 113 origin 
points for the hypothetical US beam lines (Figure B.5). For each coordinate, the distance to the 
bone surface is determined parallel to hypothetical beam line, using the same equation as for 
the line method. In the end, a total of 113 distances per transducer were determined, of which 
the mean value was selected as bone surface depth ground truth. 
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Figure B.5 Distribution of the 113 origin points (magenta dots) on the US transducer’s tip in 2D (x/y-plane). 
Hypothetical US beam lines are defined parallel to the z-axis, from the origin points on the US transducer’s tip 
towards the underlying tibia surface. For each transducer, the mean of 113 distances is used as bone surface depth 
ground truth. 
 
Results 
The data of the two CT scans were used in the analysis, with nine transducers per CT scan and 
four different methods for determining the ground truth. Of the results, the data for transducer 
20 was excluded since the transducer did not face the tibia. For CT1 transducer 21, the ground 
truth could only be determined using the tube method, since the MPR and line method did 
not have an intersection with the tibia as well. In addition, all data from the fiducial based 
method was excluded in the analysis, since the determined center point at the tip of the trans-
ducer was clearly off-center during 3D visualization. Hence, for the remaining 15 transducers 
the ground truth could be determined and analyzed using three methods (MPR, line method 
and tube method), yielding a total of 45 measurements.  
 
Ground truth values and differences between methods for every transducer are displayed in 
Table B.1 and Figure B.6. The smallest mean absolute difference in ground truth was identified 
for the line versus MPR method (0.1573±0.1109 mm), followed by tube versus line method 
(0.2689±0.3956 mm), and the largest mean absolute difference was found for the tube versus 
MPR method (0.3040±0.3936 mm). 
 
Table B.1 Ground truth values, obtained using three different methods: tube method (GT_tube), line method 
(GT_line) and Multiplanar Reconstruction (MPR, GT_MPR). Direct comparison of absolute differences in ground truth 
values between the three methods. N/A = not applicable; SD = standard deviation. 

Transducer GT_tube 
(mm) 

GT_line 
(mm) 

GT_MPR 
(mm) 

Tube vs line  
(abs diff, mm) 

Tube vs MPR 
(abs diff, mm) 

Line vs MPR  
(abs diff, mm) 

20, CT1 N/A N/A N/A N/A N/A N/A 
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21, CT1 17.3156 N/A N/A N/A N/A N/A 
24, CT1 9.4835 9.3270 9.36 0.1565 0.1235 0.0330 
25, CT1 4.8964 4.8260 4.74 0.0704 0.1564 0.0860 
26, CT1 6.0112 5.9439 6.02 0.0673 0.0088 0.0761 
27, CT1 5.4924 5.5214 5.48 0.0290 0.0124 0.0414 
28, CT1 15.0566 15.1283 14.8 0.0717 0.2566 0.3283 
29, CT1 3.3755 3.4026 3.5 0.0271 0.1245 0.0974 
30, CT1 3.1193 2.4872 2.56 0.6321 0.5593 0.0728 
20, CT2 N/A N/A N/A N/A N/A N/A 
21, CT2 16.3828 16.5585 16.4 0.1756 0.0172 0.1585 
24, CT2 12.0774 13.0258 13.4 0.9484 1.3226 0.3742 
25, CT2 5.8581 5.7478 5.69 0.1103 0.1681 0.0578 
26, CT2 11.6736 11.5916 11.5 0.0820 0.1736 0.0916 
27, CT2 5.6386 5.6554 5.37 0.0168 0.2686 0.2854 
28, CT2 16.2134 16.0796 16.2 0.1338 0.0134 0.1204 
29, CT2 3.9389 4.0319 3.75 0.0930 0.1889 0.2819 
30, CT2 5.3259 3.9059 4.16 1.4199 1.1659 0.2541 
       
   Mean 0.2689 0.3040 0.1573 
   SD 0.3956 

 
0.3936 0.1109 

 
Figure B.6 Ground truth distance (bone surface depth from transducer tip to tibia surface) from two CT scan data 
sets, with nine transducers in each scan. MPR = Multiplanar Reconstruction. 
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Discussion 
Three different methods were analyzed and compared to find the inter-method variability. 
Overall, the line method best corresponds to both the MPR and the tube method, where the 
mean difference between line and MPR method was the smallest. This can be explained by the 
fact that both methods rely on one distance, measured from the center of the transducer’s tip 
to the tibia surface. The difference is that the line method involves the 3D meshes of the trans-
ducers and the tibia, whereas the MPR method is a fully manual method. Apparently, the mean 
difference between these methods is small (0.1573±0.1109 mm) and within the size of a voxel 
(0.20 * 0.20 * 0.25 mm). With regard to the tube versus line method, the mean absolute differ-
ence is almost twice as large with an even larger standard deviation (0.2689±0.3956 mm). An 
explanation for these results can be that the tube method yields a mean of 113 distances. 
Thereby, the tube method includes distances that surround the central hypothetical beam line, 
and could therefore deviate from the result of the line method, especially when the transducer 
faces the tibia at a non-perpendicular angle. Three outliers (CT1 transducer 30, CT2 transducer 
24, and CT2 transducer 30) are identified. Visual inspection revealed that these elevated differ-
ences are potentially due to a curved tibia surface and/or metal artefacts in the CT scan image 
for all outliers. The largest mean absolute difference was found for the tube versus MPR 
method (0.3040±0.3936 mm), which can be attributed to a combination of the factors that 
contribute to both the line versus tube, and the line versus MPR differences. For this compari-
son, two outliers were identified (CT 2 transducer 24, and CT2 transducer 30), due to the same 
reasons as the outliers of the tube versus line method comparison.    
 
A fourth method, the fiducial based method, was not included in the analysis because the 
determined center point at the tip of the transducer was clearly off-center when the 3D meshes 
with the defined points and lines were visually checked by two observers. This deviation is due 
to several factors. First of all, the fiducials are manually glued to the platform, and therefore, 
the four fiducials are not exactly positioned in one plane. The plane that is fit in Matlab could 
therefore be not exactly perpendicular to the true long axis of the transducer. Secondly, since 
the segmentations of the fiducials were not exactly spherical, a sphere was fit to find the center 
of the fiducials. This could also induce inaccuracy in the 3D pose of the fitted plane and thus 
the direction of the reconstructed line towards the tibia surface. Thirdly, the plastic bolt that 
connects the platform to the ball-joint casing, and presses the transducer to the skin, might 
not be exactly in line with the long axis of the transducer since the screw thread in the ball-
joint casing was also tapped manually. 
 
In conclusion, the fiducial based method for determining the bone surface ground truth depth 
is not adequate due to several inaccuracies. The mean absolute difference in ground truth 
depth between the three methods that were analyzed ranges from 0.1573 to 0.3040 mm, which 
corresponds to the size of approximately 0.5 to 1.5 voxel. Even though the line method corre-
sponds best to the other two methods (tube method and MPR) and could therefore be con-
sidered a reliable choice for determining the ground truth depth, the tube method is favored 
as superior method based on the logical reasoning that taking the mean of several distances 
within the diameter of the transducer’s tip is most representative of the A-mode ultrasound 
working principle for depth estimation.     
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Appendix C Supplementary tables and figures 
 
C.1 Supplementary tables 
 
Table C.1 Ground truth depth values for the tube method, using the segmentations of two independent observers 
(DC: Dennis Christie; MD: Maxime Devos), and the absolute difference between the ground truth depth values with 
mean and standard deviation (SD) values. 

Transducder 
DC s_gt (tube mean, 
mm) 

MD s_gt (tube mean, 
mm) 

Absolute difference 
(tube mean, mm) 

20, CT1    
21, CT1 17.4226 17.3156 0.1070 
24, CT1 9.3972 9.4835 0.0863 
25, CT1 4.8718 4.8964 0.0246 
26, CT1 5.975 6.0112 0.0362 
27, CT1 5.2833 5.4924 0.2091 
28, CT1 14.8368 15.0566 0.2198 
29, CT1 3.2971 3.3755 0.0784 
30, CT1 3.2736 3.1193 0.1543 

    
  Mean (excl. #30) 0.1088 

  SD 0.0719 
 
    

Table C.2 Results for the US estimated depths (using speed of sound 1540 m/s (green) and 1424 m/s (yellow)), 
ground truth depths (using the tube method, and segmentations from MD (purple)), differences, and absolute 
differences per transducer in both CT scans. Overall mean and standard deviation (SD) for the absolute differences 
are listed at the bottom. 

Trans-
ducer 
# 

US estimated 
depth (mm), 

using 1540 
m/s 

US estimated 
depth (mm), 

using 1424 
m/s 

CT ground 
truth depth 

(mm) 

Difference 
US1540 and 
CTgt (mm) 

Absolute dif-
ference 

US1540 and 
CTgt (mm) 

Difference US 
and CTgt 

(mm) 

Absolute dif-
ference US1540 

and CTgt 
(mm) 

21, CT1 18.4184 17.03104 17.3156   1.1028 1.1028 -0.2846 0.2846 

24, CT1 10.3642 9.58352 9.4835 0.8807 0.8807 0.1000 0.1000 

25, CT1 5.9136 5.46816 4.8964 1.0172 1.0172 0.5717 0.5717 

26, CT1 6.8684 6.35104 6.0112 0.8572 0.8572 0.3398 0.3398 

27, CT1 6.6682 6.16592 5.4924 1.1758 1.1758 0.6735 0.6735 

28, CT1 15.6464 14.46784 15.0566 0.5898 0.5898 -0.5887 0.5887 

29, CT1 4.1888 3.87328 3.3755 0.8133 0.8133 0.4978 0.4978 

21, CT2 17.8948 3.78784 16.3828 1.5120 1.5120 0.1641 0.1641 

24, CT2 12.7204 32.93712 12.9976 -0.2772 0.2772 -1.2354 1.2354 

25, CT2 6.1446 16.54688 5.8581 0.2865 0.2865 -0.1763 0.1763 
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26, CT2 13.1362 11.76224 11.6736 1.4626 1.4626 0.4731 0.4731 

27, CT2 6.6836 5.68176 5.6386 1.0450 1.0450 0.5416 0.5416 

28, CT2 14.3990 12.14672 16.2134 -1.8144 1.8144 -2.8990 2.8990 

29, CT2 3.9732 6.18016 3.9389 0.0343 0.0343 -0.2650 0.2650 

    Mean 0.9192 Mean  0.6293 

    SD 0.4850 SD 0.6872 
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C.2 Supplementary figures 
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Figure C.1 Screen captures of all transducers, showing the three planes after Multiplanar Reconstruction (MPR) using 
RadiAnt software. 
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Figure C.2 The ultrasound raw signal, signal envelope, US lower and upper bounds, and CT ground truths for all 
transducers (left) and the corresponding axial CT slice (right). 
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Appendix D Supplementary details of the setup  
 
D.1 Fiducial marker platform design 
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D.2 Polyamide screw specifications  
 
The length of all polyamide screws, screwheads and transducers was manually measured us-
ing a caliper (Mitutoyo Europe GmbH, Neuss, Germany) with an accuracy of 0.05 mm. 
 
Table D.1 Polyamide screw and A-mode US transducer length specifications, manually measured using a caliper 
with accuracy 0.05 mm. 
Transducer # Length 

bolt (mm) 
Head 
(mm) 

Body 
(mm) 

Transducer 
Height (mm) 

Total 
offset 
(mm) 

1 33.10 2.55 30.55 20.00 50.55 
2 33.10 2.60 30.50 20.00 50.50 
3 33.05 2.55 30.50 20.00 50.50 
4 33.10 2.55 30.55 20.00 50.55 
5 33.10 2.55 30.55 20.00 50.55 
6 33.10 2.60 30.50 20.00 50.50 
7 33.10 2.55 30.55 20.00 50.55 
8 33.05 2.55 30.50 20.00 50.50 
9 33.10 2.55 30.55 20.00 50.55 
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Appendix E Ultrasound signal analysis 
 
Introduction 
In order to further investigate the characteristics of the US signal, the perpendicularity of each 
US transducer is compared to (1) the mean absolute difference between US estimated depth 
and CT ground truth depth, (2) the height of the amplitude peak in the US signal, and (3) 
whether there was a clear bone peak in the signal. 
 
Methods 
The perpendicularity of each US transducer with respect to the tibia surface is visually analyzed 
in all planes using the Multiplanar Reconstruction (MPR) results of the CT images (Appendix B 
and Figure C.1), and each transducer is subsequently categorized into three clusters (1: not 
perpendicular, 2: perpendicular in one plane, and 3: perpendicular in all planes). Also, for each 
transducer, the previously determined absolute differences (using speed of sound 1540 m/s) 
are collected, as well as the height of the US amplitude peaks. Furthermore, the peak in the US 
signal of each transducer is analyzed and scored by one observer (MD) as follows; 1: no clear 
peak, 2: questionable peak, and 3: clear high (bone) peak. Per cluster of perpendicularity, the 
mean ± SD values for the absolute differences, the US amplitude peak height, and scoring for 
clear bone peak are calculated. In the end, the means are compared between the categories in 
order to evaluate a potential trend that is related to the transducers’ perpendicularity with 
respect to the bone surface. 
 
Results 
The US signal was visually analyzed to evaluate a potential relation between the US transducers’ 
perpendicularity to the bone surface, and (1) the difference between US estimated depth and 
CT ground truth, (2) the height of the amplitude peak in the US signal, and (3) whether there 
was a clear bone peak in the signal. Of the 14 transducers, six were categorized as not perpen-
dicular, six as perpendicular in one plane, and the remaining two as perpendicular in all planes 
(Table E.1). Mean absolute difference between US estimated depth and CT ground truth was 
similar for all three clusters of perpendicularity: 0.9174 ± 0.6241 mm versus 0.9150 ± 0.3965 m 
versus 0.9372 ± 0.0800 mm for non-perpendicular transducers, transducers perpendicular in 
one plane, and transducers perpendicular in all planes, respectively (Figure E.1). 
 
Table E.1 Scoring of perpendicularity of each transducer with respect to the corresponding tibia surface (1 = not 
perpendicular, 2 = perpendicular in one plane, 3 = perpendicular in all planes). The absolute difference between 
ultrasound (US) estimated depth and CT ground truth depth, the height of US amplitude peak, and whether or not 
there was a clear (bone) peak in the signal (1 = no clear peak, 2 = questionable peak ,3 = clear high peak). 
 

Transducer Perpendicular 
to tibia? 

Absolute difference 
US est depth vs CT gt 
depth (mm) 

Height of US  amplitude peak Clear peak? 

20, CT1 N/A N/A 303.86 N/A 
21, CT1 1 1.1028 1448.20 2 

24, CT1 2 0.8807 4699.78 1 

25, CT1 3 1.0172 8841.72 3 

26, CT1 3 0.8572 8577.64 3 

27, CT1 2 1.1758 10544.50 3 
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28, CT1 2 0.5898 2236.52 3 

29, CT1 1 0.8133 2817.44 3 

30, CT1 1 N/A 1634.94 N/A 

20, CT2 N/A N/A 635.32 N/A 

21, CT2 2 1.5120 5261.72 3 
24, CT2 1 0.2772 294.54 1 

25, CT2 2 0.2865 2781.24 2 

26, CT2 1 1.4626 470.38 1 

27, CT2 2 1.0450 8788.30 3 

28, CT2 1 1.8144 2516.56 2 

29, CT2 1 0.0343 2240.21 2 

30, CT2 2 N/A 2743.31 N/A 

 
The height of the US peak amplitude ranged from 294.54 to 10544.50, and mean US peak 
amplitude was highest for the transducers that were perpendicular in all planes (8709.68 ± 
132.04), followed by the cluster of transducers that were perpendicular in one plane (5718.68 
± 3019.71), and the cluster of transducers that were not perpendicular (1631.22 ± 977.21), 
respectively (Figure E.2). For a total of seven transducers, a clear (bone) peak could be distin-
guished (score: 3), whereas four transducers had a questionable peak (score: 2) in the signal, 
and three transducers had no clear peak (score: 1). The mean score for clear peaks increases 
per cluster of perpendicularity, with mean ± SD of 1.83± 0.69 for non-perpendicular transduc-
ers, 2.50 ± 0.76 for transducers perpendicular in one plane, and 3.00 ± 0.00 for the transducers 
perpendicular in all planes (Figure E.3).  
 

 
 
Figure E.1 Absolute differences between US estimated depth and CT ground 
truth depth for each transducer (black circles), categorized by the orientation 
of the transducer with respect to the tibia surface. The means and standard 
deviations are shown per category (blue crosses and error bars). 
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Figure E.2 US peak amplitude height for each trans-
ducer (black circles), categorized by the orientation of 
the transducer with respect to the tibia surface. The 
means and standard deviations are shown per cate-
gory (burgundy crosses and error bars). 

 
Figure E.3 US peak characterization for each transducer 
(black circles), categorized by the orientation of the 
transducer with respect to the tibia surface. The US signal 
per transducer was scored with 1 point in case of no clear 
peak, 2 points for a questionable peak, and 3 points for 
a clear, high peak. Means and standard deviations of 
these scores were calculated per category of perpendic-
ularity (yellow crosses and error bars). 

 
Discussion 
The mean absolute difference did not show a clear correlation with the perpendicularity of the 
US transducer, whereas higher US peak amplitudes and clearer peaks in the US signal did show 
a potential positive relationship with increased perpendicularity of the transducer. This can be 
explained by the fact that a fully perpendicular transducer more likely received more US signal 
and therefore a higher and more clear US amplitude peak for the bone is shown. However, it 
must be noted that the sample size for this analysis was very small, with a total of 14 transduc-
ers. Furthermore, the amount of transducers per cluster is not divided equally, since only two 
of the 14 transducers could be classified as perpendicular in all planes, whereas the other clus-
ters of perpendicularity (not perpendicular and perpendicular in one plane) both included six 
transducers. Besides, it would be better if an additional observer independently defined the 
level of perpendicularity for each transducer.  
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