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Abstract

Resumes constitute an important part of forming an impression of candi-

date employees during the hiring process. They are shaped by the inter-

play between societal, personal, and occupational values. One important

personal value or norm that shapes the writing style of a resume, is the

gender of the candidate employee (Guadagno & Cialdini, 2007). Previous

research shows that women tend to communicate in a more communal

way, while men tend to communicate in a more agentic way. In our cur-

rent society, the feminine gender norms (e.g. care) seem to be less in line

with occupational values than the masculine gender norms (e.g. compet-

itiveness; Eagly and Karau, 2002). Nevertheless, to our knowledge, previ-

ous research has only investigated gender differences in resumes in male-

dominated occupations, like IT careers (Parasurama et al., 2022). Therefore,

in this research, we have investigated the interrelationship between gender

and occupation in careers that are male-dominated, gender-balanced, and

female-dominated.

In our first study, we have identified the most important textual features

that differentiate resumes written by men from those written by women

in more than 1700 resumes (Yang et al., 2022). Our results indicate that

women use more communal language in their resumes with words such

as "assist" or "care" being the most predictive ones, while the features that

predicted male resumes were clearly agentic or pointed out that they are

the ones who apply or have experience in higher positions or technical

fields. Examples of those words are "manager" or "engineering".

In a second study, we tested multiple machine learning algorithms to

predict gender from the resume texts in different occupations. We found

that all models can predict gender from the resume text. The traditional

and word-embedding models alongside DistilBERT perform well in bal-

anced occupations, but fall short when the data was more female- or male-

dominated. RoBERTa and Longformer showed steady performance across



all occupations demonstrating the capabilities of newer transformer mod-

els.

In our third study, we investigated to what extent men and women con-

form to their respective gender norms and whether this differs across oc-

cupations. We found that women communicate significantly less gender-

congruently in male-dominated occupations compared to gender-balanced

and female-dominated occupations. Similarly, men communicate signif-

icantly less gender-congruently in female-dominated occupations com-

pared to gender-balanced and male-dominated occupations. Thus, even

though people might experience social and economic penalties if they

communicate in a gender-incongruent way, they still use a different com-

munication style depending on the occupational context to which they ap-

ply.

To sum up, in this research project, we successfully trained multiple ma-

chine learning algorithms to predict gender from textual features in re-

sumes. We found that their performances and predictive scores differ

across occupations. In our discussion, we discuss the implications of these

results with regard to societal norms and values surrounding gender and

occupation and how these influence the hiring process. We argue that

our results highlight the need for gender- and context-aware tools to help

employers in selecting appropriate candidates for hiring in a fair manner.
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1. Introduction

Written together

Resumes and cover letters are an integral part of the recruitment procedure,

regardless of the latest developments in future job performance assessment

technologies (Risavy et al., 2017). They provide a unique first opportu-

nity to present oneself to potential new employers in a favorable manner,

which has been underlined by research on impression management in the

recruitment context (Bolino et al., 2016). Impression management (or self-

presentation) is the process by which individuals attempt to control or in-

fluence the perceptions of others about them (Baumeister, 1982; Gardner &

Martinko, 1988). During recruitment, applicants not only adapt their ap-

pearance in job interviews to match the hiring context but they also do that

in their resumes i.e. adjusting their communication style to create a posi-

tive and compelling self-image to potential employers (Bolino et al., 2016).

Given that impression management in recruitment is common practice and

thereby expected to some extent, candidates need to strike a balance be-

tween authenticity and strategic self-presentation to maximize their chances

of success.

Gender differences can have a profound impact on how individuals

navigate the delicate balance between self-presentation and societal expec-

tations. Extensive research suggests that during the recruitment process,

men and women often adopt distinct strategies in portraying themselves

(Bolino et al., 2016; Parasurama et al., 2022). While men tend to emphasize

their achievements, competencies, and assertiveness, aiming to project con-

fidence and leadership qualities, women are typically found to downplay

their accomplishments and display more communal traits, such as being

nurturing and cooperative (Guadagno & Cialdini, 2007; Parasurama et al.,

2022; Prentice & Carranza, 2002; Smith et al., 2013).
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These gender differences are reflective of general communication pat-

terns and societal expectations of the different genders. For instance, the

existence of gender roles, which are consensual beliefs about the attributes

of men and women, as defined by Eagly, 1987. Such roles are also norma-

tive (Eagly, 1987; Eagly et al., 2000), i.e. people are generally expected to

participate and act in a manner consistent with their culturally defined role.

Gender roles also describe some aspects of the behavior that are believed to

be desirable for men and women (Broverman et al., 1972; Williams & Best,

1990).

Two concepts that are highly associated with gender-desirable behav-

iors, and therefore with gender roles, are agency and communion (Bakan,

1966; Hsu et al., 2021). 1 Traditionally, agency-related traits have been more

strongly associated with masculinity or male gender roles (Bakan, 1966;

Spence et al., 1975; Wood & Eagly, 2015). People high in agency may be

more likely to engage in assertive communication styles, focus on achieving

individual goals, and prioritize their own needs and desires in social inter-

actions. In contrast, communion-related traits have been associated with

femininity or female gender roles. People high in communion are more

likely to engage in affiliative communication styles, emphasize building re-

lationships, and prioritize the needs and emotions of others in social inter-

actions. In a recent meta-analysis, Hsu et al., 2021 showed that even though

the magnitude of gender differences in agency and communion decreased

over time, the gender difference remained larger than that in many other

behavioral or cognitive aspects that are associated with gender.

The traits associated with the different genders are, in fact, relevant in or-

ganizational contexts. The more ’masculine’ qualities of assertiveness and

leadership are often not only expected but even seen as necessary for ob-

taining higher-ranking positions in organizations (Bolino et al., 2016). The

misalignment between expectations of individuals in managerial roles and

societal gender norms adds a layer of difficulty for women to climb the ca-

1Agency refers to behaviors associated with assertiveness, independence, and the
pursuit of individual goals and interests. Communion refers to behaviors associated with
empathy, nurturing, and fostering interpersonal connections.
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reer ladders (Rudman & Phelan, 2008). Furthermore, in high-ranked man-

agerial positions, the proportion of men is much higher than women e.g.

Just a 4,8% of women are CEOs in Europe (Steffens et al., 2019). The con-

sequences of their self-presentation strategies can force people to present

themselves in a more (or less) gender-normative way, both to succeed in

recruitment and to avoid the backlash of not conforming to gender norms

(Moss-Racusin & Rudman, 2010). More difficulties for women appear to be

true in male-dominated fields like IT, where the social norms of the envi-

ronment also often clash with traits and behaviors typically associated with

women (Guadagno & Cialdini, 2007). Moreover, female candidates com-

pete directly with male candidates, who generally tend to present them-

selves as more agentic than female applicants (Parasurama et al., 2022).

This could force women to present themselves differently in this context

than they would present themselves in another less male-dominated oc-

cupation. Conversely, in female-dominated fields e.g. healthcare centers,

there are mixed findings on whether or not men face gender norm related

challenges (Heilman & Eagly, 2008; Parasurama et al., 2022). To the best

of our knowledge, little research has yet investigated differences in self-

presentation across different genders and occupations simultaneously.

Therefore, this research revolves around the central research question:

To what extent do people from different genders present themselves differ-

ently in recruitment contexts across different occupational groups? We will

systematically answer this question in a three-fold manner. First, Sara will

investigate how and to what extent people from different genders generally

differ in their self-presentation. Specifically, she will train different machine

learning models to examine which features in resume texts are the most pre-

dictive of gender. Her report can be found in Appendix D. Second, Malka

will explore how different machine learning models can accurately iden-

tify and predict gender given the resume texts across occupations. The goal

of her work is to assess the reliability of these models in determining and

predicting gender, thereby uncovering potential biases in different fields of

work. (Yang et al., 2022). Lastly, Maike will investigate to what extent peo-

ple present themselves in a gender-conforming way across the different oc-
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cupational groups. Using predictive machine learning algorithms, she will

investigate how and whether self-presentation patterns in resumes conform

to the styles of same-gender applicants and compare this across different

occupations. Her report can be found in Appendix E.

The results of this research shed more light on the biases that both hu-

man recruiters, as well as those based on artificial intelligence (AI), have

to face during the hiring process. We found that there are gender differ-

ences in self-presentation and that algorithms can detect implicit informa-

tion when gender is removed from the models. The textual features the al-

gorithms base their predictions on are gender roles and agency / communal

writing styles. Furthermore, traditional and more advanced machine learn-

ing models are also able to accurately predict gender across occupational

groups. Especially newer models like RoBERTa and Longformer showed re-

markable performance even in a heavily skewed and small dataset. Lastly,

we also found that people write their resumes in a less gender-congruent

style when applying for a job in an occupational sector that is dominated by

another gender. Specifically, women wrote less gender-congruently when

applying for male-dominated jobs and men wrote less gender-congruently

when applying for female-dominated jobs.

This is especially relevant due to the fact that occupational gender seg-

regation still plays an immense role in the organizational context, starting

at the time of recruitment (He & Kang, 2021). For instance, the company

Amazon implemented an AI to substitute people in the recruitment process

yet it was found that this technology was consistently choosing male candi-

dates over female candidates with similar backgrounds (Dastin, 2018). The

algorithm that they implemented removed the variable "gender" from the

data they were using, but there were still some textual features that were

enough for the algorithm to guess the gender of the candidate. Hereby in

our study, we would like to provide new insights regarding the topic and if

in fact, we can detect gender differences in self-presentation in resumes.

The next sections present the data used to answer our research questions

and introduce the models that we trained on this data to predict gender
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1.1 Data

from the text. We then discuss relevant work and go into detail about our

methods and results for each of the three sub-questions that were outlined

above. Finally, we combine the results of our analyses and discuss them in

the broader context of self-presentation during recruitment.

1.1 Data

To investigate our research questions, we made use of existing data collected

by Yang et al., 2022. Participants of their study were recruited via Prolific in

the US and asked to write their CVs as if they were applying for a promo-

tion in their current occupational field. The data that we received from the

original authors was anonymized. Access to the data can be requested from

the authors of the original paper.

It is important to note that our access was limited to pre-processed data

and not the raw full-text CVs. In contrast to the descriptions of the original

authors (see page 2 of Yang et al., 2022), it remains unclear what type of

pre-processing was done as stopwords were still present and the text had

not been lemmatized yet, but simultaneously there were no full coherent

sentences for us to extract.

1.1.1 Data Exploration

The data (N = 1789) contains 8 variables: gender, occupation, career ob-

jective, professional experience, education, qualifications and training (op-

tional field for the subjects to fill in), skills/attributes, and other information

(also an optional field). All of the fields except for gender, occupation, and

education have missing data, especially the optional fields: "Other Informa-

tion" has 1431 missing values. However, the main fields (occupation and

education) are complete without any missing values. For this reason, we

decided that we will not make use of any data imputation techniques.

Even though the data is roughly balanced (Nwomen = 903; Nmen =

886) regarding gender, figure 1.1 shows that certain occupations are over-

represented by one of the genders. However, the gender representations in
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our data are roughly in line with the benchmark data from the US Labor

Statistics 2021 as cited in Yang et al., 2022 (Appendix B).

Figure 1.1: Gender distribution per occupation in the data

1.1.2 Data Cleaning

In addition to the preliminary cleaning performed by the original authors,

we performed some additional cleaning of the data. We considered this

an important procedure because we noticed many rows that contained

non-informative and poor-quality data. Some examples will be given here-

inafter. The reason to choose the steps described below is mainly due to

common practice in the NLP field (such as deleting words from different

languages, stopwords, lemmatization or deleting punctuation), but also we

made decisions more specific to the data we had. For instance, instead of
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1.2 Models

ignoring the variables with missing values, we included the information

when it was available to a general variable called "text", just to have more

words to feed into the models.

Specifically, we performed the following six steps for cleaning: First, we

filled in all the missing data with an empty value, to make sure all the rows

contain information in all the cells. This means that we used the available

information of those variables that contained missing values, as has been

mentioned before, just to have more information for the models (since the

amount of data itself is not large). Second, we concatenated the different

(obligatory) parts of the CVs so that they became one text for the analy-

ses. Third, we removed all non-English words by checking for each word,

whether they were part of the ’words’ dictionary of the nltk corpus (Bird

et al., 2009). Due to restrictions during data collection (like a minimum

number of characters), some participants provided very low-quality data,

especially towards the end of their texts (e.g. ’bananananananananana [...]’

or ’Lorem ipsum dolor [...]’). Even though eliminating non-English words

was not free of wrong classifications, the data quality did improve a lot.

To confirm this, we did a qualitative manual evaluation, going through

the main features again and checking if the "non-words" (words like "ba-

nananananana" disappeared) were deleted, which was the case. Fourth

in data cleaning, we removed the anonymized parts-of-speech tags (e.g.

’[ORG]’, ’[PERSON]’). Fifth, we removed digits and punctuation. Lastly, all

words were lowered and lemmatized according to the lemmatization pro-

cedure of Spacy (Honnibal et al., 2020). This version of the text was used as

the input to the models.

1.2 Models

To answer the research questions, several models from the Natural Lan-

guage Processing (NLP) field have been trained and tested to predict gen-

der from our textual data. The selected models belong to several categories:

statistical-based, dictionary-based, vector representations, and transformer-

based.
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1.2.1 Baseline Models

The baseline models are the most basic models which will be the element to

compare with the more sophisticated NLP models and to see if more com-

plex models also perform better.

The Bag of Words (BoW) is a way of representing text and extracting

features that only take into consideration the simultaneous occurrence of

words in documents without paying attention to the order of these words.

It is the simplest method to represent textual features statistically, but it still

can provide information about the content of the text. To create the BoW,

the method "Count Vectorizer" from Scikit-learn in Python was used, which

takes into account the frequency of the words in the text, creating this "bag"

of features. The resulting frequencies are the input to feed the classification

models to predict the gender of the participant.

1.2.2 Models Based on TF-IDF

The term frequency-inverse document frequency, better known as TF-IDF,

is a statistical measure that tries to solve one of the main drawbacks of the

BoW. In a BoW representation, all the words are considered just as relevant,

since we only take into account their frequency in a corpus of documents.

TF-IDF, however, does not only contemplate the term frequency within one

document (TF). It also takes into account the inverse document frequency

(IDF). This measure indicates how unique or rare a term is across all doc-

uments in the corpus. It is calculated as the logarithm of the total number

of documents divided by the number of documents containing the term.

Terms that occur in many documents have lower IDF values, while terms

that occur in fewer documents have higher IDF values. The IDF component

helps to give more weight to terms that are rare and potentially more infor-

mative and less weight to terms that are very frequent across all documents

(like ’the’, ’I’, ...).

Just as it has been done with the baseline models, Logistic Regression

(LR) and Support Vector Machine (SVM) were used for classification. To

increase the performance of SVM, we used hyperparameter tuning for the

12



1.2 Models

parameters C (extent of avoidance of classification errors), kernel (linear,

rbf, and polynomial), gamma, and degree. The latter two hyperparameters

are relevant for rbf and polynomial kernels respectively and determine the

degree of curvature in the support vectors (scikit-learn developers, 2023).

The best-performing model was a second-degree polynomial SVM with C =

10.

1.2.3 Dictionary-Based Models

The Language Inquiry and Word Count (LIWC) is a dictionary-based

method developed by Tausczik and Pennebaker, 2010 that has been used

extensively in previous research (Boyd et al., 2022; Gaucher et al., 2011; Pen-

nebaker et al., 2015; Pietraszkiewicz et al., 2019; Ponizovskiy et al., 2020).

For this research, we have used the most recent version of the original LIWC

dictionary (Boyd et al., 2022) along with the dictionaries to detect agency

and communion (Pietraszkiewicz et al., 2019), masculine and feminine com-

munication (Gaucher et al., 2011), and personal values (Ponizovskiy et al.,

2020). The LIWC method calculates for each keyword, the extent to which

a participant used words that are part of the respective dictionary. These

scores were used as the input to LR and SVM models. To improve the per-

formance of the models in classifying each text as written by a man or a

woman, in the final analyses, we included the features of all dictionaries

mentioned above, except for the outdated version from 2015. Due to com-

putational limitations, we were not able to perform a grid search on the

hyperparameters.

1.2.4 Models Based on Vector-Representations

In this research study, we focused on comparing the performance of Word2Vec

and GloVe, two popular word embedding models, for predicting gender

based on resume text (Mikolov et al., 2013; Pennington et al., 2014). These

word embedding models differ significantly from traditional bag-of-words

models and TF-IDF, as they aim to capture the semantic relationships be-

tween words in a text corpus, going beyond simple word frequency-based
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representations.

The Word2Vec model was implemented using the skip-gram approach.

Skip-gram accomplishes this by predicting context words from the given

target word, thereby accounting for the possible contextual usage of each

term in the corpus. The vector length for the Word2Vec model was speci-

fied to be 100 dimensions, a value that offers a reasonable balance between

computational efficiency and the level of semantic detail captured in the

vectors.

On the other hand, the GloVe (Global Vectors) model, unlike Word2Vec,

uses global statistical information by constructing a word co-occurrence

matrix from the given corpus. It then applies matrix factorization to pro-

vide the word embeddings (Pennington et al., 2014). GloVe offers an

advantage in capturing semantic meaning based on a global context. In

this research, we utilized the 100-dimensional pre-trained vectors derived

from Wikipedia. When it comes to classifying resume data, these 100-

dimensional pre-trained vectors from Wikipedia are particularly useful.

Given the broad spectrum and adaptability of these vectors, they can effi-

ciently interpret and categorize the wide variety of terms and expressions

found in resumes.

In our research, we used both Word2Vec and GloVe to analyze resume

texts. For each resume, we took the average of all the word vectors gener-

ated by the models. This process allowed us to obtain a single vector repre-

sentation per resume, taking into account the semantic information encoded

within the word vectors and the contextual relationships between words.

These averaged vectors were then used as inputs for the LR and SVM clas-

sifiers.

1.2.5 Transformer Models

Generally, transformer-based models require raw data as input. However,

our study was conducted with pre-processed data, which required an ad-

ditional round of cleaning due to some low-quality responses from partici-

pants (as detailed above). We refer to this post-processing data as ’cleaned

14



1.2 Models

data’, while the original pre-processed data we received is referred to as ’un-

cleaned data’. The cleaned data resembled the information typically found

in resumes more closely than the uncleaned data. Therefore, we decided to

train each of our transformer models using both the uncleaned and cleaned

data for comparison. Since the performance metrics did not differ much

from each other (see table 1.1), we decided to use the models trained on the

cleaned data for further analyses.

We focused on comparing the performance of three transformer mod-

els in predicting gender based on resume text. Our analysis encompasses

DistilBERT, RoBERTa, and Longformer, evaluating their distinctive charac-

teristics, strengths, and potential limitations in relation to the task. These

models are all based on the transformer architecture, a type of model that

uses attention mechanisms to better understand the context of words in a

sentence (Vaswani et al., 2017). Specifically, the transformer architecture al-

lows these models to focus on different parts of the input data depending

on their relevance to the task at hand, thereby enabling them to handle com-

plex dependencies in the data.

DistilBERT, a compact and streamlined version of BERT, demonstrates

proficient handling of resume text. Despite its smaller size, DistilBERT of-

fers efficient inference, making it ideal for processing large volumes of re-

sumes (Sanh et al., 2019). However, compared to RoBERTa and Longformer,

DistilBERT may face challenges in capturing long-range dependencies and

subtle contextual nuances within resumes. Despite these limitations, Distil-

BERT provides valuable insights into the overall resume context, although

it may not extract nuanced elements as effectively.

RoBERTa, an enhanced variant of BERT, exhibits superior performance

when applied to complete resumes (Liu et al., 2019). Leveraging additional

training techniques, RoBERTa excels at understanding contextual relation-

ships. It effectively extracts detailed information, identifies essential skills,

and understands the complete story of the resume. With the ability to han-

dle both short and long-range dependencies, RoBERTa is well-suited for

comprehensive analysis of resume content. Its performance improvements
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make it a desirable choice for various resume-related tasks, including skill

extraction, summarization, and classification.

Longformer, on the other hand, is specifically designed to handle long-

range dependencies and the extensive context in complete resumes (Belt-

agy et al., 2020). By incorporating a sliding window attention mechanism,

Longformer captures information efficiently across the entire resume. This

ensures a comprehensive understanding of the resume text, minimizing the

risk of overlooking important details. With its adept handling of large con-

text windows, Longformer excels in an in-depth analysis of resume content,

including identifying relationships between sections, recognizing important

experiences, and understanding the overall structure of the resume.

In summary, each model offers unique advantages. DistilBERT provides

rapid processing for large resume volumes, RoBERTa delivers enhanced

performance and a nuanced understanding of resume content, and Long-

former excels in managing long-range dependencies and extensive context.

The choice of a specific model depends on the specific requirements of the

resume processing task, balancing considerations of speed, performance,

and depth of analysis.

1.2.6 Evaluation

For the bag-of-words and word-embedding models, we used a train/test

split of 80/20. Upon training these models, we applied Logistic Regres-

sion (LR) and Support Vector Machines (SVM) classifiers. These classifiers

served as the basis for predicting gender based on their respective inputs.

As for the transformer models, we used a train/validation/test split of

80/10/10. After training and validating the data, we proceeded to evaluate

the performance of each transformer model based on the hold-out test set

to assess their potential in predicting gender accurately from resume text.

During the evaluation phase of all models, we used a variety of metrics

to assess how accurately each transformer model could predict gender from

resume text. Alongside accuracy, which shows how many predictions were

correct, we used precision, recall, F1-score (a combination of precision and
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1.3 Classification Results

recall into a single metric that works well with imbalanced data), and Area

Under the Curve (AUC) as key performance indicators.

We also created visual representations of the model’s performance

through the Receiver Operating Characteristic (ROC) and Precision-Recall

curves. The ROC curve shows us the balance between correct and incor-

rect predictions at different settings, while the Precision-Recall curve shows

the relationship between precision and recall as we change these settings.

These diagrams give us a deeper understanding of how the models perform

under different conditions.

By using these metrics and visual aids, we aimed to thoroughly under-

stand the strengths and limitations of each model in predicting gender from

resume text. Our evaluation approach blended both numerical measure-

ments and visual tools to provide a detailed assessment of each model’s

effectiveness.

1.2.7 Code Availability

The code used for this study is accessible on GitHub at https://github.com/

httn22/ADS_project_2023

1.3 Classification Results

As can be seen in Table 1.1, the accuracy and F1 scores are best for the TF-

IDF models as well as the Longformer model. The baseline models and

models based on LIWC scores perform worst. Other performance metrics

and plots are presented in Appendix A.
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Written together

Model Classifier method Accuracy F1

Baseline (Bow) LR 0.65 0.65
SVM 0.64 0.63

TF-IDF LR 0.70 0.72
SVM 0.72 0.73

Word2Vec LR 0.70 0.70
SVM 0.69 0.70

Glove LR 0.71 0.73
SVM 0.65 0.69

LIWC LR 0.63 0.65
SVM 0.63 0.64

Data preparation

DistilBERT Uncleaned text 0.66 0.65
Cleaned text 0.65 0.57

Longformer Uncleaned text 0.73 0.74
Cleaned text 0.68 0.69

RoBERTa Uncleaned text 0.68 0.61
Cleaned text 0.71 0.68

Table 1.1: Performance results for each model
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2. Navigating Gender Bias in Resumes:

An Investigation of Word and Contex-

tual Embedding Models

Written by Malka

2.1 Related Work

2.1.1 Gender Differences in Writing Styles

Numerous studies have been done on the differences in writing styles of

men and women (Argamon et al., 2003). The study by DeJesus et al., 2021

found gender differences in writing styles within academic publications:

women in lead author roles used less generic language than men. Works

that utilized generic language, primarily written by men, were notably cited

more frequently. However, this examination was limited to the context

of peer-reviewed psychology papers and focused on scientific article lan-

guage, which differs from resume writing.

Adding to DeJesus’s findings, an additional study examining life sci-

ences articles illustrated that male authors showcased their results in a more

positive light compared to their female counterparts, with males using more

positive descriptors such as "novel," "promising," "robust," and "excellent."

(Lerchenmueller et al., 2019).

2.1.2 Gendered Writing Styles in Professional Contexts

Research into gendered writing styles primarily focuses on identifying vari-

ations in various linguistic aspects that may be indicative of the author’s

gender. These characteristics span across a broad range of linguistic dimen-
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sions, including, but not limited to, the degree of self-promotion, readability,

and specificity of written content.

In particular, a large body of research has found substantial differences

in the degree of self-promotion between genders (Scharff, 2015). These in-

vestigations extend to other linguistic characteristics as well, demonstrating

gender-based variations in aspects such as readability (DeJesus et al., 2021)

and specificity of content (Joshi et al., 2021; Kolev et al., 2020).

In contrast to these findings, some research provides evidence of only

minor and statistically insignificant gender differences in writing styles.

Franco et al., 2021 is one such study. Moreover, Horbach et al., 2022 con-

tribute to this by investigating gender differences in funding applications.

Their analysis of 1560 applications in natural and technical sciences from a

Danish funder considered a variety of factors including peer-review bias,

language use, and the potential influence of gendered writing on funding

rates. Using methodologies from previous studies, they examined the use

of positive words, readability, specificity, and sentiment in the applications.

Despite earlier findings pointing to gendered differences in writing styles,

their study revealed only minor differences between the genders. They con-

cluded that the writing styles likely do not explain uneven funding patterns,

particularly in academic settings.

Such divergent findings underline the complex nature of gendered lan-

guage use in professional contexts and further emphasize the need for more

in-depth investigation.

2.1.3 Machine Learning in Gendered Information Identifi-

cation

Despite extensive research on writing style differences, there is a lack of

studies in the context of resumes which is a fundamental part of profes-

sional self-presentation. This suggests a need for more research in this area.

Understanding how men and women present themselves differently across

various job fields has seen notable progress, yet questions remain unan-

swered.
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De-Arteaga et al., 2019 explored the growing significance of machine

learning in online recruitment and automated hiring and the related out-

comes of bias. They constructed a dataset comprising hundreds of thou-

sands of English-language online biographies, from which they inferred bi-

nary gender based on third-person narratives and gendered pronouns. This

dataset was used to predict occupations via multi-class classification using

different semantic models: bag-of-words, word embeddings, and deep re-

current neural networks. They assessed both scenarios with and without

explicit gender identifiers to evaluate fairness and legal compliance. Their

findings suggested a correlation between true positive rates and existing

gender imbalances in occupations, which could further amplify these in-

equalities.

However, the potential of machine learning models to detect gender-

specific information in resumes still remains relatively unexplored. Step-

ping into this research gap, Parasurama et al., 2022 and Yang et al., 2022

made some of the first investigations into this topic.

Going deeper into this subject, Parasurama et al., 2022 studied if men

and women with similar job-relevant characteristics write their resumes

differently and how this difference affects hiring outcomes. They built

upon earlier research by Streib et al., 2019 and He and Kang, 2021 who

explored the presence of gendered information in resumes, although with

varying results. Streib et al., 2019 did this by using hand-coded features,

but find no evidence. The reason for this could be that there is no clear

definition of what researchers thought to be ‘gender characteristics’ and

that the researchers themselves specify is. He and Kang, 2021 found in their

study qualitative evidence through participant interviews but found no

evidence for gender differences when they used a quantitative dictionary-

based method.

Building on this approach, Parasurama et al., 2022 used a sample of 248k

matches resumes and trained an advanced deep learning model and a bag-

of-words model to quantify the amount of gendered information in IT sector

resumes. They found that even after anonymizing these resumes, signifi-
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cant gendered information remained in the text. An interesting finding was

that an advanced deep learning model, known as the Longformer model,

could predict gender with at least 80 percent accuracy using only the re-

sume text. However, the limitation of this study is its exclusive focus on the

IT sector, a field heavily skewed toward men.

Bridging to our current study, the work of Yang et al., 2022 forms a

central reference, as our study utilizes their data. Yang et al., 2022 devel-

oped a database comprising 1.8K genuine, English-language resumes from

the United States, spanning 16 different occupations. Their findings re-

vealed that women tend to use more verbs that give an impression of lower

power. Furthermore, even after balancing data and eliminating pronouns

and named entities, classifiers were still able to discern gender signals. This

was the case for both transformer-based and linear classifiers. This consis-

tent identification of gender signals suggests interesting consequences for

both future research and real-world applications.

2.1.4 Algorithmic Bias in Recruitment

With the increasing use of advanced resume screening algorithms in busi-

nesses, it becomes ever more important to raise awareness about these tools’

potential capability to detect gender-specific information within resumes,

even when they have been anonymized (Chen et al., 2018; Peng et al., 2019;

Raghavan et al., 2020). Adding advanced NLP models to these tools could

unintentionally make these biases worse, as shown by Shah et al., 2019. For

instance, research has shown that job ads often contain gendered language

(Böhm et al., 2020). This means that if a resume screening tool uses doc-

ument embeddings or text representations to match resumes with job de-

scriptions, male resumes end up getting matched with ads that use male-

oriented language more often (Devlin et al., 2018).

Progress in predictive technology, coupled with increased data availabil-

ity and rising hiring costs, suggests a more central role for algorithms in

recruitment (Perkowski, 2023). However, blindly trusting these algorithms

could have significant implications, as illustrated by Amazon’s 2018 hir-
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ing algorithm which implicitly favored men due to historical hiring data

(Dastin, 2018). This highlights the risk of unintentionally reinforcing ex-

isting inequalities. Moreover, Perkowski’s 2023 study showed that despite

potential performance improvements, algorithms were not widely adopted

if they reduced female hires, indicating the persistent struggle to develop

fair, effective hiring algorithms.

Moving forward, as the development of advanced models continues, we

need to understand their performance in comparison to older, yet effective

models. Therefore, this research aims to make these comparisons to better

understand the capacity of machine learning techniques in identifying dif-

ferences in self-presentation across gender and job fields. Furthermore, this

study will shed light on the performance of these models with smaller data

sets, a research gap not explored yet in the current literature.

2.1.5 Occupational differences

It is important to extend the focus to different occupational sectors to gain

a better understanding of how these models function. Therefore, this re-

search will examine three different occupational categories, using the gen-

der proportion data from the World Economic Forum for the USA as a refer-

ence. These include male-dominated sectors (IT and engineering), female-

dominated sectors (healthcare and education), and sectors with a balanced

gender distribution (business and finance). The full list of occupations per

category can be found in Appendix B. A similar effort was made by Zide

et al., 2014, who examined differences in LinkedIn profiles, revealing varia-

tions in self-presentation by industry and gender.

The study by Zide et al., 2014 dived into the differences within HR,

sales/marketing, and industrial/organizational psychology industries. It

revealed not only industry-specific variations but also certain gender differ-

ences. Moreover, men tended to be more willing than women to disclose

personal information on their profiles. These findings suggest the presence

of both gender and industry variations in profile presentation. Nonethe-

less, the generalizability of these findings is limited due to the small sample
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size, drawn from New York City. Additionally, LinkedIn’s specific context

as a platform for networking and job searches differs from the traditional

resume.

2.1.6 Summary

Overall, this literature review has shown that gender differences in writ-

ing styles are evident and can be identified from academic publications to

professional settings. The use of machine learning in identifying these dif-

ferences, specifically in professional self-presentation such as resumes, is a

growing field but remains under-explored. The existing studies have mostly

focused on specific sectors or used particular machine learning models.

This study aims to address these gaps by examining the effectiveness of

different machine learning techniques in identifying gender differences in

self-presentation across various occupational groups. This research will also

provide a comparative analysis of the performance of these models with

smaller data sets, a research gap that is not yet explored in the existing lit-

erature. By doing so, we can better understand the details of gendered self-

presentation in professional contexts and the implications for hiring prac-

tices.

This leads to this study’s research question: Which word- and contextual-

embedding model(s) are best in the detection and prediction of gender

differences in self-presentation strategies across occupational groups?

2.2 Data

In Section 1.1, the methodologies and processes involved in data collection

and preparation for this study were outlined. Based on the 2021 U.S. Labor

Statistics, as cited in Yang et al., 2022 (see Appendix B), the professions were

further categorized into three groups: male-dominated (with less than 30%

women), balanced gender representation (with 30% to 70% women), and

female-dominated (with over 70% women).

For the purpose of this research, participants who identified their oc-
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Figure 2.1: Gender Count per Occupational Group

cupation as ’Other’ according to Yang et al., 2022 were excluded, resulting

in the removal of a total of 114 participants from the data. A visualization

of the gender distribution across each occupational category is provided in

Figure 2.1.

2.3 Method

In this study, the aim was to evaluate and compare the performance of vari-

ous models in the task of identifying gender-related information in resumes

across different occupational groups. The models selected for evaluation

included different methods:

• Traditional: Term Frequency-Inverse Document Frequency (TF-IDF)

• Word-embedding: Word2Vec and GloVe

• Contextual embedding: DistilBERT, RoBERTa, and Longformer

Detailed descriptions and justifications for the choice of these models

can be found in Section 1.2.

We followed the steps outlined in Section 1.2.3 for the evaluation pro-

cess. However, we had to address the class imbalance in two of the three
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datasets by stratifying the train/validation/test split. This ensured that the

models were trained on data that accurately represented the gender distri-

bution of specific occupational categories.

For the baseline model, TF-IDF, we used default parameters. The clas-

sifiers logistic regression and SVM were also included in the evaluation,

and their default parameters were utilized. The word-embedding models,

Word2Vec and GloVe, represented each word with a 100-dimensional vector.

We chose the same dimensionality for Word2Vec to make a fair comparison

with GloVe, which used pre-trained Wiki vectors.

With the transformer models (DistilBERT, RoBERTa, and Longformer),

we focused on tuning the number of epochs and batch size due to compu-

tational limitations. We tested epochs ranging from 1 to 8 and batch sizes of

4, 8, and 16.

To determine the best-performing combination for each model, we used

cross-validation. Detailed numbers for these settings can be found in the

tables below. It is important to note that due to computational constraints,

this study did not extensively explore parameter tuning beyond epochs and

batch size. Further research could delve deeper into these parameters.

Table 2.1: DistilBERT parameters.

Dataset Epochs Batch Size

Balanced 4 4
Female-dominated 2 8
Male-dominated 4 8

Table 2.2: RoBERTa parameters.

Dataset Epochs Batch Size

Balanced 3 16
Female-dominated 3 4
Male-dominated 3 4
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Table 2.3: Longformer parameters.

Dataset Epochs Batch Size

Balanced 8 4
Female-dominated 8 4
Male-dominated 8 4

2.4 Results

2.4.1 Overview of the results

The objective of this study was to determine which word- and contextual-

embedding model(s) are best for detecting and predicting gender differ-

ences in self-presentation strategies across different occupational groups.

Six different models were assessed: TF-IDF, Word2Vec, GloVe, DistilBERT,

RoBERTa, and Longformer. With TF-IDF, Word2Vec, and GloVe addition-

ally paired with the classifiers Logistic Regression (LR) or Support Vector

Machine (SVM).

Each model was evaluated using several performance metrics, including

ROC curves, precision-recall curves, AUCs, F1-scores, and accuracies. For

context, ROC curves are particularly useful for balanced datasets, whereas

precision-recall curves often work better for imbalanced datasets, which is

the case with two of our datasets.

A detailed performance comparison of the six models revealed a vari-

ety of results. To simplify comparison, the ROC and precision-recall curves

are only plotted for the best-performing combination of TF-IDF, Word2Vec,

and GloVe with either LR or SVM. This approach allows an in-depth analy-

sis of top performance while reducing potential visual clutter from the less

successful combinations.

Initial results indicate a range of performance across the models. TF-IDF

provided a very strong baseline for the balanced group with notable ac-

curacy, though other models showed higher performance in the other two

groups. Word2Vec and GloVe, while demonstrating similar performance,

were found to be outperformed by the baseline and some transformer-based
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models in certain occupations. Notably, half the models struggled to per-

form consistently within the male-dominated group.

The transformer-based models, DistilBERT, RoBERTa, and Longformer,

presented interesting results. DistilBERT had the lowest performance when

considering AUC and AP for all groups compared to the other models.

However, RoBERTa and Longformer showed a stronger performance over-

all, with a well-rounded performance across all occupational groups.

The following sections will present a more detailed analysis of each

model’s performance across the different metrics and occupational groups.

2.4.2 Results for balanced occupations

For a detailed overview of the results mentioned in this section, please refer

to Table 2.4 and Table 2.7. Among all tested models, the baseline TF-IDF,

paired with both logistic regression and SVM, emerged as the superior per-

former for the balanced group. Given the balanced nature of this dataset, it

is particularly informative to compare metrics such as accuracies and AUCs.

The TF-IDF model boasted an accuracy of 76%, coupled with F1-scores of

0.75 (LR) and 0.78 (SVM), making it the top-performing model. This is espe-

cially notable considering that it outperformed RoBERTa, which, in contrast,

delivered the lowest accuracy of 54%.

When considering the AUC, the TF-IDF model, paired with logistic

regression, achieved the highest score of 0.79, equaled only by RoBERTa.

However, RoBERTa’s comparatively lower accuracy suggests that the stan-

dard decision threshold of 0.5 may not be optimal for this specific model.

The AUCs for all models were within a relatively narrow range from 0.71

to 0.79, despite significant variation in accuracy (54-76%). This difference

may indicate the potential for performance enhancement through decision

threshold optimization for each model separately.
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Table 2.4: Model performances on the balanced data.

Model Gender Precision Recall F1-Score Accuracy

TF-IDF + LR Male 0.74 0.82 0.78 0.76Female 0.79 0.70 0.74

TF-IDF + SVM Male 0.75 0.81 0.78 0.76Female 0.78 0.71 0.75

Word2Vec + LR Male 0.68 0.71 0.69 0.68Female 0.68 0.65 0.66

Word2Vec + SVM Male 0.69 0.65 0.67 0.67Female 0.65 0.69 0.67

GloVe + LR Male 0.65 0.75 0.70 0.66Female 0.68 0.56 0.62

GloVe + SVM Male 0.69 0.78 0.73 0.70Female 0.72 0.62 0.67

DistilBERT Male 0.67 0.62 0.64 0.65Female 0.63 0.68 0.65

RoBERTa Male 0.53 1.00 0.69 0.54Female 1.00 0.02 0.10

Longformer Male 0.73 0.63 0.68 0.69Female 0.65 0.75 0.70

2.4.3 Results for female-dominated occupations

In this dataset, the distribution of males to females was approximately

35/65, creating a reasonably imbalanced representation. Given this skew,

our analysis will focus more on the F1-score and average precision as key

metrics for comparing the performance of different models. For a detailed

overview of the results mentioned in this section, please refer to Table 3.5

and Table 3.7.

Notably, Word2Vec paired with both Logistic Regression (LR) and Sup-

port Vector Machine (SVM), and GloVe combined with SVM, exhibited an

F1-score of 0.00 for the male category (0). However, GloVe paired with LR

showed significantly better performance, recording an F1-score of 0.32 for

predicting males and 0.81 for predicting females.

Remarkably, TF-IDF combined with SVM demonstrated exceptional per-

formance in this female-dominated dataset, achieving the highest recall rate

for males at 0.81. RoBERTa and Longformer were both in second place with

equal recall rates of 0.42.
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When assessing average precision, scores were near each other from 0.71

to 0.81. Both RoBERTa and Longformer performed the best, with an average

precision of 0.81, closely followed by TF-IDF (+ SVM) at 0.79.

Table 2.5: Model performances on the female-dominated data.

Model Gender Precision Recall F1-Score Accuracy

TF-IDF + LR Male 0.50 0.05 0.10 0.67Female 0.68 0.97 0.80

TF-IDF + SVM Male 0.75 0.81 0.78 0.76Female 0.78 0.71 0.75

Word2Vec + LR Male 0.00 0.00 0.00 0.66Female 0.67 0.99 0.80

Word2Vec + SVM Male 0.00 0.00 0.00 0.67Female 0.67 1.00 0.80

GloVe + LR Male 0.67 0.21 0.32 0.70Female 0.71 0.95 0.81

GloVe + SVM Male 0.00 0.00 0.00 0.67Female 0.67 1.00 0.80

DistilBERT Male 0.00 0.00 0.00 0.67Female 0.67 1.00 0.80

RoBERTa Male 0.38 0.42 0.40 0.59Female 0.70 0.67 0.68

Longformer Male 0.80 0.42 0.55 0.78Female 0.77 0.95 0.85

2.4.4 Results for male-dominated occupations

This dataset presented an approximately 80/20 male-to-female ratio, indi-

cating a significant skew towards males. Similar to the analysis performed

for the female-dominated dataset, our focus will primarily be on precision,

recall, F1-scores, and average precision in this male-dominant context.

The Longformer model stood out as the only model to achieve a recall

and F1-score above zero for predicting females (category 1), with respective

scores of 0.29 and 0.40.

An examination of the average precision reveals mixed performances.

TF-IDF, Word2Vec, and DistilBERT lagged behind, each scoring an average

precision of 0.38, a score even lower than what might be expected from a

random model. GloVe, when paired with Logistic Regression, displayed

30



2.4 Results

slightly superior performance, achieving an average precision of 0.58.

Interestingly, RoBERTa emerged as the top performer with an average

precision of 0.76, closely followed by Longformer at 0.71. The precision-

recall curve also highlighted RoBERTa’s exceptional performance compared

to the other models (see Figure 2.2(f)). For a detailed overview of the results

mentioned in this section, please refer to Table 2.5 and Table 2.7.

Table 2.6: Model performances on the male-dominated data.

Model Gender Precision Recall F1-Score Accuracy

TF-IDF + LR Male 0.76 1.00 0.87 0.76Female 0.00 0.00 0.00

TF-IDF + SVM Male 0.76 1.00 0.87 0.76Female 0.00 0.00 0.00

Word2Vec + LR Male 0.76 1.00 0.87 0.76Female 0.00 0.00 0.00

Word2Vec + SVM Male 0.76 1.00 0.87 0.76Female 0.00 0.00 0.00

GloVe + LR Male 0.76 1.00 0.87 0.76Female 0.00 0.00 0.00

GloVe + SVM Male 0.76 1.00 0.87 0.76Female 0.00 0.00 0.00

DistilBERT Male 0.78 1.00 0.88 0.78Female 0.00 0.00 0.00

RoBERTa Male 0.75 1.00 0.86 0.75Female 0.00 0.00 0.00

Longformer Male 0.80 0.95 0.87 0.79Female 0.67 0.29 0.40

Table 2.7: AUCs and APs for all groups.

Balanced Female-dominated Male-dominated

Model AUC AP AUC AP AUC AP

TF-IDF + SVM 0.79 0.79 0.81 0.79 0.59 0.38
Word2Vec + SVM 0.72 0.68 0.56 0.73 0.57 0.38

GloVe + LR 0.75 0.72 0.63 0.76 0.72 0.58
DistilBERT 0.71 0.72 0.57 0.71 0.56 0.38
RoBERTa 0.79 0.77 0.62 0.81 0.89 0.76

Longformer 0.73 0.71 0.67 0.81 0.71 0.63
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(a) Balanced (b) Balanced

(c) Female-dominated (d) Female-dominated

(e) Male-dominated (f) Male-dominated

Figure 2.2: Receiver operating characteristic (ROC) (left) and precision and
recall (PR) (right) curves for all groups
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2.5 Discussion

In our exploration of word- and contextual-embedding models for the de-

tection and prediction of gender differences in self-presentation strategies

across different occupational groups, the baseline model, TF-IDF, in com-

bination with either logistic regression or SVM, demonstrated impressive

performance, particularly in the balanced group. However, within datasets

exhibiting gender imbalances, other models showed significant strengths,

offering intriguing insights for future research in this field.

Our study employed a range of traditional, word-embedding, and

contextual-embedding models, including TF-IDF, Word2Vec, GloVe, Dis-

tilBERT, RoBERTa, and Longformer. These models were chosen based on

their prior performance in similar text classification tasks and evaluated

against the task of identifying gender-related information in resumes across

different occupational groups.

In the female-dominated dataset, GloVe combined with logistic regres-

sion emerged as a promising performer in predicting both genders. In con-

trast, the Longformer model demonstrated its robustness within the male-

dominated dataset, becoming the only model to achieve above-zero recall

and F1-score for predicting females when using the default decision thresh-

old of 0.5.

Interestingly, despite the superior performance of TF-IDF in the balanced

group, it fell short in the context of gender imbalances. This outcome high-

lights the importance of selecting appropriate models based on the specific

characteristics of the dataset. This point was made clear by the diverse per-

formance across models in the male- and female-dominated datasets.

One significant observation across our study was the difference be-

tween models’ AUCs and accuracies, suggesting potential enhancements

through decision threshold optimization. Further research could focus on

fine-tuning these thresholds for each model, and in particular, for models

like RoBERTa, which showed a high AUC but lower accuracy. These results

are in line with Yang’s finding which mentioned that RoBERTa outper-
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formed the linear classifiers in the full data condition, but showed unstable

performance in their balanced condition presumably due to the smaller

dataset leading to overfitting (Yang et al., 2022).

Given the constraints of computational resources, our study focused on

tuning a limited range of parameters—epochs and batch size. The explo-

ration of other hyperparameters might lead to further improvements in

model performance and, therefore, presents an exciting avenue for future

research.

Ultimately, our study provides a comparative analysis of various models

for detecting gender differences in self-presentation strategies across occu-

pational groups. While the results offer valuable insights, they also high-

light the complexity of the task and the need for more targeted, context-

aware methods in future research.

2.5.1 Broader Implications and Concerns

In addition, our study provides substantial evidence backing concerns re-

garding resume screening algorithms. These systems are capable of identi-

fying gender-related cues from resume content, thereby sustaining any bi-

ases present in the training data. This is in alignment with the findings by

Yang et al. (2022) and Parasurama et al. (2022), who also uncovered the

presence of gender-related information in anonymized resumes. Even tra-

ditional models such as TF-IDF can differentiate between genders.

This matter grows increasingly pressing as HR software companies are

introducing these types of algorithms into the commercial market. Often,

these firms provide limited information on how their algorithms address

potential biases within the training data (Raghavan et al., 2020). Our re-

search highlights the importance of strict examination and regulatory mea-

sures on these tools to prevent the unintentional continuation of gender bias

within hiring practices.
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2.5.2 Limitations and Future Research

2.5.2.1 Limitations Related to Data Distribution

While the stratification of our data into balanced, male-dominated, and

female-dominated groups was guided by World Economic Forum data, the

actual distribution within our dataset did not perfectly mirror these cate-

gories. For instance, the "Management" occupation had a representation of

only 36% females, a divergence from the anticipated 52% based on the fo-

rum’s figures. This discrepancy may have impacted our models’ ability to

accurately detect and predict gender-based differences in self-presentation

strategies. Future studies should strive to gather data that more closely

aligns with established gender distributions within occupations.

2.5.2.2 Methodological Constraints

The anonymization and pre-cleaning of the data performed by Yang may

have influenced the performance of our models, particularly the trans-

former models that rely on contextual understanding. The lack of complete,

interpretable sentences within the dataset might have affected their ability

to grasp context fully. Furthermore, participants were instructed to up-

grade their current CV as if they were applying for a promotion, a scenario

that may not fully reflect real-world resume crafting for actual job applica-

tions. Future research might consider utilizing raw, unedited resumes and

instructing participants to draft CVs for genuine job application scenarios.

2.5.2.3 Limitations in Participant Demographics

The participant demographic and experience level data were not available

in our dataset. Aspects such as age and years of experience can significantly

influence self-presentation strategies and language use in resumes. Without

this information, our analysis may not have captured certain demographic

or experience-based nuances in self-presentation. Future studies should at-

tempt to incorporate such demographic data to provide a more nuanced

analysis.
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2.5.2.4 Geographical Limitations

Our study was based on data collected in the United States, and occupa-

tional group gender distributions were also drawn from U.S. data. As such,

the results of our study may not be generalizable to other geographic re-

gions with different occupational gender distributions or cultural norms

surrounding resume drafting. Subsequent research should consider includ-

ing data from a variety of regions to establish a more globally representative

understanding of gender differences in self-presentation strategies.

Additionally, the study operated within the constraints of binary gender,

categorizing participants as either male or female. This binary approach

overlooks the diversity and fluidity of gender identities, limiting the scope

and inclusivity of our study. Future research should consider more inclusive

categorizations of gender to better capture the diversity of self-presentation

strategies across a broad spectrum of gender identities.

This research, despite its limitations, contributes to our understanding

of gender differences in self-presentation strategies across different occupa-

tional groups. The findings underscore the importance of considering gen-

der imbalances within occupational groups and raise intriguing questions

for future research to address.
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Written together

In this research, we investigated how men and women communicate in their

resumes in different occupations.

Model wise, we showed that traditional and newer machine learning al-

gorithms can distinguish between text written by men and women across

occupational groups with high levels of accuracy. Noteworthy are the per-

formances of the RoBERTa and Longformer models which showed good

results even with a small imbalanced dataset. We also emphasized the im-

portance of optimizing decision thresholds to enhance these models’ per-

formance. Additionally, we highlighted the role of selecting suitable perfor-

mance metrics, which depend on whether the data at hand is balanced or

imbalanced. This choice of metrics is important, because it helps us inter-

pret and compare results accurately across different datasets and models.

Transitioning into a more detailed analysis of gender-specific communi-

cation patterns, we observed some interesting trends. We found that overall,

women communicate in a less gender-congruent way. Importantly, this ef-

fect is amplified in male-dominated occupations, while it is the other way

around in female-dominated occupations. This demonstrates the broad ex-

istence of gender norms across occupations, which highlights the impor-

tance of accounting for communication styles between genders when eval-

uating resumes of potential future employees.

A limitation of this work is that we cannot investigate hiring decisions

given the different textual features that we found. Nevertheless, we were

able to show that women used more communal and less agentic terms (see

Section D.4) even though masculine and self-promoting communication

styles are often seen as the key to work-related success (Eagly & Karau,

2002). Therefore, as long as these gender norms continue to exist in the
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minds of both employees and employers, the occupational gender segre-

gation seen across the world will be maintained (World Economic Forum,

2022).

There are multiple ways to reduce the impact of these gender differences

in the hiring process. First, our research has focused on the candidate em-

ployees and how they communicate in their resumes. Using psychologi-

cal interventions, such as information campaigns, the gender gap in self-

promotion might be reduced and women could feel more secure in promot-

ing their abilities in their resumes (Kessel et al., 2021).

Second, it is important that employers know about these gender differ-

ences and about the potential effects that they have on hiring outcomes

(Rudman & Glick, 2001; Rudman & Phelan, 2008). Only with knowledge

about these gender differences, employers can select a fair instrument for

evaluating candidates such as application forms (Risavy et al., 2017; Risavy

et al., 2022), or an appropriate, transparent, and gender-aware artificial in-

telligence (Gonen & Goldberg, 2019).

Lastly, a societal change in values and norms surrounding gender, as

well as occupations can only come from society itself. The established

norms in Western societies often place a high value on competitiveness

and individualism, patterns that subtly perpetuate gender inequalities.

Such standards, predominantly shaped by a historically male-dominated

workforce, highlight the need for change in order to foster gender equal-

ity. Despite current efforts, including Equity, Diversity, and Inclusion (EDI)

initiatives, gender quota laws, and parental leave policies, these standards

still often subtly favor one gender over the other, particularly in the re-

cruitment process and job applications. Thus, a more sustainable change

toward gender equality requires us to acknowledge and actively address

these persistent, gendered patterns in our society. As reported by the World

Economic Forum, at the current pace, it could take an estimated 136 more

years to achieve gender parity (Armstrong, 2021), indicating the urgency of

reevaluating our societal norms.
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A. Model Performances

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure A.1: Performance of Baseline (BoW) Models

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure A.2: Performance of TF-IDF Models
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(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure A.3: Performance of Word2Vec Models

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure A.4: Performance of GloVe Models

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure A.5: Performance of LIWC Models
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Model Performances

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure A.6: Performance of DistilBERT Model

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure A.7: Performance of Longformer Model

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure A.8: Performance of RoBERTa Model
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C. Occupational Differences in Gender Con-

gruent Communication

Written by Maike

C.1 Performance Metrics of Models Trained on

all Data

Model Classifier method Accuracy F1

Baseline (Bow) LR 1.00 1.00
SVM 1.00 1.00

TF-IDF LR 0.87 0.87
SVM 1.00 1.00

Word2Vec LR 0.69 0.70
SVM 0.78 0.79

Glove LR 0.70 0.71
SVM 0.83 0.83

LIWC LR 0.67 0.68
SVM 0.68 0.68

Data preparation

DistilBERT Cleaned text 0.77 0.76
Longformer Cleaned text 0.93 0.94
RoBERTa Cleaned text 0.78 0.77

Table C.1: Performance Results for each Model Trained on all Data
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(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure C.1: Performance of Baseline (BoW) Models Trained on all Data

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure C.2: Performance of TF-IDF Models Trained on all Data

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure C.3: Performance of Word2Vec Models Trained on all Data
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C.1 Performance Metrics of Models Trained on all Data

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure C.4: Performance of GloVe Models Trained on all Data

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure C.5: Performance of LIWC Models Trained on all Data

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure C.6: Performance of DistilBERT Model Trained on all Data
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(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure C.7: Performance of Longformer Model Trained on all Data

(a) Confusion Matrix
(b) Receiver Operating Characteristic
(ROC) Curve

Figure C.8: Performance of RoBERTa Model Trained on all Data
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C.2 Congruity Analyses

C.2 Congruity Analyses

(a) Logistic Regression Classification (b) SVM Classification

Figure C.9: Congruity Scores Based on BoW Predictions

(a) Logistic Regression Classification (b) SVM Classification

Figure C.10: Congruity Scores Based on TF-IDF Predictions

(a) Logistic Regression Classification (b) SVM Classification

Figure C.11: Congruity Scores Based on Word2Vec Predictions
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(a) Logistic Regression Classification (b) SVM Classification

Figure C.12: Congruity Scores Based on GloVe Predictions

(a) Logistic Regression Classification (b) SVM Classification

Figure C.13: Congruity Scores Based on LIWC Predictions

(a) DistilBERT (b) Longformer (c) RoBERTa

Figure C.14: Congruity Scores Based on BERT Predictions
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C.2 Congruity Analyses

D
at

a
pr

ep
ro

ce
ss

in
g

C
la

ss
ifi

er
In

te
rc

ep
t

M
D

O
FD

O
G

en
de

r
(f

)
M

D
O

:g
en

de
r

FD
O

:g
en

de
r

Ba
se

lin
e

(B
oW

)
LR

0.
95

**
*

-0
.0

1*
-0

.0
0

-0
.0

1*
**

-0
.0

2*
**

0.
00

SV
M

0.
63

**
*

0.
00

-0
.0

1
-0

.0
0

-0
.0

2*
**

0.
01

**

TF
-I

D
F

LR
0.

63
**

*
-0

.0
1

-0
.0

1*
-0

.0
2*

**
-0

.0
9*

**
0.

04
**

*
SV

M
0.

97
**

*
0.

00
-0

.0
0

0.
00

**
*

-0
.0

0
0.

00

W
or

d2
Ve

c
LR

0.
56

**
*

-0
.0

0
-0

.0
1*

-0
.0

2*
**

-0
.1

2*
**

0.
06

**
*

SV
M

0.
59

**
*

-0
.0

0
-0

.0
1*

*
-0

.0
1

-0
.0

5*
**

0.
04

**
*

G
lo

Ve
LR

0.
57

**
*

-0
.0

0
-0

.0
1

-0
.0

2*
**

-0
.1

1*
**

0.
06

**
*

SV
M

0.
57

**
*

-0
.0

0
-0

.0
2*

*
-0

.0
2*

**
-0

.1
1*

**
0.

08
**

*

LI
W

C
LR

0.
56

**
*

-0
.0

0
-0

.0
2*

*
-0

.0
1

-0
.0

8*
**

0.
05

**
*

SV
M

0.
55

**
*

-0
.0

0
-0

.0
1*

*
-0

.0
0

-0
.0

5*
**

0.
04

**
*

D
is

ti
lB

ER
T

0.
60

**
*

-0
.0

5*
**

-0
.0

1
-0

.2
2*

**
-0

.1
3*

**
0.

09
**

*

Lo
ng

fo
rm

er
0.

49
**

*
-0

.0
3

0.
01

0.
01

-0
.0

1
0.

02

R
oB

ER
Ta

0.
49

**
*

-0
.0

0
-0

.0
0

-0
.0

3*
**

-0
.0

1
0.

01

W
ei

gh
te

d
av

er
ag

e
0.

64
**

*
-0

.0
1

-0
.0

1*
-0

.0
2*

**
-0

.0
6*

**
0.

03
**

*

C
oe

ffi
ci

en
ts

of
th

e
oc

cu
pa

ti
on

al
gr

ou
ps

re
fe

r
to

th
e

co
m

pa
ri

so
n

be
tw

ee
n

th
e

re
sp

ec
ti

ve
gr

ou
p

an
d

th
e

ot
he

r
tw

o
gr

ou
ps

si
m

ul
ta

ne
-

ou
sl

y
(t

he
ge

nd
er

-b
al

an
ce

d
oc

cu
pa

ti
on

s
an

d
th

e
oc

cu
pa

ti
on

s
do

m
in

at
ed

by
th

e
ot

he
r

ge
nd

er
),

w
hi

le
co

ef
fic

ie
nt

s
of

ge
nd

er
re

fe
r

to
th

e
co

ng
ru

it
y

of
fe

m
al

e
re

su
m

es
in

co
m

pa
ri

so
n

w
it

h
m

al
e

re
su

m
es

.A
ll

co
ef

fic
ie

nt
s

ar
e

su
m

-t
o-

ze
ro

co
de

d.
Th

e
la

st
tw

o
co

lu
m

ns
di

s-
pl

ay
th

e
in

te
ra

ct
io

n
co

ef
fic

ie
nt

s
of

oc
cu

pa
ti

on
al

gr
ou

p
an

d
ge

nd
er

.
M

D
O

:M
al

e-
do

m
in

at
ed

oc
cu

pa
ti

on
s.

FD
O

:F
em

al
e-

do
m

in
at

ed
oc

cu
pa

ti
on

s.
*

p
<

0.
05

;*
*

p
<

0.
01

;*
**

p
<

0.
00

1 Ta
bl

e
C

.2
:R

es
ul

ts
of

R
eg

re
ss

io
n

A
na

ly
se

s
of

C
on

gr
ue

nc
e

Sc
or

es

51



Occupational Differences in Gender Congruent Communication
Written by Maike

C.3 LIWC Regression Analyses

Multiple linear regression analyses were conducted to investigate gender

and occupational differences in masculinity, femininity, agency, and com-

munion, according to the LIWC values. Results are presented in tables C.3

and C.4.

Variable M(SD)men M(SD)women

Masculinity 1.85 (1.73) 1.79 (2.01)
Femininity 1.30 (1.64) 1.50 (1.78)

Agency 6.26 (3.88) 6.52 (3.83)
Communion 6.63 (4.38) 8.15 (4.05)

Table C.3: Means of LIWC Features for Men and Women
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C.3 LIWC Regression Analyses
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D. Gender differences in self-presentations:

how algorithms detect it?

Written by Sara

D.1 Related Work

Communication styles have been found to differ between genders in sev-

eral fields. In the scientific sphere, DeJesus et al., 2021 found that generic

language (giving statements that are timeless and give the idea that is uni-

versally true) is much more successful to achieve a higher number of ci-

tations. This is relevant because the authors also detected that men use

generic language more extensively than women, and therefore it creates a

gap in scientific publications for women in contrast to men. Aligned with

the research conducted by DeJesus et al., 2021 on this subject, Kolev et al.,

2020 discovered that the way communication patterns used by women have

a direct impact on why they are less represented in STEM careers (science,

technology, engineering, and math): women use more specific and narrow

language expressions in comparison to men, resulting in a reduced used

generic language. This contributes to the persistence of the gender gap in

STEM fields.

In political sciences, research suggests that female legislators utilize

arguments that involve personal experiences and concrete language ex-

pressions whereas male politicians use adversarial argumentation (persua-

sive communication) and abstract communication (Hargrave & Langengen,

2021). Joshi et al., 2021 also found that men in general use abstract commu-

nication more often, resulting in women having more difficulties to reach

positions of power and status. Leaving behind politics, (Nguyen, 2021) also

pointed out that the persuasion techniques employed by men and women
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in a debate speech are different, resulting in female debaters using a more

personal focus, just like Hargrave and Langengen, 2021 found out for fe-

male legislators.

The previously mentioned findings are regarding spoken communica-

tion. When it comes to writing speeches, Horbach et al., 2022 concluded

that there are no significant differences between men and women. How-

ever, if we focus on the relevant topic for our research, Parasurama et al.,

2022 found that there is gendered information in resumes and therefore al-

gorithms can learn to distinguish resumes from men or women. For this rea-

son, and considering that there is a gap in the literature regarding gender

differences in self-presentation in resumes, this paper will introduce new

evidence regarding the topic. To be more specific, the research question

that will be tried to be answered in this paper is the following: "Which nat-

ural language processing models are most effective in identifying gender-

specific differences in resumes?", and also "Which features in resume text

are the most predictive of gender?".

D.2 Data

The data that has been used to investigate these research questions and how

we treated it is described in section 1.1.

D.3 Method

To accomplish the objective, we pre-processed the data as it is described

previously in section 1.1. This type of pre-processed data in the shape of

clean tokens can only be used for the baseline models, TF-IDF, word em-

beddings, and LIWC. For the transformer-based models, the most optimal

solution would be to use the whole text since these models learn from the

context around the words. However, the received data was already par-

tially tokenized, and thereby the outcome of those models will not reach

the full potential compared to the utilization of raw text. Despite this draw-

back, we still pre-processed the date one step further. The details of how
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this was done are explained in the "Data" section. Once the data was ready

to be utilised, we applied the aforementioned NLP techniques. The choice

of such a wide range of models is to see if more complex models can learn

further differences compared to more simple models such as TF-IDF. This is

something that (Parasurama et al., 2022) suggested in their paper as a way

to have a range of comparisons. The next step was to train the classifiers. To

get better performance, we used hyperparameter tuning techniques such as

Grid Search from Scikit-learn. Once we had the results of the models, we

printed out the metrics, such as accuracy, F1 score or AUC with the ROC

curves to see the performance. We considered as a threshold that a score

over 0.5 in accuracy means that the model is already learning gender dif-

ferences. It is important to note that we can accept accuracy as an informa-

tive metric because the data is balanced between the two prediction labels

(men/women).

Since it is of interest for this specific research question to know what are

the differences in self-presentation between genders, the features that better

predict the classification have also been extracted together with the coeffi-

cients of the logistic regression and the SVM models. This approach enables

us to identify the words that significantly contribute to the differentiation in

self-presentation between men and women if indeed there are differences.

D.4 Results

This section presents the key findings and outcomes obtained from the

analysis. To better show the main results of each of the models, table D.1

presents in an organized way each model with its corresponding perfor-

mance metrics of accuracy and F1. Note that the best models are TF-IDF

with SVM fine tuning (accuracy=0.72, F1=0.73) and the Longformer (ac-

curacy=0.73, F1=0.74). To check further performance metrics such as the

confusion matrixes per model or their ROC curve with the corresponding

AUC measurement, check Appendix A. In general, the AUC for the models

range between 0.66 and 0.82. The lowest score belongs to the dictionary-

based models (LIWC) and the highest to the RoBERTa transformer-based
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model.

Table D.2 presents the main features for three of the techniques used:

TF-IDF, Word2Vec and Longformer. We have only chosen these three tech-

niques for two reasons. Firstly, TF-IDF with SVM classifier and Longformer

are the models that could better detect the differences between genders as it

is shown in table D.1. Secondly, it was of interest to see what it was found

with the other methodologies, but considering that the baseline model and

the LIWC do not perform very well, we have only chosen word embed-

dings. Glove is better than Word2Vec, but since it we have used a pre-

trained dictionary, we could not create the functions to extract the main

features due to time constraints. Therefore, Word2Vec was the second better

option.

Model Classifier method Accuracy F1

Baseline (Bow) LR 0.65 0.63
SVM 0.64 0.63

TF-IDF LR 0.70 0.72
SVM 0.72 0.73

Word2Vec LR 0.70 0.70
SVM 0.70 0.71

Glove LR 0.71 0.73
SVM 0.65 0.69

LIWC LR 0.63 0.65
SVM 0.63 0.64

Data preparation

DistilBERT Uncleaned text 0.66 0.65
Cleaned text 0.65 0.57

Longformer Uncleaned text 0.73 0.74
Cleaned text 0.68 0.69

RoBERTa Uncleaned text 0.68 0.61
Cleaned text 0.71 0.68

Table D.1: Performance results for each model
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D.5 Discussion

The main goal of this project was to detect gender differences in self-

presentation in resumes. As Parasurama et al., 2022 or Yang et al., 2022

have previously done, we considered a good strategy to use several NLP

techniques, since we can extract a lot of information from the provided text

in CVs.

The models that have been trained provided us with results that are

above the random level of prediction, since the accuracy and AUC met-

rics score over 0.5 for all the different models (see table D.1 and appendix

A), even for the baseline (BoW). This means that even the most straight-

forward algorithm that only takes word frequencies, with classifier models

that have not been tuned, can still detect gender differences. This is very

relevant since we are still facing gender segregation in the organizational

context, which can lead to gender discrimination (He & Kang, 2021) espe-

cially when we are using AI algorithms to recruit people. As it has been seen

in the Amazon case (Dastin, 2018), the current algorithms still detect gender

differences even with anonymized data and deleting gender from the main

variables, just as we have seen in our research. This is problematic if the

algorithms are the main tool to recruit people, since they are biased towards

hiring more men over women, even if they are both as qualified to obtain

the job. This should be a point to reflect on and address further research

since we must create and use unbiased algorithms. Furthermore, this is not

only relevant for the organizational context, since gender differences have

been observed in communication and self-presentation in other fields such

as politics (Hargrave & Langengen, 2021; Joshi et al., 2021), science (DeJesus

et al., 2021; Kolev et al., 2020) or debate speeches (Nguyen, 2021).

If we focus now more in detail on the specific models that have been

used in this research, one may notice that the performance metrics are not

excellent (all the accuracy levels are clearly under 0.80, and there is only the

AUC for RoBERTa that reaches 0.82), even if they are significant and point

out that men and women do not self-present themselves the same way in

resumes. This limitation of the models might have an explanation. In the
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NLP field, the amount of data that is normally used to train the models

is extensive, talking about hundreds of thousands of entries with raw text

that is processed in further steps. In our case, instead, we only had a small

sample (N = 1789) with text that was already pre-processed previously by

Yang et al., 2022. This is meaningful for three reasons: with small sam-

ples, algorithms cannot learn as well as if they had a large amount of data.

They might detect differences, as has been the case, but it is not as power-

ful. The second reason is the fact that we have used pre-trained models for

the transformer-based ones. This means that there is a first step of adapting

the model that may introduce previous knowledge, which can be already

biased. The last reason is the fact that transformer-based models need raw

un-tokenized data to perform well since it is very important for these algo-

rithms to have proper context and learn of it. This may also explain why

a simple statistical model (TF-IDF) performs just as well as a transformed-

based model such as Longformer (check table D.1) when we would nor-

mally expect better performance for the latter, just as it was found by Para-

surama et al., 2022.

The second research question that we wanted to investigate was regard-

ing the most predictive features of gender in resumes. In table D.2, features

for three of the main models are shown. In general, the words that pre-

dict gender are different for the three models. Also, we can find words that

are predicting both genders, for instance, "work" in the Longformer model,

which is not very informative. The most intriguing discoveries, however,

emerge when examining the complete picture. For example, for the TF-IDF,

among the most relevant features that predict female gender, we can find

the words "care" and "assist", while for male we notice "engineer", "techni-

cal" or "improvement". Similarly, in the Word2Vec results, we can detect the

word "assistant" as the second most predictive word for women, whereas

for men "manager" or "science" are important. In the Longformer, the most

predictive feature for women is "homemaker". All these examples make us

reflect further on how much gender roles influence the way we write our

resumes. This is aligned with the research made by Eagly, 1987 and Eagly

et al., 2000, since it seems to be that gender roles are very well-established in
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society and consequently in people’s mindsets, taking us to write and com-

municate accordingly to the gender we define ourselves in. Moreover, the

top features do not only point out the underlying gender roles but also the

examples are cases of words that belong to what is desirable in behavior of

a man and a woman (Broverman et al., 1972; Williams & Best, 1990). Bakan,

1966 and Hsu et al., 2021 identified that agency is more strongly associated

with men and communion with women. In the same line, we could find

an association of this in our research since the words "assist" or "care" that

predict the label "female" belong to the behavior of nurturing and interper-

sonal connections, giving a sense of prioritizing the needs of others. This is

a sign of communal behavior, and it is one more evidence of what has been

found previously regarding how women behave in the recruitment process

(Guadagno & Cialdini, 2007; Parasurama et al., 2022; Prentice & Carranza,

2002; Smith et al., 2013). On the other hand, for men, we found words that

are strongly correlated to success and higher positions in the organizational

environment. This is associated with agentic behavior, and also points out

the inequality that stands until today between men and women in the work-

place, with men still having higher positions than women (He & Kang, 2021;

Steffens et al., 2019).
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E.1 Related Work

Until now, we have investigated how resumes written by men and women

differ from each other regarding their textual features as well as in differ-

ent occupations. Our results are in line with previous research on gender

norms in impression management (Guadagno & Cialdini, 2007). While men

used words that are more agentic in nature, women communicated in a

more communal way in their resumes (see section D.4 and Hsu et al., 2021).

This way, both genders communicated in ways that are congruent with the

respective gender stereotypes and norms that persist across society. Even

though we have expected this pattern in communication to some extent, it

does limit women in promoting their work-related capabilities to potential

new employers.

The difficulty that feminine gender norms are less in line with values

that are believed to be important in the occupational context compared to

masculine gender norms, was formalized in the gender-role congruity the-

ory (Eagly & Karau, 2002). According to this theory, occupational values

are inherently agentic in nature and encompass leadership qualities that

are mainly associated with masculinity (Schein, 1973, 1975). Consequently,

women face more difficulties in the occupational sector than men due to

two different types of prejudice related to gender norms and occupational

values. First, descriptive prejudice describes the preconception that women

are less capable of performing occupational tasks, especially those associ-

ated with leadership. Second, prescriptive prejudice describes an under-
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lying social norm in which women should not perform occupational tasks

that do not align with qualities associated with their gender (Bakan, 1966;

Hsu et al., 2021). Put differently, women face the difficult dilemma of ei-

ther conforming to occupational values or conforming to feminine gender

norms.

On the one hand, communicating in ways that emphasize occupational

values and agentic characteristics that promote work-related success is of

great benefit to women in the application phase in order to compete with

other candidates applying for the same job. On the other hand, women who

communicate in a way that does not conform to feminine gender norms can

experience severe social and economic penalties, known as backlash effects

(Rudman & Phelan, 2008). For example, women who present themselves

as assertive and agentic, are often perceived as less likable than their male

counterparts or women who communicate in a more gender congruent way

(Bolino & Turnley, 2003; Heilman et al., 2004). This results not only in social

costs during the interaction with others (Rudman & Phelan, 2008), but also

in decreased chances of being hired (Rudman, 1998; Rudman & Glick, 2001),

salary negotiations, getting a promotion and leadership evaluations (for a

review, see Rudman and Phelan, 2008).

As a result, some women feel a certain pressure to conform to the fem-

inine gender norms even though they often do not appeal to occupational

values. The backlash avoidance model describes processes in which women

often feel inhibited to promote their work-related capabilities in order to

avoid the backlash that comes from agentic and self-promoting communi-

cation (Moss-Racusin & Rudman, 2010). Other studies found that women

who communicate in a more communal way experience less backlash and

are rated as more likable than their peers who communicate solely in an

agentic way (Rudman & Glick, 2001; Rudman & Phelan, 2008). Thus, com-

municating in a less agentic, and more gender-congruent way seems to have

certain advantages for women during the application process.

To sum up, women face a difficult dilemma with their communication in

the occupational context. On the one hand, they can aim to conform to oc-
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cupational values and communicate in an agentic way in order to promote

their capabilities. On the other hand, women often face social and economic

penalties when communicating in ways that do not conform to such gen-

der norms. As a consequence, women continually feel a certain pressure

to conform to feminine gender norms in order to avoid such backlash ef-

fects. Nevertheless, to my knowledge, there are few studies that have yet

investigated the way that women deal with this important dilemma. One

study has investigated a similar research question (Parasurama et al., 2022).

However, the researchers only investigated resumes in the IT-related sector,

a very male-dominated context (Yang et al., 2022). Therefore, in this study,

I will investigate the extent to which applicants communicate in a gender-

congruent way in different occupational contexts.

From the previously discussed literature, I derived three hypotheses:

First, due to the general nature of the occupational context in which resumes

are written, I expect that women are forced to communicate less gender-

congruently than men, regardless of the occupation that they apply for. Sec-

ond, due to the skewed gender distribution in male-dominated occupations,

I presume that social norms are skewed towards masculine gender norms

in these occupations as well (Cialdini & Trost, 1998). Therefore, I expect that

women who apply for jobs in male-dominated occupations communicate

even less gender-congruently than women who apply for jobs in gender-

balanced or female-dominated occupations.

In contrast, masculine gender norms are generally more in line with oc-

cupational values than feminine gender norms (Eagly & Karau, 2002). An

exception to this rule, I presume, is the social norm in female-dominated

occupations. Not only do more women work in these occupations, which in

turn shapes the social norms of this context (Cialdini & Trost, 1998). But also

the type of work corresponds more to feminine gender norms. For exam-

ple, the communal aspect of feminine gender norms can be found back in

social service occupations as well as in diverse occupations that are related

to (health-)care. Therefore, my last hypothesis is that men communicate

less gender congruently in female-dominated occupations than in gender-

balanced or male-dominated occupations.

64



E.2 Data

E.2 Data

The data collection and preparation procedures that I used for this study

were described in section 1.1. Additionally, I divided the occupations into

male-dominated occupations (< 30% women), gender-balanced occupations

(>= 30% and <= 70% women), and female-dominated occupations (> 70%

women) according to US Labor Statistics in 2021 as cited in Yang et al., 2022

(Appendix B). Participants who reported working in an occupation that was

categorized as ’Other’ by Yang et al., 2022, were excluded from this study

(N = 114).

E.3 Method

In order to investigate the extent to which people wrote in a gender-

congruent way, I first trained different machine learning models on the

whole data set to predict the gender from written text. The models are

described in section 1.2. As expected, the training performance of these

models was much better than the test performance of the models that were

trained on only 80% of the data (and 10% validation data). The baseline

models as well as the SVM on TF-IDF data had an accuracy and F1 score of

100%. The analyses based on word vectors, LIWC values, DistilBERT, and

RoBERTa performed slightly worse with accuracies of roughly 70 to 80%.

The best-performing transformer model was Longformer with more than

90% accuracy. Details about the performance metrics as well as ROC plots

and confusion matrices can be found in Appendix C.1.

Second, I used these models to calculate the probability of being a

woman for each participant. These predictive scores range between 0 (in-

dicating a 0% chance that this participant is a woman) and 1 (indicating a

100% chance that this participant is a woman). Third, the score was reversed

for men and then used as a measure of gender congruity.

To test my hypotheses, I performed a 2x3 ANOVA with gender congruity

as the dependent variable and the main and interaction effects of gender

and occupation as the predictors. The first hypothesis (H1: Women communi-
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cate less gender congruently than men) was tested by contrasting the congruity

scores of female resumes against the congruity scores of male resumes

across all occupations. The second hypothesis (H2: Women communicate less

gender congruently in male-dominated occupations than in gender-balanced or

female-dominated occupations) was tested by contrasting the congruity scores

of female resumes in male-dominated occupations against the congruity

scores of female resumes in gender-balanced and female-dominated occu-

pations. The third hypothesis (H3: Men communicate less gender congruently

in female-dominated occupations than in gender-balanced or male-dominated oc-

cupations) was tested by contrasting the congruity scores of male resumes

in female-dominated occupations against the congruity scores of male re-

sumes in gender-balanced and male-dominated occupations.

The analysis was conducted on all gender-congruity scores separately,

as well as on a weighted average of all these scores. To calculate this score,

I weighted the congruity scores by the training accuracy scores of the mod-

els (see Appendix C.1) in order to account for the accuracy of the predic-

tive scores. The reason for weighting the congruity scores by the training

accuracy lies in the definition of the congruity scores in this study. The con-

gruity score is directly related to the classification result and thereby also

to the classification performance. As a result, models with high accuracy

scores will also result in high congruity scores (close to 100%) and a smaller

variance, while models with low accuracy scores (closer to 50%) will also

result in lower congruity scores (closer to 50%) with a larger variance. Sim-

ilarly, the differences in congruity scores, which form the basis for support-

ing or rejecting my hypotheses, should also be smaller in models with high

accuracy than in models with lower accuracy. Therefore, weighting the con-

gruity scores by the accuracy of the respective models (thus giving a higher

weight to models with higher accuracy), allows me to check the robustness

of the individual results.
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E.4 Results

E.4.1 Hypothesis Testing

Data pre-processing Classifier H1 H2 H3

Baseline (BoW) LR -0.01*** -0.05*** -0.02***
SVM 0.00 -0.03* -0.03***

TF-IDF LR -0.02*** -0.16*** -0.14***
SVM 0.00*** -0.00 -0.00

Word2Vec LR -0.02*** -0.23*** -0.20***
SVM -0.01 -0.10*** -0.11***

GloVe LR -0.02*** -0.20*** -0.19***
SVM -0.02*** -0.22*** -0.23***

LIWC LR -0.01 -0.14*** -0.15***
SVM -0.00 -0.10*** -0.11***

DistilBERT -0.22*** -0.33*** -0.21***

Longformer 0.01 -0.09 -0.01

RoBERTa -0.03*** -0.00 0.01

Weighted average -0.02*** -0.12*** -0.10***

The coefficients shown here describe the comparison of gender congruity in
resumes in the following three scenarios:
H1: Female resumes in comparison with male resumes.
H2: Female resumes written for male-dominated occupations in comparison
with female resumes written for gender-balanced and female-dominated oc-
cupations.
H3: Male resumes written for female-dominated occupations in comparison
with male resumes written for gender-balanced and male-dominated occupa-
tions.
* p < 0.05; ** p < 0.01; *** p < 0.001

Table E.1: Hypothesis Testing: Regression Analyses on the Effect of Gender
and Occupation on Congruity Scores

As can be seen in Table E.1, the first hypothesis is supported by a signif-

icant main effect of gender in eight out of thirteen analyses as well as by the

coefficient based on the weighted average congruity score. All these coeffi-

cients are significant at p < .001. While one analysis indicates a significant

effect in the opposite direction, the coefficient of this analysis is practically

equal to zero. The negative coefficients of this effect in most analyses indi-

cate that female resumes are classified as significantly less gender congruent
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than male resumes across the occupational groups. However, this effect is

small in most cases, ranging between -0.00 and -0.03 (-0.22 in DistilBERT).

Thus, female resumes were rated as 0% to 3% less gender congruent in com-

parison with male resumes (22% in the case of DistilBERT).

The second hypothesis is supported by a significant interaction contrast

in ten out of thirteen analyses as well as by the coefficient based on the

weighted average congruity score. All these coefficients except for the one

based on SVM with BoW pre-processing are significant at p < .001. This

effect is greater than the main effect of gender only. Specifically, the neg-

ative coefficients indicate that female resumes written in male-dominated

occupations were significantly classified as 3% to 33% less gender congru-

ent compared to female resumes written in gender-balanced and female-

dominated occupations. In fact, as can be seen in Table C.2 and Figure

E.1, female gender congruity is lowest in male-dominated occupations and

highest in female-dominated occupations, with the latter congruity being

even higher than male gender congruity in that occupational group.

Finally, the third hypothesis is also supported by a significant interac-

tion contrast in ten out of thirteen analyses as well as by the coefficient

based on the weighted average congruity score with all ten coefficients be-

ing significant at p < .001. The negative coefficients of this effect indicate

that male resumes written in female-dominated occupations were signif-

icantly classified as 1% to 23% less gender congruent than male resumes

written in gender-balanced or male-dominated occupations. As the exact

opposite of the effects observed for female gender congruity scores, male

congruity scores are highest in male-dominated occupations and lowest in

female-dominated occupations (see Table C.2 and Figure E.1).

E.4.2 Model Comparisons

The size of the effects described above varies across the models that served

as the base for the congruity scores. Specifically, the differences in con-

gruity scores between genders and occupational groups were generally

more pronounced in logistic regression models compared to support vector
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Figure E.1: Weighted Gender Congruity Scores Sorted by Occupations and
Gender.

machines, with the slight exception of the analysis of the congruity scores

based on GloVe vector representations.

Regarding the transformer-based models, the relevant effects were

strongest when comparing congruity scores that were based on predic-

tions by DistilBERT. However, the effects remained non-significant when

congruity scores were based on Longformer and RoBERTa predictions. As

can be seen in Figure E.2, the non-significance of the effects goes hand in

hand with greater standard deviations of the congruity scores. Specifically,

the gender predictions by the Longformer and RoBERTa models were much

closer to either 0 (indicating 100% certainty that this person is a man) or 1

(indicating 100% certainty that this person is a woman), than predictions

from any other models (see e.g. Figure E.2a).

E.4.3 Effects of Occupation and Gender on Gender Con-

gruity

In addition to the specific contrasts that I elaborated on above, I also tested

the main and interaction effects of gender and occupation in general. The re-
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(a) DistilBERT (b) Longformer (c) RoBERTa

Figure E.2: Congruity scores based on BERT predictions

sults can be found in Appendix C.2. In the following paragraphs, I will elab-

orate on the main effects of occupation only, since the main effect of gender

and the interaction effects mimic the effects that were tested and described

in section E.4.1. The main effect of male-dominated occupations was signif-

icant in only two out of thirteen analyses and non-significant in the analysis

of the weighted congruity score. This indicates that the magnitude of gen-

der congruity in resumes written for male-dominated occupations did not

differ from the gender congruity in resumes written for gender-balanced or

female-dominated occupations (controlling for gender).

The main effect of female-dominated occupations was significant in six

out of thirteen analyses as well as in the analysis of the weighted congruity

score. However, all coefficients were quite small with none of the coeffi-

cients exceeding an absolute value of 0.02. The negative coefficients of all

(significant) analyses indicate that resumes written for female-dominated

occupations were marginally less gender-congruent than the resumes writ-

ten for gender-balanced and male-dominated occupations (controlling for

gender).

E.5 Discussion

In this study, I investigated to what extent people communicate in gender-

congruent ways in their resumes in different occupations. The outcomes

of multiple analyses support my first hypothesis that women communicate

in a less gender-congruent way than men do. This result aligns with pre-

dictions from role congruity theory (Eagly & Karau, 2002), which states that

feminine gender norms are less in line with occupational values and charac-
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teristics associated with work-related success. Even though women might

face severe backlash when not conforming to their gender norms (Heilman

et al., 2004; Rudman, 1998; Rudman & Glick, 2001; Rudman & Phelan, 2008),

they apparently resist this concern and communicate in more masculine pat-

terns regardless. Taking into account the results of the first study of this se-

ries (see section D.4), this outcome is not surprising. The more ’masculine’

style of communicating in resumes entails impression formation techniques

that are very advantageous during the application procedure (Bolino et al.,

2016; Bolino & Turnley, 2003; Guadagno & Cialdini, 2007). Not only is it

more common for men to promote their own capabilities in their resumes

(Moss-Racusin & Rudman, 2010; Rudman, 1998), but they also use more

agentic terms like ’manager’ or ’improvement’ instead of more communal

terms like ’assist’ or ’care’ (see section D.4). Thus, in the current occupa-

tional sector, it does seem more advantageous for women to communicate

in a less gender-congruent way and thereby conforming to a more ’mascu-

line’ style of communication while applying for a new job or a promotion.

Nevertheless, the effect described above was comparably small (at least

when controlling for occupation). The differences in gender congruity

amounted to only 2% on average, even though they were significant at the

p < .001 level. This can be explained by the fact that p-values only indicate

whether the results are based on enough data to generalize to the broader

population. With more than 1600 participants, it is therefore not surprising

that the gender differences were significant, even though the magnitude of

the effect was relatively small.

However, the magnitude of the interaction effects testing hypotheses

2 and 3 was greater and thereby hints towards effects that are more im-

portant in reality as well. Supporting my second and third hypotheses,

the gender difference in congruity was significantly more pronounced in

male-dominated and female-dominated occupations compared to gender-

balanced occupations. Specifically, women communicated significantly less

gender-congruent in male-dominated occupations compared to gender-

balanced and female-dominated occupations. Similarly, men communi-

cated significantly less gender-congruent in female-dominated occupations
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compared to gender-balanced or male-dominated occupations. Both ef-

fects were comparably large with average values of 12% for the difference

in female resumes and 10% in male resumes. When controlling for gen-

der, however, the differences between occupational groups in general was

negligible.

These results show that men and women communicate differently in

their resumes, thereby conforming to the social norms of their occupational

context (dominated by one gender). Not only did women communicate in

a more masculine way, thereby conforming to general occupational values

(Eagly & Karau, 2002), but also men communicated in a more feminine way

when applying in female-dominated occupational fields. Even though the

methods of this study do not allow for conclusions on causality, nor the

mechanisms behind these differences in communication, the results again

confirm predictions by the role congruity theory (Eagly & Karau, 2002).

Specifically, the occupational groups of the analyses in this study were con-

structed by taking into account the gender distribution of the occupations

according to US Labor statistics (see Appendix B). They thereby refer to a

descriptive norm that holds in this context. The role congruity theory (Eagly

& Karau, 2002) states that descriptive and prescriptive prejudices interact in

order to maintain a social norm related to gender stereotypes (Hsu et al.,

2021; Martin & Slepian, 2021). Future research should investigate the role of

prescriptive norms next to descriptive roles, e.g. by taking into account the

way that applicants and employers regard the importance of gender-related

characteristics in applications (also see the review by Bolino et al., 2016).

E.5.1 Methodological Considerations

E.5.1.1 Model Comparisons

The effects discussed above varied across the different analyses with effects

based on logistic regression models being larger than effects based on SVM

in almost all cases. This can be explained by the way that gender congruity

was calculated. As can be seen in Appendix C.1, SVM models performed

better on most training performance measures, which resulted in congruity
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scores with lower variation compared to models with lower performances

(see Appendix C.1, Figures C.9 - C.13). As a consequence, the effects based

on SVM models were smaller and less consistently significant compared to

effects based on logistic regression models.

A similar pattern occurred in the three transformer models: While gen-

der and occupational differences in congruity scores based on DistilBERT

predictions were very large, differences in congruity scores based on Long-

former and RoBERTa predictions were almost negligible. In Figure E.2, it

can be seen that the variance of congruity scores based on the latter two

models was much larger than that of DistilBERT. In fact, predictions by

Longformer and RoBERTa were much closer to either 0 or 1, regardless of

gender, compared to predictions by any other models (see Appendix C.1),

indicating that Longformer and RoBERTa were more certain about their

classification, even though their performance was not considerably different

from the other models. This can be explained by the fact that Longformer

and RoBERTa are both designed to capture longer-range dependencies in

the input sequence (Beltagy et al., 2020; Liu et al., 2019). They have larger

architectures and can handle more context compared to models like Distil-

BERT or non-transformer-based models like TF-IDF. This ability to capture

more context often leads to more accurate predictions and higher confidence

levels (Beltagy et al., 2020; Liu et al., 2019), which, in turn, leads to higher

variation in congruity scores and less consistent gender and occupational

differences.

E.5.1.2 Operationalization of Gender Congruity

The most central concept for the research question of this part of the project

was gender congruity. Following a procedure developed by Parasurama et

al., 2022, I calculated the congruity scores based on the predictions of clas-

sification models. These predictions, in turn, were based on models trained

on the data itself (and in the case of transformer models also on pre-trained

data from the internet). Thus, the congruity scores constituted a more de-

tailed, non-binary reflection of the model performances for each gender (see

classification matrices in Appendix C.1). This way, instead of comparing the
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texts to how people of different genders communicate in general, the con-

gruity scores compared the texts only to how people in this study commu-

nicated.

On the one hand, this limits our understanding of gender-specific com-

munication because it is not possible with this study to investigate the ex-

tent to which people communicate in a gender (in-)congruent way in the

recruitment context compared to other contexts. The recruitment context is

already a very male-dominated field (Bolino et al., 2016; Parasurama et al.,

2022). Furthermore, it is a very formal context in comparison with e.g. text

messages between friends (Newman et al., 2008). Therefore, I expect the

gender difference to be even larger when comparing congruity scores that

are based on data from different fields.

One way how I was able to preliminary test this idea was an analy-

sis of the scores from the LIWC analysis; especially on the words related

to masculinity|femininity and the words related to agency|communion.

However, as described in Appendix C.3, the differences between the gen-

ders on these scores were almost negligible with on average less than 2%

of words related to femininity and masculinity each, and only about 6.5%

of words related to agency and communion each (although note that the

gender-difference in the usage of communal words was significant at p <

.001; see Hsu et al., 2021). Thus, more research is needed to investigate the

actual extent to which people communicate in gender-congruent ways in

the recruitment contexts compared to other contexts.

On the other hand, the construal of congruity scores allowed us to dis-

cover that even within the recruitment context, there are gender-specific dif-

ferences in communication. Even though the models were trained on data

from the occupational sector only, these gender differences were significant

and large enough (10-12% on average) to show clear patterns also with re-

gard to the occupational groups (see figure E.1).

74



E.5 Discussion

E.5.2 Limitations and Future Research

Even though the analyses in this research led to important insights into gen-

dered communication during the application process, the data that we used

in this research had many limitations. First, due to legal and ethical impli-

cations, we were not able to obtain resumes that were used in real-world

application processes, such as those from linkedin.com or indeed.com (for

an example of research based on real CVs, see Blommaert et al., 2014). In-

stead, the data of this study originated from Prolific, an online tool to collect

responses for survey research. Even though participants were asked to copy

and paste textual information from their resumes in the respective fields, the

data was partially of very low quality (see Section 1.1) which, in turn, also

resulted in relatively poor-performing classification models.

Second, the data was collected in the United States, a country that is

quite divided in political views, but nevertheless scores well regarding eco-

nomic participation and opportunities for women (World Economic Forum,

2022). Interestingly, Hsu et al., 2021 found that certain gender differences

in communication were larger in both English-speaking countries as well as

in countries with higher gender parity. Therefore, it would be interesting to

investigate gender congruity in resumes in different cultural contexts.

Third, this study only focused on two self-reported genders: men and

women. Studies, which also take into account other genders, or differentiate

between cis- and transgender people would be able to obtain more insights

into the development of gender differences in communication.

Fourth, participants in this study were people who already worked

in their respective occupations. This way, they were already exposed to

the gendered social norms in their occupational fields and they may have

adapted to these social norms, not only to avoid backlash but also to fit in

the context in general (Cialdini & Trost, 1998). For example, women who

worked in a very competitive setting, which values agentic communica-

tion, might communicate in a more agentic way not only to avoid backlash

(Moss-Racusin & Rudman, 2010) but also subconsciously to mimic other

people in their environment and generally conform to the social norms
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in their everyday life (Cialdini & Trost, 1998). Future research could in-

vestigate communication by people who are not already part of such an

environment, such as students, or people who have worked in a different

occupation before.

Lastly, the focus of this research was on the differences in occupations

in general. However, our data did not allow us to distinguish between dif-

ferent hierarchical positions within a company. This could be a confound-

ing factor in that women often hold lower-ranking positions in a company

(World Economic Forum, 2022) and leadership is associated with more mas-

culine qualities (Eagly & Karau, 2002). Future research should closely ex-

amine the interrelationship between occupation and job position on gender

differences in occupations.

E.5.3 Societal Implications

The current research sheds light on the different communication styles used

by men and women in their resumes for different occupations. I found that

women communicate in a less gender-congruent way than men in general

and that this difference is greater in male-dominated occupations, while it is

the other way around in female-dominated occupations. Previous research

found that gender-incongruent communication can cause social and eco-

nomic penalties, both in women (Heilman et al., 2004; Rudman & Glick,

2001; Rudman & Phelan, 2008) and in men (Rudman, 1998; Rudman &

Glick, 2001; Rudman & Phelan, 2008). However, it remains up to future

research to investigate the way that occupational and gender norms inter-

act with each other and influence the backlash on hiring outcomes on the

basis of communicational differences in resumes.

Furthermore, even though we found that people tend to adapt their com-

munication styles to the organizational context that they apply for, the clas-

sification models that we used were still able to differentiate between male

and female resumes, and thus gender congruity turned out to be quite high

in most models as well (see Appendix C.2). Thus, my research shows that

differences between the genders still widely exist and are further fuelled
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by fear of backlash for example (Moss-Racusin & Rudman, 2010; Rudman,

1998). Consequently, if people keep communicating in gender-congruent

ways in order to avoid backlash, they continue to reproduce gender segrega-

tion and workplace discrimination against the minority genders (Guadagno

& Cialdini, 2007; Heilman & Eagly, 2008; Rudman & Phelan, 2008). There-

fore, future research needs to continue investigating ways to implement

strategies that reduce workplace discrimination. These strategies can al-

low women, men, and people of other genders alike to communicate in

ways that enhance their chances of workplace success, liberated from gen-

der norms and associated prejudice.
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