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Abstract 
Technology is evolving quickly, and Text-based Personality Computing (TPC) and automatic emotion 

assessment have attracted the interest of researchers. This study explores their effectiveness as an 

addition to traditional methods in personality and emotion assessment. The relationship between 

personality and emotion using automated methods has not been thoroughly examined. Thus, this project 

aims to investigate the correlations between personality traits and emotions in automated detection. To 

accomplish this aim we used two datasets with annotated emotions and Big Five personality traits, and 

we implemented supervised methods to predict personality traits and emotions. We have tried different 

models including SVM, Logistic Regression and variants of BERT. The utilized evaluation metrics are 

accuracy, precision, recall and F1-score. Correlations between emotions and traits are computed using the 

Pearson correlation coefficient and visualized using heatmaps. Additionally, the alignment between the 

correlations from the annotated and the predicted data is assessed using the Pearson correlation 

coefficient, RMSE, MAE, and the Wilcoxon signed rank test. Moreover, the correlations from the original 

data are compared to established theories. The findings reveal that the best predictions were obtained by 

transformer-based models. Specifically, DistilBERT performs the best in predicting Extraversion and 

Stability while DeBERTa outperforms other models in predicting emotions, Conscientiousness, Openness, 

and Agreeableness. The correlations from the predicted data are similar to those from the original data 

but their range is different. Some of the personality-emotion pairs (e.g., joy-Conscientiousness, anger-

Conscientiousness) align with established theories while some others do not (e.g., Neutralism-All 

personality traits). Overall, this research contributes to the understanding and applicability of TPC in 

personality and emotion assessment. 
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1. Introduction  
Personality traits and emotions are two constructs that are fundamental to an individual's psychological 

constitution (Plomin et al., 2014). Personality traits are characterized by patterns of thoughts, feelings, and 

behaviors that are relatively consistent over time and across different situations (Vinciarelli et al., 2014). 

On the other hand, emotions are temporary, subjective experiences that are typically triggered by internal 

or external stimuli and can range from pleasant to unpleasant. They can vary widely in intensity and 

duration and play a critical role in social behavior and decision-making (Dalgleish et al., 2000).  

The above descriptions indicate that personality traits and emotions share a lot of similarities and a few 

differences. As mentioned by Revelle et al., (2009) “A helpful analogy is to consider that personality is to 

emotion as climate is to weather”. Although personality traits describe more stable characteristics and 

emotions more temporary feelings, both are influenced by a combination of biological and environmental 

factors (Reisenzein et al., 2020). 

Understanding emotions and personality is important and helpful in various societal (e.g., school success) 

and scientific (e.g., neuroscience) domains. Within the scientific world, an exploration of emotions finds 

utility in fields like neuroscience (Adolphs, 2017). Additionally, the application of emotional knowledge 

extends to practical aspects, such as facilitating early school success among preschoolers. Denham et al., 

(2015) found out that age-appropriate emotion knowledge can make a socially competent child pay more 

attention to academic tasks and communicate better with peers. Additionally, the knowledge of 

personality yields its own set of practical implications. The correct interpretation of personality can 

enhance individuals in making informed decisions about suitable career paths (Kern et al., 2019). At the 

same time, clinical psychologists can use personality to better understand psychological disorders (Khan 

et al., 2005). Also, the identification of changes in personality can contribute to health-related matters, 

such as the early diagnosis of Alzheimer's disease (Robins Wahlin et al., 2011). It is vital to assess 

personality and emotions since their correct interpretation can aid research in many fields.  

Traditionally, the assessment of personality traits has relied on questionnaires that were filled out by 

individuals themselves or others, a process that can be time-consuming and costly (Fang et al., 2022). 

However, with the emergence of user-generated data such as texts, audio, and images, coupled with 

advancements in machine learning algorithms, automatic personality assessment has become 

increasingly common as an efficient and cost-effective alternative (Phan et al., 2021). This automated 

approach is referred to as Personality Computing (PC). Our focus is specifically on Text-based Personality 

Computing (TPC), which requires the application of PC techniques to text data (Mushtaq et al. 2023).  

TPC has benefits as well as limitations. The several advances of automated approaches include the 

potential for large-scale data analysis because of increased computing power and data storage (Vinciarelli 

et al., 2014). However, challenges such as privacy concerns, data and measurement quality should be 

carefully considered (Fang et al., 2022). We are aware from questionnaire methods for personality and 

emotion assessment (Cattell, 1973) that correlations between personality traits and emotions exist, but in 

TPC researchers rarely report them. Therefore, this research paper aims to examine TPC by analyzing the 

correlations between personality traits and emotions. Moreover, we hope that the findings will result to a 

better understanding of automated personality and emotion detection that can help in the development 

of PC and its applications in various fields, including psychology, social media analysis, and other areas 

where personality assessment is essential. 
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To complete this aim, we focus on exploring the relationship between personality traits and emotions in 

TPC answering the following research question: “What are the correlations between personality traits and 

emotions in automated personality and emotion detection, and how well do they align with established 

theories?” To answer these questions, some sub questions need to be answered first. 

[RQ 1]: How accurately can automated models predict personality traits and emotions from text data? 

[RQ 2]: How related are the correlations between annotated and predicted personality traits and 

emotions? 

[RQ 3]: How consistent are the correlations from annotated data with the correlations reported in 

established personality and emotion theories? 

The research questions are addressed through a series of steps. The initial phase involves the collection 

and preprocessing of data from two datasets: WASSA 20221 and PELD2. The personality traits of the 

individuals are identified utilizing the widely recognized Big Five taxonomy, encompassing the dimensions 

of Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism (Goldberg, 1982).  

To address RQ1 we applied supervised machine learning algorithms to predict both personality traits and 

emotions. The implemented algorithms include Distilled Bidirectional Encoder Representations from 

Transformers (DistilBERT), Robustly Optimized BERT Pretraining Approach (RoBERTa), Decoding-enhanced 

BERT with Disentangled Attention (DeBERTa), Support Vector Machines (SVM), and Logistic Regression and 

the predictions were assessed using Accuracy, Precision, Recall, and F1-score. Subsequently, to answer 

RQ2 we computed the correlations between predictions of traits and emotions. Then, to compare the 

correlations from predictions to the ones obtained from annotated data we used evaluation metrics 

including Root Mean Squared Error (RMSE) and Mean Absolute Error (MAE). This comparative analysis 

offers insights into the effectiveness of the models in predicting emotions and personality traits. Finally, to 

address RQ3 the correlations from annotated data are compared with widely accepted theories reporting 

the relationship between Big Five traits and emotions to examine their alignment.  

The results of the research demonstrate that DeBERTa performs the best in detecting all emotions. 

Similarly, for Conscientiousness, Agreeableness and Openness, DeBERTa outperforms the rest of the 

models, while for Extraversion and Stability DistilBERT does. It is worth mentioning that all the models 

predict emotions and personality traits a lot better than random. The correlations between predicted 

emotions and personality traits agree with the correlations from annotated data because the Pearson 

correlation coefficient was above 0.5 in most cases (DeBERTa: 0.725, RoBERTa: 0.508, DistilBERT: 0.504). 

Also, the correlations from annotated data agree with established theories for certain emotion-personality 

trait pairs (e.g., anger-conscientiousness, surprise-agreeableness). However, for other pairs, there is a lack 

of alignment between the correlations and established theories. 

This research paper is organized into various sections, which are as follows: Section 2 presents the related 

work about Big Five personality trait and emotion detection and correlations between them, while Section 

3 focuses on the two datasets that are used. Next is Section 4, which reviews the implemented methods. 

Section 5 analyzes the results and Section 6 concludes the paper and discusses the ethical considerations. 

 
1 CodaLab - Competition (upsaclay.fr) 
2 GitHub - preke/PELD: Personality EmotionLine Dataset 

https://codalab.lisn.upsaclay.fr/competitions/834#learn_the_details-datasets
https://github.com/preke/PELD
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2. Literature Review 
This Section discusses the existing theory about Big Five personality traits in 2.1 and the literature about 

automated systems for personality and emotion prediction in 2.2. Section 2.3 presents widely accepted 

theories about the relationship between personality and emotions.  

2.1 Personality Traits 

According to (John et al., 1999), personality taxonomy serves as a framework for describing personality 

traits. In order to predict personality, we must first define potential personality traits. The Big Five 

personality taxonomy is used because it is realistic and accurate (Fang et al., 2022).  Big Five is based on 

independent studies (Goldberg, 1982; Tupes et al., 1992; Costa et al., 1992) and identifies five significant 

personality dimensions: Openness, Conscientiousness, Extraversion, Agreeableness, and Neuroticism. 

1. The personality trait of Openness refers to how open someone is to a diverse range of experiences or 

how abstractly they think about concrete issues. Individuals characterized by high levels of Openness 

often hold unconventional values and exhibit creative thinking abilities.  

2. Conscientiousness describes a person's level of self-discipline, organizational skills, and goal-directed 

behavior. Those who exhibit high levels of Conscientiousness tend to excel in planning and prefer 

structured approaches over spontaneous decision-making.  

3. Extraversion denotes a personality trait characterized by an individual's sociability, energy levels, and 

warmth in interpersonal interactions. Individuals with high levels of Extraversion have a tendency to 

be outgoing, talkative, and actively engage with others. 

4. Agreeableness pertains to a personality trait that reflects an individual's propensity for kindness, 

sympathy, and cooperation. Those with high levels of Agreeableness incline to maintain friendly 

dispositions towards others, to be helpful and less competitive. 

5. Neuroticism describes a personality trait associated with emotional instability, nervousness, distress, 

and fearfulness. Individuals scoring high on Neuroticism are more likely to experience heightened 

levels of worry (Abdullahi et al., 2020). 

2.2 Automated personality and emotion prediction 
In today's digital age, with the huge availability of online data, it has become necessary to understand the 

complex interplay between different personality traits of individuals and emotional experiences. Models 

for personality and emotion assessment are essential to help us gain valuable insights from the huge 

amount of data. Various tools that measure emotions and personality (Marengo et al., 2019) have been 

used and evaluated in previous studies (e.g., Cattell, 1973). We focus on technologically developed 

methods such as PC (Phan et al., 2021). PC has emerged as a promising method for assessing personality 

using digital footprints and computational approaches. By analyzing data from online platforms and social 

media, researchers have tried to extract individuals' personality traits.  

TPC is an automated method to generate personality predictions using Natural Language Processing (NLP). 

It represents an innovative approach for understanding and analyzing personality traits on a broader scale 

(Mushtaq et al., 2023).  The task of TPC can be framed as either regression or classification, depending on 

the nature of the personality measurements, meaning whether they are expected to be continuous or 

discrete.  Within the field of TPC, supervised learning methods have predominantly been employed. 

Initially, simpler methods have been applied such as Support Vector Machines (SVM) (Pratama et al., 
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2015), and recently, more complex methods that use deep-learning and transformers architecture (Ren et 

al., 2021) have been employed. 

For the prediction of emotions, various approaches have been implemented (e.g., Hasan et al., 2019, 

Maithri et al., 2022). Hasan et al., (2019) present a supervised learning system separated in two tasks: an 

offline training task and an online classification task. In the study conducted by Barriere et al., (2022), the 

authors present the results of the WASSA 2022 Shared Task, which is the primary dataset utilized in the 

current research. The paper provides an overview of the models employed by participating teams for 

emotion prediction. Most teams leveraged variants of the Bidirectional Encoder Representations from 

Transformers (BERT) model, such as RoBERTa and DeBERTa, to accomplish this task. In addition, Wen et 

al., (2021) implemented the RoBERTa model, among others, for emotion prediction in the PELD dataset, 

which is also utilized in the present study. 

In the context of personality prediction, SVM (Pratama et al., 2015), and Regression (He et al., 2021) are 

usually implemented, in addition to BERT, its variants (Christian et al., 2021), and Recurrent Neural 

Networks (RNN) (Liu et al., 2017). These algorithms have been applied to take advantage of textual 

messages for personality trait detection. Moreover, Maharani et al., (2022), a paper that shares similar 

interests with our study, applied SVM among others to predict the Big Five personality traits. Our project 

differs from the aforementioned paper because we implemented variants of BERT for the predictions, and 

we investigate the alignment between correlations from annotated data and correlations reported in 

established personality and emotion theories. In the WASSA 2022 paper by Ghosh et al., (2022), SVM was 

applied using demographic information as input, instead of essays as we did, for personality trait 

prediction. Furthermore, Christian et al., (2021) employed BERT and its variants for the Big Five prediction. 

2.3 Relationship between personality and emotions 
Numerous academic papers (e.g., Farnadi et al., 2014) have examined the complex relationship between 

personality traits and emotions. While some studies (e.g., Maharani et al., 2022) have undertaken a 

comprehensive analysis of all potential correlations between these constructs, others (e.g., Druschel et 

al., 1999) have focused on specific pairs of personality traits and emotions presented in the next 

paragraphs. 

Significant contributions to the examination of all possible correlations between personality traits and 

emotions have been made by studies such as Maharani et al., (2022) and Penley et al., (2002). In Maharani 

et al., (2022), the findings demonstrate significant associations between Openness and various emotions, 

including sadness, fear, anger, and disgust. Moreover, Conscientious, Extroverted, and Agreeable 

individuals have a higher chance of expressing joy, and surprise. Penley et al., (2002), on the other hand, 

explore the relationship between personality, emotions, and stress. The outcomes of this research unveil 

insightful information, such as that Agreeableness is not significantly correlated with any of the emotion 

features. It is worth acknowledging that our approach differs from those studies in terms of the 

implemented models; we applied variants of BERT for predictions while they used simpler models. 

Numerous academic papers investigated the relationship between joy and all Big Five personality traits 

(e.g., Mitte et al., 2008; Berenbaum et al., 2016; Shiota et al., 2006). According to these studies, joy exhibits 

a positive association with all Big Five personality traits, except for Neuroticism. In Mitte et al., (2008) and 

Shiota et al., (2006) two distinct categories of joy—self-measured and peer-measured are included. In the 

domain of anger, fear, and sadness, and their connections with Big Five personality traits, a comprehensive 
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meta-analysis conducted by Marengo et al., (2021) provides useful information. Their study showed that 

anger, fear, and sadness tend to reveal negative associations with all Big Five personality traits, except for 

Neuroticism. 

The relationship between disgust and personality has been a point of interest in some papers (Druschel et 

al., 1999; Tybur et al., 2013). In (Druschel et al., 1999) a positive relationship between disgust and all 

personality traits, except for Openness, is reported. Investigations, like (Tybur et al., 2013), tend to 

separate disgust into distinct categories, such as moral, sexual, and pathogen disgust, and examine their 

individual relationships with personality traits. These studies offer beneficial perspectives on emotion-

personality pairs. 

It is important to acknowledge the widely accepted theories about the relationship between personality 

traits and emotions in addition to presenting the results of earlier studies. Prominent among the well 

accepted relationships is the strong one observed between joy and extraversion, which has been widely 

supported in literature (e.g., Shiota et al. 2006; Costa et al., 1980; Smillie et al, 2015). Furthermore, the 

negative correlation between anger and agreeableness is widely accepted (e.g., Marengo et al., 2021; 

Graziano, 1996). Another well-established theory is the positive relationship between neuroticism and 

negative emotions, including anger, fear, and sadness. Additionally, it is worth noting that there are studies 

that have showed that the association between anger and neuroticism is weaker compared to the one 

between fear/sadness and neuroticism (e.g., Costa et al., 1992; De Young, 2007; Judge 1999). 

These established theories provide a foundation for understanding the relationship between personality 

and emotions, and they support this research by contributing to the theoretical framework. By using them 

to validate our results, this study aims to further examine this relationship. 
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3. Datasets  
Section 3.1 provides a description of the datasets utilized in this study, along with an explanation of the 

original annotation process and the most outstanding data exploration results. Additionally, in Section 3.2 

the preprocessing of the data during this research project is presented.  

3.1 Description of the datasets 
Multiple datasets have been created to help research in the field of TPC. Considering the time constraints 

of this project, the selection of appropriate datasets requires prioritizing those that have already 

annotated emotions and personality traits. Two datasets, WASSA 2022 and PELD, that meet these 

requirements are utilized in this project. Furthermore, the selection of these datasets offers the 

opportunity to examine the correlations between personality traits and emotions across diverse dataset 

types. The PELD dataset mainly consists of informal and concise dialogues, while the WASSA 2022 dataset 

contains more formal and extensive essays.  

The WASSA 2022 dataset is the primary dataset utilized in this research, initially used in the WASSA 2022 

Shared Task Competition. Only the training data with gold standards for emotion and personality 

characteristics is employed because the test dataset was not available. The dataset given by Buechel et 

al., (2018), which includes 418 news articles in total, served as the basis for the creation of WASSA 2022. 

Each news article is related to essays generated by participants in response to distressing news concerning 

individuals, groups, or situations. Although there is a short description of the collection process in the next 

paragraph, a detailed overview on the collection process can be found in Buechel et al., (2018). 

To acquire the corpus, Buechel et al., (2018) organized a crowdsourcing task on MTurk.com3, redirecting 

participants to a Qualtrics.com4 questionnaire. Multiple participants completed background 

measurements on demographics, the Big Five personality traits, empathy, distress, and Interpersonal 

Reactivity Index (IRI). After that, they read and commented on 5 randomly selected news articles. This 

dataset also contains emotion labels, the 6 basic Ekman emotion labels, namely anger, disgust, fear, joy, 

sadness, and surprise, with the addition of neutral category. The emotions were first predicted 

automatically (RNN, RoBERTa) and then manually verified. For the manual verification Another Amazon 

Mechanical Turk task was established, for which annotators were recruited (Barriere et al., 2022). 

Table 1 shows a sample of the dataset WASSA 2022. The dataset has 1860 entries in total and includes 

information including demographics, the Big Five personality traits, emotions as well as measures of 

empathy, distress, and IRI. Although some of this information is not relevant to our research, it was 

necessary for certain tasks of the competition. Furthermore, the Big Five personality traits are represented 

by values ranging from one to seven with an incremental step of 0.5. This representation provides a 

thorough understanding of the personality traits, emotions, and essays in the WASSA 2022 dataset.  

 

 

 

 
3 Amazon Mechanical Turk (mturk.com) 
4 Qualtrics XM: The Leading Experience Management Software 

https://www.mturk.com/
https://www.qualtrics.com/
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Table 1: Example data structure of WASSA 2022 

The distributions of emotions and Big Five personality traits in the WASSA 2022 dataset are presented in 

Figure 1  and Figure 2. These plots reveal noticeable imbalances in both categories. The occurrence of 

sadness exceeds that of other emotions, while joy appears infrequently. Similarly, the distribution of 

personality traits exhibits imbalances, with the exception of extraversion which is balanced. Remarkably, 

Conscientiousness, Openness, Agreeableness, and Stability demonstrate an increasing trend as the 

corresponding trait values increase. 

 

Figure 1:Emotions’ distribution, WASSA 2022 

Message_ID Writer_ID Essay Emotion Openness Stability 

R_2VxdAcFzlc
pbk9U_4 

R_2VxdAcF
zlcpbk9U 

She lost my sympathy really quick. 
Seems like she likes attention. This 
does make me look at Paris 
differently. These all seem like inside 
jobs. I would be safe there. But, I still 
don't plan on visiting. Not a fan of 
people endorsing candidates in 
countries that they can not vote. 
Seems like an ego thing. 

anger 4 6 

R_1CDCVd3BL
zRFvYW_3 

R_1CDCVd
3BLzRFvYW 

Im shocked at the possibility, and 
now at the direct knowledge that 
the opiate crisis in america not only 
affects older people (adults), but 
also very young children as well. 
Opiate overdoses are sad and brutal 
but the same thing for a child stirs 
shock and sadness within me to 
think of the reasons it occurs and 
that could certainly be prevented. 

surprise 6.5 7 
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Figure 2: Big Five Traits’ distributions, WASSA 2022 

Concerning the characteristics of essays within the WASSA 2022 dataset, their length aligns with 

expectations. The token counts of comments range from 49 to 189, with an average of approximately 92 

tokens per essay as shown in Table 2; this does not influence the implemented methods in a negative nor 

a positive way. It is worth mentioning that all comments are unique, except for one instance where an 

essay appears twice. However, the remaining characteristics of the comment differ, thus it is not 

considered as a duplicate entry. Lastly, the dataset does not have any missing values. 

Maximum number of tokens in one essay 189 

Maximum number of tokens in one essay 49 

Average number of tokens per essay 91.64 
Table 2: Summary of text characteristics for WASSA 2022 

While the WASSA 2022 dataset served as the primary dataset for the current study, it is essential to 

acknowledge its limitations. Its most remarkable limitation is the presence of imbalanced data, as 

previously discussed. This imbalance may negatively impact the performance of prediction models 

because they might not learn to predict certain classes. Additionally, the dataset is characterized by a small 

number of entries, which might hinder us from achieving high model accuracy; the models are trained 

more effectively with larger datasets. 

The PELD (Personality and Emotion in Language Dataset) dataset is a text-based emotional dialog 

collection that includes personality traits for speakers. The dialogues within PELD are sourced from the 
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emotional dialogues found in MELD and EmoryNLP.  The Multimodal EmotionLines Dataset (MELD)5 

dataset in addition to text data contains audio and visual modality distinguishing it from the EmotionLines 

dataset. The personality trait annotations in PELD are adopted from the personality annotations in 

FriendsPersona6. It comprises 711 short conversations and annotations from the first four seasons of 

Friends TV Show transcripts. Only the personality features of the six main characters are preserved as they 

occur more frequently.  

The structure of the PELD is depicted in Table 3. There are 6509 rows in total; each one represents a 

complete dialogue consisting of three utterances, and thus, enabling the reader to instantly understand 

the context rather than just analyzing isolated sentences. The personality column in the dataset identifies 

the Big Five personality traits for each speaker, arranged in the following order: Openness, 

Conscientiousness, Extraversion, Agreeableness, and Stability. Additionally, the dataset includes 

information about the emotions caused by each utterance, including the following categories: anger, 

disgust, fear, joy, neutrality, sadness, and surprise. Apart from that, it contains information related to the 

sentiment of the utterances. Consequently, this structured representation allows an understanding of the 

personality traits, emotions, and dialogues within the PELD dataset. 

Table 3:Example data structure of PELD 

The emotion and speaker distributions of the PELD dataset are shown in Figure 3. The analysis of emotion 

distribution reveals imbalanced patterns; the occurrence of neutral emotion is significantly higher 

compared to the other emotions, while the presence of disgust is low. This observation differs from our 

expectations, considering that the PELD dataset includes personal dialogues. Notably, neutral emotion 

appears in approximately half of the total entries, amounting to 2910 occurrences. On the other hand, the 

distribution of speakers is nearly evenly distributed, with each speaker making appearances relatively 

equally. 

 
5 GitHub - declare-lab/MELD: MELD: A Multimodal Multi-Party Dataset for Emotion Recognition in 

Conversation 
6 GitHub - emorynlp/personality-detection: Personality detection on multiparty dialogue 

Speaker_1 Personality Utterance_1 Utterance_2 Utterance_3 Emotion_1 

Monica [0.713, 0.457, 
0.457, 0.66, 
0.511] 

Do you love 
her? 

We said it was only 
going to be two 
weeks, y know? 

You love her! neutral 

Joey [0.574, 0.614, 
0.297, 0.545, 
0.455] 

Dude, I am 
sorry about 
what I said! 

No, no, you re right, 
it is a ridiculous 
name! 

It s not that 
bad. 

sadness 

Monica [0.713, 0.457, 
0.457, 0.66, 
0.511] 

You kissed 
another 
woman! 

Call it even?! Okay! anger 

Rachel [0.635, 0.354, 
0.521, 0.552, 
0.469] 

Really? Yeah! Look! I ve never 
lived like this 
before. 

surprise 

https://github.com/declare-lab/MELD
https://github.com/declare-lab/MELD
https://github.com/emorynlp/personality-detection
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Figure 3: Emotion’s and Speakers’ Distributions, PELD 

Regarding the characteristics of utterances in the PELD dataset as shown in Table 4, they tend to be short 

due to their nature as parts of dialogues. The length of phrases varies, with the maximum token count 

reaching 91 tokens, while the minimum consists of only one token. It is worth mentioning that the most 

frequently appearing utterance is the word "What?", which occurs 85 times. Moreover, the average token 

count per phrase is approximately 11 tokens. Finally, the dataset does not comprise missing values or 

duplicates. 

Maximum number of tokens in one utterance 91 

Maximum number of tokens in one utterance 1 

Average number of tokens per utterance 11.24 
Table 4: Summary of text characteristics for PELD 

There are several limitations related to the PELD dataset which hindered its use for our study. Despite 
containing relevant information, the personality traits in the PELD dataset were attributed to the speakers 
rather than the individual utterances. This means that there are only six speakers and consequently, only 
six groups of personality traits. Therefore, this dataset failed to provide meaningful insights into the 
relationship between emotions and personality traits, rendering it mainly suitable for investigation of 
speakers' emotions. The research of this dataset focused on preliminary predictions, and this dataset did 
not serve as the primary focus of our study. 

3.2 Preparation of the data 
The initial stage of preprocessing for both datasets involved splitting them into separate sets for training, 

validation, and testing. The distributions of the sets for both datasets are presented in Table 5. 

Dataset Total Train Val Test 

WASSA 2022 1860 1339 149 372 
PELD 6509 4686 521 1302 

Table 5: Train/val/test sets 

In both datasets, the textual data in the form of essays did not require additional preprocessing, such as 

lemmatization, punctuation or stop word removal. The models employed in this study performed better 

when only tokenization was applied to the text. However, preprocessing was needed for the emotion and 

personality traits columns to align with the specific format required by the models. Furthermore, certain 
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columns of the datasets such as sentiment for PELD and IRI for WASSA 2022 were irrelevant to our research 

objectives and, therefore, were removed. 

The preprocessing procedure of WASSA 2022 involved the modification of the personality traits and 

emotion columns. First, we tried to approach the task of personality prediction as a classification task with 

13 labels and then, as a regression one but finally, we rounded the values corresponding to the personality 

traits to the nearest integer resulting in a reduction from 13 labels to 7. This rounding process 

outperformed and enhanced the accuracy of the predictions. In addition, to satisfy the demands of the 

prediction models, the values of the personality traits were decreased by one, forcing the labels to begin 

from zero rather than one. 

Regarding the emotion column, it underwent an encoding process, where the seven different emotions 

were replaced by integers ranging from zero to six, as follows: 0 for anger, 1 for disgust, 2 for fear, 3 for joy, 

4 for neutral, 5 for sadness, and 6 for surprise. Moreover, binary columns were created, with each emotion 

being assigned its respective column. This preprocessing step served the computation of the original 

correlations between the emotions and the personality traits. These procedures were necessary to 

prepare the WASSA 2022 dataset appropriately, and to ensure that the models perform optimally. 

In the PELD dataset, the Big Five personality traits were initially in a single column. For their separate 

investigation, the personality traits were divided into five distinct columns. However, due to the limited 

number of speakers in the dataset which hindered us from generating personality predictions, the 

individual personality trait columns were not useful during this study. 

For the emotion column in PELD we followed the same preprocessing steps as for WASSA 2022. This 

implies the replacement of the seven different emotions with integer labels ranging from zero to six. 

Specifically, the encodings were as follows: 0 for anger, 1 for disgust, 2 for fear, 3 for joy, 4 for neutral, 5 

for sadness, and 6 for surprise. These preprocessing actions benefited the subsequent research regarding 

the PELD dataset. 
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4. Methodology  
This section discusses the diverse methodologies that were implemented in the current study to 

satisfy the tasks of prediction, evaluation, computation of correlation, and comparison.  

4.1 Description of the methods  
The research process consists of several steps to answer the three research questions. The first step 

focuses on personality and emotion predictions using state-of-the-art supervised and transformer-based 

algorithms including variants of BERT, SVM and Logistic Regression. These predictions were then evaluated 

using numerous metrics such as accuracy and F1-score. The next step involves the computation of 

correlations between personality traits and emotions for annotated and predicted data and their 

comparison. The last step is theoretical in nature, requiring theoretical research to identify established 

theories.  

Predictions’ generation in our case is a classification task instead of a regression one. Methods such as 

linear regression were applied to check whether it is a regression task, but the R squared was negative. A 

positive R squared is desired, so the problem is better suited for classification. We applied supervised 

machine learning methods to predict the labels for emotions and Big Five traits. Supervised methods are 

designed to predict or classify an outcome of interest; its goal is to forecast or classify a specific outcome 

(Jiang et al., 2020). 

The methods of SVM and Logistic Regression were applied for personality prediction; both are simple yet 

powerful algorithms. The SVM algorithm initially proposed by Boser et al. (1992) has since become a 

widely adopted (e.g., Maharani et al., 2022) machine learning technique for classification and regression 

tasks. It identifies an optimal hyperplane that effectively separates different classes by maximizing the 

margin between them. Similarly, logistic regression is a widely utilized (e.g., Alavi et al., 2017; Lane et al., 

2011) statistical modeling technique primarily employed for binary classification tasks (Peng et al., 2002) 

and determines the probability that an instance belongs to a particular class. Notably, these two methods 

were implemented once by using raw counts of words and once by using Term Frequency - Inverse 

Document Frequency (TF-iDF) vectors. 

Three variants of BERT, DistilBERT, RoBERTa, and DeBERTa, were applied for emotion and personality 

prediction. BERT originally proposed by Devlin et al., (2019) is a pre-trained transformer-based model that 

can perform very well in various NLP tasks such as sentiment analysis. To learn contextual word 

representations, it makes use of a transformer architecture and a masked language model objective. By 

incorporating bidirectional context information, BERT significantly improves the understanding of word 

meaning and context (Devlin et al., 2019). DistilBERT, a compact variant of BERT introduced by Sanh et al. 

(2019), is especially designed to offer decreased size and improved computational efficiency, while still 

operating accurately. This is achieved through a technique known as knowledge distillation, enabling the 

compression of the original BERT model while preserving most of its predictive capabilities.  

Furthermore, RoBERTa, proposed by Liu et al. (2019), uses the fundamental architecture of BERT while 

incorporating advancements in the training process, enhancing its performance. The main modifications 

in the BERT model are the following: a longer training period with larger batches and a larger dataset, the 

removal of the next sentence prediction target, training on longer sequences, and dynamic alterations in 

the masking pattern used on the training data (Angin et al., 2022). Moreover, DeBERTa, by He et al. (2020), 

introduces changes in the attention mechanism of the original BERT model. The key innovation is the 



  
18 

addition of separated attention mechanisms, allowing the model to concentrate on different aspects of 

the input text. By doing so, DeBERTa captures more relationships, resulting in improved performance. It 

was the best performing model for most cases and thus, its architecture is presented in Figure 4. The 

variants of BERT have demonstrated effectiveness in various NLP tasks such as text-based classification 

(e.g., Büyüköz et al., 2020; Adel et al., 2022; Huang et al., 2021; Prasad et al., 2022) making them valuable 

tools in computational linguistics. 

 

Figure 4: The model architecture of DeBERTa (Scale up DeBERTa (iclr.cc)) 

In addition, both Linear Regression and Neural Networks (NN) are two effective methodologies (Rastogi 

et al., 2020, Liu et al., 2017) for personality predictions, although in this project their results were not 

further used. Linear Regression, being a simpler approach, estimates the relationship between 

independent and dependent variables through linear combinations (Su et al., 2012). In contrast, NN 

represent a more complex approach, inspired by the structure and functioning of the human brain, 

consisting of interconnected layers of artificial neurons (Bishop, 1994). The type of NN that was 

implemented in this project is a feedforward network, named Multilayer Perceptron (MLP) (Pinkus, 1999).  

Evaluation of the employed methodologies is crucial to assess the effectiveness of predicting personality 

traits and emotions from text data. We used state-of-the-art classification metrics, namely accuracy, 

weighted precision, recall, and F1-score, and macro precision, recall, and F1-score. The weighted average 

version of these metrics considers class imbalance, while their macro average version treats each class 

equally (Grandini et al., 2020). Both versions are important in our study to examine a broad evaluation of 

the predictions. 

Correlations between personality traits and emotions were calculated to address the second research 

question namely how related the correlations between annotated and predicted personality traits and 

emotions are. For emotions, binary variables with one and zero were created for each emotion. For 

personality traits, the predicted values were increased by one because they were reduced by one before 

training the models. The Pearson correlation coefficient is employed as a statistical measure to quantify 

the strength and direction of these relationships. It ranges from -1 (perfect negative correlation) to 1 

(perfect positive correlation), with a value of 0 indicating no linear correlation (Ly et al., 2018). To enhance 

the interpretability of the findings, heatmaps are utilized as visual representations of the correlation 

results. By using different colors to represent the magnitude of the correlations, heatmaps provide a visual 

summary of patterns and relationships of the data (Bojko, 2009). 

https://iclr.cc/media/iclr-2021/Slides/2562.pdf
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A comparative analysis is conducted by examining the differences and similarities between the 

correlations of predicted and original data.  The metrics that we used are the Pearson correlation 

coefficient, the Mean Absolute Error (MAE), the Root Mean Squared Error (RMSE), and the p-value from 

the Wilcoxon signed-rank test. This comparative assessment serves to identify the reliability of TPC.  

To answer the third research question namely how consistent the correlations from annotated data with 

the correlations reported in established personality and emotion theories are, an analysis is conducted to 

compare the correlations from annotated data with the ones in established theories. This research 

question relates to a theoretical investigation. We looked in literature and found numerous studies that 

investigate the relationship between all the Big Five traits and emotions (e.g., Penley et al., 2002), and 

others that investigate the relationship between one Big Five trait and emotions (e.g., Berenbaum et al., 

2016).  

4.2 Experimental settings 
Python programming language serves as the primary tool for implementing the research methodology, 

and all the code developed for this study is available on GitHub7. The application of BERT variants for 

emotion and personality analysis involved a straightforward process with simple modifications to the BERT 

model. To ensure reproducibility, we set random seeds to the code for random number generation. Two 

essential steps were needed to implement the models: tokenization of the textual data and model training. 

For tokenization, the input texts were tokenized using specific pretrained models: 'microsoft/deberta-

base', 'distilbert-base-cased', and 'roberta-base' for DeBERTa, DistilBERT, and RoBERTa, respectively. A 

maximum sequence length of 128 was set in all cases. After that, the corresponding models received the 

tokenized inputs. 

Fine-tuning of the models was performed for 10 epochs using the Adam optimizer (Kingma et al., 2017) 

with a learning rate of 1e-5 and a batch size of 16. These hyperparameters were chosen empirically, 

following common BERT fine-tuning procedures (Devlin et al., 2019). The training process was conducted 

on Google Colab with a T4 GPU as a hardware accelerator, taking approximately 6 minutes for each model. 

On the other hand, for SVM the kernel ‘LinearSVC’ is used empirically, while for Logistic Regression the 

solver algorithm ‘lbfgs’ is utilized. Lastly, MLP comprised two hidden layers with 100 and 50 neurons, 

respectively. The Adam optimization algorithm was used again empirically, and the model was trained for 

a maximum of 1000 iterations. 

 

 

 

 

 

 
7 GitHub - pinelopiiiii/Text_Personality_Emotion_Computing 

https://github.com/pinelopiiiii/Text_Personality_Emotion_Computing/tree/main?fbclid=IwAR2nhVDlCYOEMptsjrGm28OOB5J_cCofPzt8oUswIrWYAlQCOt4HpehxasA
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5. Results and Discussion 
This section presents the findings of the study. Section 5.1 presents the results of the predictions from the 

different models. Then, Section 5.2 discusses the results of correlations between personality and emotions 

and Section 5.3 presents the alignment of the established theories with the correlations obtained from 

the original data. Finally, Section 5.4 comprises the discussion on the results while answering the research 

questions. 

5.1 Results on predictions 
The prediction of emotions in the WASSA 2022 and PELD datasets involved the utilization of DistilBERT, 

RoBERTa, and DeBERTa models, with random predictions serving as a baseline. Random predictions were 

generated by randomly assigning one emotion to each essay. DeBERTa consistently demonstrated the best 

performance for emotion prediction across evaluation metrics including accuracy in both datasets. 

Appendix A provides a detailed overview of the performances of all the models we implemented, while 

Table 6 presents an overview of the accuracy of some of the applied models. Remarkably, personality 

predictions were conducted only for the WASSA 2022 dataset, as discussed in Section 3.  

 

Model’s 
Accuracy 

Emotion 
WASSA 2022 

Emotion 
PELD 

Conscientiousness Openness Extraversion Stability Agreeableness 

DistilBERT 
Accuracy 

0.56 0.59 0.38 0.33 0.27 0.26 0.37 

RoBERTa 
Accuracy 

0.6 0.60 0.40 0.27 0.20 0.25 0.37 

DeBERTa 
Accuracy 

0.62 0.61 0.37 0.33 0.25 0.20 0.37 

SVM 
Accuracy 

- - 0.29 0.26 0.20 0.22 0.33 

Random 
Accuracy 

0.12 0.13 0.13 0.13 0.13 0.12 0.12 

Table 6: Predictions' results 

For emotion prediction in the WASSA 2022 dataset, DeBERTa achieved an accuracy of 0.62, a weighted F1-

score of 0.62, and a macro F1-score of 0.64. There were seven classes, and the random model achieved 

an accuracy of 0.12, a weighted F1-score of 0.12 and a macro F1-score of 0.12 as well. Moreover, for 

emotion prediction in the PELD dataset, DeBERTa achieved an accuracy of 0.61, a weighted F1-score of 

0.57, and a macro F1-score of 0.36, while the metrics for the random predictions were 0.13, 0.15 and 0.10 

respectively. Thus, all the models highly outperformed random predictions in predicting emotions in both 

datasets. Another fact that verifies that the predictions were satisfying is that in WASSA 2022 Shared Task 

the emotion predictions had an accuracy around 0.65 (Barriere et al., 2022) which is slightly higher than 

our results. The F1-scores from all the models for each emotion in both datasets are presented in Appendix 

F. 

The models employed for the personality prediction task included DistilBERT, RoBERTa, DeBERTa, SVM with 

raw counts, SVM with TF-IDF counts, Logistic Regression with raw counts, and Logistic Regression with TF-

IDF counts. Additionally, Linear Regression and NN were applied, but the R squared values were all 

negative, while positive values were desired, and the results are presented in Appendix C. Each model was 
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run five times, once for each of the Big Five personality traits. Random predictions were also generated to 

serve as a baseline reference. The complete results for personality predictions are shown in Appendix B, 

while the performance of the best models is presented in Table 6. 

From Table 6, we notice that DeBERTa demonstrated the highest performance in predicting 

Conscientiousness, Openness, and Agreeableness among the applied models. Specifically, for 

Conscientiousness, DeBERTa achieved an accuracy of 0.37, a macro F1-score of 0.17, and a weighted F1-

score of 0.31. Regarding Openness prediction, DeBERTa outperformed other models across all evaluation 

metrics, except for macro and weighted F1-score, with an accuracy of 0.33. For Agreeableness, DeBERTa 

achieved an accuracy of 0.37, a macro F1-score of 0.18, and a weighted F1-score of 0.31. 

DistilBERT demonstrated the best performance in predicting Stability and Extraversion compared to other 

models. For Stability prediction, DistilBERT achieved an accuracy of 0.26, and there were no substantial 

differences in performance observed among the models. Concerning Extraversion prediction, DistilBERT 

outperformed other models across all evaluation metrics, except for weighted precision where DeBERTa 

showed better performance. Specifically, DistilBERT achieved an accuracy of 0.27, a macro F1-score of 

0.21, and a weighted F1-score of 0.22. These findings are not very good, but studies focused on personality 

predictions using the same dataset report similar results (Ghosh et al., 2022); the reasons about this 

performance are discussed in Section 6. 

5.2 Results on correlations 
For the next step of our study, we calculated the correlations between the original Big Five traits and 

emotions, as well as between the predicted Big Five traits and emotions for each individual model and 

compared them. The results reveal a strong association between the correlations derived from the 

predicted data and those observed in the original data, as explained in more detail in the following 

paragraphs. 

The analysis of the comparison between correlations obtained from the original data and the best 

predictions reveals an outstanding similarity. The heatmaps in Figure 5 allow for a clear visualization of the 

correlations, while the statistical measures reported in Table 7 provide evidence of the correlations’ 

similarity. The high correlation coefficient of 0.725 indicates a strong positive correlation between the two 

sets of correlations, while the values of the errors suggest differences in the range of correlations. 

Additionally, the p-values obtained from the Wilcoxon signed-rank test support the conclusion that there 

is no statistically significant difference between the two sets of correlations. These findings provide a 

statistical reassurance of the close relationship between the correlations derived from the original data 

and the best predictions. 
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Figure 5: Heatmaps of correlations from original data and best predictions 

Evaluation metrics Values 

Correlations coefficient 0.725 
MAE 0.079 
RMSE 0.095 
Wilcoxon No significant difference 

Table 7: Comparison of correlations from annotated data and from best predictions 

Appendix D includes all the heatmaps with correlations and Appendix E contains the comparison of the 

correlations between the annotated data and the predictions from each individual model. Overall, the 

comparisons consistently indicate that the correlations are not statistically different, confirming that the 

predicted correlations align well with those obtained from the annotated data. However, it should be 

noted that the degree of similarity varies among the different models; some models including correlations 

using DeBERTa predictions exhibit a closer relationship to the annotated correlations compared to others 

such as correlations using Logistic regression predictions.  

5.3 Results on alignment with theories 
Figure 6 displays the correlations between annotated emotions and personality traits for both the WASSA 

2022 and PELD datasets. In this Section, the alignment of these correlations with the established theories 

outlined in Section 2 will be examined and the results are presented in Table 8. It is noteworthy to mention 

that although the theory explores Neuroticism as a personality trait, our datasets consider its opposite 

counterpart, which is Stability. Consequently, the emotions should have an inverse relationship with 

Stability compared to their relationship with Neuroticism. 
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Figure 6: Correlations of annotated data for WASSA 2022 and PELD datasets 

Based on established theories (Marengo et al., 2021), anger, fear, and sadness are expected to exhibit 

negative correlations with all the personality traits. In the case of WASSA 2022, this theory is partially 

supported for anger and fear, apart from the anger-Openness (0.022) and fear-Conscientiousness (0.0051) 

pairs. However, this theory does not hold for any of the correlations between personality traits and 

sadness in this dataset. As for the PELD dataset, the theory aligns with only half of the correlation pairs 

(e.g., anger-Conscientiousness, sadness-Agreeableness). Furthermore, established theories suggest that 

the association between anger and Stability should be weaker compared to the associations between fear 

and sadness with Stability. However, this pattern is not observed in either of the datasets, indicating a 

deviation from the expectations proposed by the established theory.  

In addition, established theories (e.g., Mitte et al., 2008; Berenbaum et al., 2016; Shiota et al., 2006). 

propose that joy should have positive correlations with all the Big Five traits but Figure 5 reveals that this 

is not the case for most of the personality-emotion pairs in both datasets. For WASSA 2022, joy exhibits a 

positive correlation only with Extraversion (0.039) and Agreeableness (0.015). On the other hand, for the 

PELD dataset, joy demonstrates a positive correlation only with Conscientiousness (0.0089). Moreover, it 

is widely accepted (e.g., Shiota et al. 2006; Costa et al., 1980; Smillie et al, 2015) that joy and Extraversion 

have a strong positive relationship. While this is true for the WASSA 2022 dataset, it does not align with 

the results obtained for the PELD dataset. 

The neutral emotion, in both the WASSA 2022 and PELD datasets, exhibits a lack of alignment with 

established theories. According to theories, neutral emotion should have no correlation with any of the 

Big Five personality traits. However, in both datasets, the neutral emotion demonstrates extreme values, 

indicating a difference from the expected pattern. In terms of disgust and Agreeableness, established 

theories (Druschel et al., 1999) suggest a highly positive correlation. This expectation is met in the PELD 

dataset, but not in WASSA 2022.  
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          WASSA 2O22                                                                                    PELD 

Pairs that agree with 
theories 

Pairs that disagree with 
theories 

Pairs that agree with 
theories 

Pairs that disagree 
with theories 

Anger-All personality traits 
except Openness 

Neutrality, Surprise, 
Sadness-All personality 

pairs 

Joy, Anger, Fear -
Conscientiousness 

Neutrality-All 
personality pairs 

Fear-All personality traits 
except Conscientiousness 

Anger-Openness Sadness-
Conscientiousness, 

Agreeableness 

Anger-Extraversion, 
Agreeableness, 

Openness, Stability 
Joy-Agreeableness, 

Extraversion 
Disgust-Agreeableness Disgust-Agreeableness Joy-Extraversion, 

Agreeableness, 
Openness, Stability 

Table 8: Alignment with theories 

5.4 Discussion 
- [RQ 1]: How accurately can automatic models predict personality traits and emotions from text 

data? 

Section 5.1 provides the results that answer the first research question. In summary, for both tasks, the 

pre-trained models achieved a good performance compared with the results from the WASSA 2022 Shared 

Task (Barriere et al., 2022). Emotion predictions have an accuracy of around 0.6 while personality 

predictions have an approximate accuracy of 0.3 improving the random baseline by around 350 and 150% 

respectively. Moreover, emotions were predicted a lot more accurately than personality traits. As shown 

in Table 7 Conscientiousness and Agreeableness were the best to predict, while Stability and Extraversion 

had the worst results. Additionally, because of imbalanced data, when implementing most models, the 

lowest values of each personality trait do not occur on the predictions since they do not appear often on 

the training set. The models that achieve the best performance for predicting emotions, 

Conscientiousness, Openness, and Agreeableness is DeBERTa, while for Extraversion and Stability 

predictions DistilBERT performed the best. 

- [RQ2]: How similar are the correlations between the annotated and the predicted personality 

traits and emotions? 

The results concerning the second research question are presented in Section 5.2, highlighting the 

outcomes of the correlation analysis. Overall, these results show the ability of various models to capture 

the general patterns of correlations, with certain models such as DeBERTa providing more accurate 

representations of the annotated data correlations than others such as Logistic regression. It is expected 

that models producing more accurate predictions would exhibit correlations that relate closer to those of 

the original data and the results support this expectation. Specifically, the comparison between the 

correlations of the original data and the ones from the best predictions reveals a strong positive correlation 

coefficient of 0.725. Additionally, the fact that there is no statistical difference further supports the 

conclusion that the predicted correlations follow a similar pattern to the one observed in the original data 

but the relatively high values of MAE and RMSE indicate that there is a different range in the correlations 

from annotated and predicted data. 
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- [RQ 3]: How well do the correlations from original data align with the correlations reported in 

established personality and emotion theories? 

Section 5.3 presents the findings related to the third research question, focusing on the alignment of 

correlations with established theories. Regarding the WASSA 2022 dataset, the relationships between joy 

and Agreeableness, as well as joy and Extraversion, align with established theories. Additionally, the 

correlations involving anger conform to theories, except for its relationship with Openness. Similarly, the 

correlations involving fear agree with widely accepted research findings, with the exception of its 

relationship with Conscientiousness. However, certain emotions in the WASSA 2022 dataset, such as 

sadness and neutrality, do not align with established theories in terms of their relationships with 

personality traits. Moreover, the pairs involving disgust and Agreeableness, joy and Stability, joy and 

Conscientiousness, joy and Openness do not align with established theories. 

For the PELD dataset, the correlations between disgust and Agreeableness align with established theories, 

as do the relationships of Conscientiousness with joy, anger, fear, and sadness, but the relationship 

between Stability and the same set of emotions disagree with widely accepted theories. In addition, the 

relationship between sadness and Agreeableness aligns with theories. However, the correlations involving 

neutral emotion and personality traits do not align with well-accepted research findings. Furthermore, the 

pairs involving joy and Extraversion, joy and Agreeableness, joy and Openness, anger and Extraversion, 

anger and Agreeableness, and anger and Openness do not agree with established theories. The reasons 

for the partial disagreement with theories are discussed in Section 6. 
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6. Conclusion and Future work 

6.1 Ethical and legal considerations 
The investigation of personality and emotions in this research project requires the inclusion of ethical 

considerations. As far as we are aware of, there are no ethical concerns associated with the data used in 

this study. It is crucial to emphasize that the data utilized is publicly accessible and does not include any 

personal user information. 

Nevertheless, it is essential to recognize the potential for misuse of automated systems designed for 

personality computing. One case of misuse is the discrimination based on classes like gender or race 

(Buolamwini et al., 2018). Apart from that, the methodology proposed holds the potential for application 

in more delicate areas, such as mental health assessment. It is strongly advised that these systems be 

made available in such a way that personalized information cannot be derived so that potential risks are 

mitigated. 

6.2 Conclusion 
In this study we addressed the questions of how accurately can automated methods predict personality 

traits and emotions from text data and how related the correlations between annotated and predicted 

personality traits and emotions are. Finally, we investigated how consistent the correlations from 

annotated data with the correlations reported in established personality and emotion theories are.  

Many models including RoBERTA, and SVM are applied but in the end the BERT variants were the ones 

with the highest performance. Specifically, DistilBERT and DeBERTa performed the best in predicting 

emotions and Big Five personality traits and the results show that emotions are predicted with an accuracy 

of around 0.6, while personality traits with an accuracy of around 0.3. These are a lot higher than the 

accuracy of the baseline random predictions and are similar with the results from the WASSA 2022 Task 

(Barriere et al., 2022). The correlations of predicted and original data are similar as indicated by the 

Pearson correlation coefficient of 0.725 and no significant difference is observed based on the Wilcoxon 

signed-rank test. Finally, it is revealed that certain emotion-personality pairs, such as fear and anger in 

relation to most Big Five traits, align to a great extent with established theories. However, pairs involving 

sadness/neutrality and all personality traits disagree with widely accepted theories. 

Two limitations should be considered in this research. The primary limitation stems from the imbalanced 

and small datasets. Due to the imbalanced data, the models utilized for predictions may not have been 

trained to reach their fullest abilities. The relatively small dataset size (WASSA 2022: 1860, PELD: 6509) 

may have affected the generalization of the relationship between personality traits and emotions, leading 

to potential limitations in the alignment with established theories. Furthermore, the constrained time 

frame for conducting this research hindered the additional analyses that could have provided further 

insights. These challenges serve as an opportunity for future research. 

To tackle the limitation of small, imbalanced datasets, the recommendations for future research include 

the enrichment of the datasets. By generating additional data, the models can be trained on a larger and 

more diverse set of examples enabling them to learn more patterns and potentially achieve higher 

prediction accuracy. Additionally, efforts should be made to enhance the representation of minority 

classes within the dataset to resolve the problem of data imbalance. In that way the original data might 

be more representative of reality and thus, more consistent with established theories. Lastly, this study 

could be extended by performing multi-task classification for personality trait predictions; this approach 
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would involve simultaneously predicting multiple personality traits increasing the degree of agreement 

between the relationship of original data and predictions. 
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Appendices 

Appendix A: Emotion prediction 
Models for emotion prediction, WASSA 2022 

Model Accuracy Macro 
Precision 

Macro 
Recall 

Macro F1-
score 

Weighted 
Precision 

Weighted 
Recall 

Weighted 
F1-score 

DistilBERT 0.56 0.51 0.43 0.43 0.55 0.56 0.53 
RoBERTa 0.60 0.53 0.49 0.48 0.60 0.60 0.58 
DeBERTa 0.62 0.59 0.54 0.55 0.64 0.62 0.62 
Random 0.12 0.12 0.12 0.11 0.19 0.12 0.14 

Table 9: Emotion prediction, WASSA 2022 

Models for emotion prediction, PELD 

Model Accuracy Macro 
Precision 

Macro 
Recall 

Macro F1-
score 

Weighted 
Precision 

Weighted 
Recall 

Weighted 
F1-score 

DistilBERT 0.59 0.35 0.35 0.33 0.53 0.59 0.55 
RoBERTa 0.60 0.36 0.37 0.36 0.54 0.60 0.57 
DeBERTa 0.61 0.45 0.36 0.36 0.58 0.61 0.57 
Random 0.13 0.12 0.11 0.10 0.25 0.13 0.15 

Table 10: Emotion prediction, PELD 
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Appendix B: Personality prediction 
Models for conscientiousness prediction 

Model Accuracy Macro 
Precision 

Macro 
Recall 

Macro 
F1-score 

Weighted 
Precision 

Weighted 
Recall 

Weighted 
F1-score 

DistilBERT 0.38 0.16 0.15 0.11 0.28 0.38 0.24 
RoBERTa 0.40 0.16 0.17 0.14 0.28 0.40 0.29 
DeBERTa 0.37 0.23 0.19 0.17 0.32 0.37 0.31 
SVM raw 0.27 0.20 0.18 0.18 0.27 0.27 0.27 
SVM TF-iDF 0.29 0.33 0.18 0.19 0.31 0.29 0.28 
Log. Regression 
raw 

0.29 0.31 0.18 0.19 0.31 0.29 0.28 

Log. Regression 
TF-iDF 

0.34 0.16 0.15 0.13 0.27 0.34 0.26 

Random 0.13 0.13 0.10 0.10 0.22 0.13 0.16 
Table 11: Conscientiousness prediction, WASSA 2022 

Models for openness prediction 

Model Accuracy Macro 
Precision 

Macro 
Recall 

Macro 
F1-score 

Weighted 
Precision 

Weighted 
Recall 

Weighted 
F1-score 

DistilBERT 0.33 0.16 0.19 0.15 0.24 0.33 0.25 
RoBERTa 0.27 0.11 0.16 0.11 0.18 0.27 0.18 
DeBERTa 0.33 0.24 0.19 0.17 0.31 0.33 0.26 
SVM raw 0.28 0.19 0.19 0.19 0.27 0.28 0.27 
SVM TF-iDF 0.26 0.17 0.17 0.17 0.24 0.26 0.25 
Log. Regression 
raw 

0.28 0.18 0.19 0.18 0.26 0.28 0.27 

Log. Regression 
TF-iDF 

0.27 0.18 0.15 0.13 0.24 0.27 0.21 

Random 0.13 0.12 0.12 0.11 0.18 0.13 0.15 
Table 12: Openness prediction, WASSA 2022 

Models for extraversion prediction 

Model Accuracy Macro 
Precision 

Macro 
Recall 

Macro 
F1-score 

Weighted 
Precision 

Weighted 
Recall 

Weighted 
F1-score 

DistilBERT 0.27 0.25 0.24 0.21 0.24 0.27 0.22 
RoBERTa 0.20 0.11 0.18 0.12 0.13 0.20 0.14 
DeBERTa 0.25 0.24 0.23 0.20 0.27 0.25 0.21 
SVM raw 0.20 0.19 0.19 0.18 0.20 0.20 0.19 
SVM TF-iDF 0.20 0.21 0.20 0.19 0.21 0.20 0.20 
Log. Regression 
raw 

0.22 0.22 0.21 0.21 0.22 0.22 0.21 

Log. Regression 
TF-iDF 

0.21 0.13 0.18 0.14 0.15 0.21 0.17 

Random 0.13 0.13 0.13 0.13 0.14 0.13 0.14 
Table 13: Extraversion prediction, WASSA 2022 
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Models for stability prediction 

Model Accuracy Macro 
Precision 

Macro 
Recall 

Macro 
F1-score 

Weighted 
Precision 

Weighted 
Recall 

Weighted 
F1-score 

DistilBERT  0.26 0.14 0.19 0.16 0.19 0.26 0.21 
RoBERTa 0.25 0.19 0.18 0.16 0.23 0.25 0.21 
DeBERTa 0.20 0.14 0.16 0.14 0.18 0.20 0.18 
SVM raw 0.22 0.18 0.17 0.17 0.21 0.22 0.21 
SVM TF-iDF 0.22 0.16 0.17 0.16 0.20 0.22 0.20 
Log. Regression 
raw 

0.22 0.21 0.18 0.19 0.21 0.22 0.21 

Log. Regression 
TF-iDF 

0.24 0.09 0.15 0.09 0.13 0.24 0.14 

Random 0.12 0.11 0.10 0.10 0.13 0.12 0.12 
Table 14: Stability prediction, WASSA 2022 

Models for agreeableness predictions 

Model Accuracy Macro 
Precision 

Macro 
Recall 

Macro 
F1-score 

Weighted 
Precision 

Weighted 
Recall 

Weighted 
F1-score 

DistilBERT 0.37 0.05 0.14 0.08 0.13 0.37 0.20 
RoBERTa 0.37 0.14 0.16 0.12 0.24 0.37 0.24 
DeBERTa 0.37 0.25 0.20 0.18 0.34 0.37 0.31 
SVM raw 0.27 0.17 0.18 0.17 0.27 0.27 0.27 
SVM TF-iDF 0.33 0.20 0.19 0.19 0.31 0.33 0.31 
Log. Regression 
raw 

0.32 0.21 0.20 0.20 0.31 0.32 0.31 

Log. Regression 
TF-iDF 

0.34 0.15 0.16 0.14 0.25 0.34 0.27 

Random 0.12 0.11 0.10 0.09 0.20 0.12 0.14 
Table 15: Agreeableness prediction, WASSA 2022 
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Appendix C: Models with continuous outcomes 
Big Five Personality trait R squared for Linear Regression model 

Conscientiousness -0.34 
Openness -0.32 

Extraversion -0.32 
Agreeableness -0.36 

Stability -0.29 
Table 16: Linear Regression, WASSA 2022 

Big Five Personality trait R squared for Neural Network model 

Conscientiousness -0.14 
Openness -0.16 

Extraversion -0.19 
Agreeableness -0.23 

Stability -0.16 
Table 17: Neural Network model, WASSA 2022 
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Appendix D: Heatmaps with correlations 

 

  

 

 

 

Figure 7: Heatmaps with correlations 
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Appendix E: Comparisons of correlations 
Comparison: original and DistilBERT 

Correlations coefficient 0.504 

MAE 0.083 
RMSE 0.106 
Wilcoxon No significant difference 

 

Comparison: original and RoBERTa 

Correlations coefficient 0.508 

MAE 0.067 
RMSE 0.089 
Wilcoxon No significant difference 

 

Comparison: original and DeBERTa 

Correlations coefficient 0.709 

MAE 0.061 
RMSE 0.008 
Wilcoxon No significant difference 

 

Comparison: original and SVM (TF-iDF) 

Correlations coefficient 0.268 

MAE 0.054 
RMSE 0.067 
Wilcoxon No significant difference 

 

Comparison: original and Logistic Regression (TF-iDF) 

Correlations coefficient 0.392 

MAE 0.050 
RMSE 0.060 
Wilcoxon No significant difference 

Table 18: Comparisons of correlations 
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Appendix F: F1-Scores for emotion prediction 
 

WASSA 2022 

Model’s 
F1-Score 

Anger Disgust Fear Joy Neutralism Sadness Surprise 

DistilBERT 
F1-Score 

0.54 0.12 0.45 0.17 0.54 0.71 0.45 

RoBERTa 
F1-Score 

0.62 0.06 0.60 0.23 0.56 0.76 0.51 

DeBERTa 
F1-Score 

0.57 0.33 0.64 0.47 0.64 0.76 0.46 

Table 19:F1-Scores for emotion prediction, WASSA 2022 

PELD 

Model’s 
F1-Score 

Anger Disgust Fear Joy Neutralism Sadness Surprise 

DistilBERT 
F1-Score 

0.31 0.00 0.00 0.56 0.76 0.18 0.47 

RoBERTa 
F1-Score 

0.37 0.00 0.00 0.61 0.76 0.30 0.46 

DeBERTa 
F1-Score 

0.38 0.00 0.04 0.59 0.76 0.37 0.41 

Table 20: F1-Scores for emotion prediction, PELD 


