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Abstract

Business Process Management (BPM) stands as a key methodology for optimiz-

ing organizational operations and efficiency. However, the feedback of process

participants is often not sufficiently integrated, leading to unrealized opportuni-

ties for process optimization. This research aims to bridge this gap by designing

and developing an innovative tool that analyzes and visualizes process partic-

ipants’ feedback onto a BPMN model, fostering a bottom-up process redesign

approach. The tool leverages a state-of-the-art Natural Language Processing

(NLP) model, ChatGPT-3.5 Turbo, to map the feedback of process partici-

pants to the corresponding BPMN activities. The results are visualized as a

heat map overlay on the BPMN model, providing a clear and concise represen-

tation of the process participants’ insights.

The tool was evaluated in a real-world business process with 13 process partic-

ipants and three process managers, resulting in 64 usable feedback messages.

The results highlight the tool’s effectiveness in collecting, processing, analyz-

ing, and integrating the insights of process participants in the organizational

knowledge-base. Moreover, the tool’s ease of use, efficiency, generalizability,

and operationality were evaluated. The findings indicate that the insights ob-

tained by the tool are novel and lead to actionable improvement ideas.

The research contributes an anonymized dataset of the feedback and the cor-

responding BPMN model, along with the Python code of the tool for future

studies. The findings demonstrate the potential of the application of AI models

within the realms of BPM. Future research could further examine the applica-

tion of similar models, how to further increase the scalability of the tool, and

the psychological benefits of process participant feedback. Despite the limi-

tations, this research sets a foundation for a more efficient, data-driven, and

bottom-up approach to BPM.
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Chapter 1

Introduction

In today’s dynamic and competitive business environment, organizations constantly strive

to improve their processes to maintain efficiency, responsiveness, and adaptability. Business

Process Management (BPM) is a discipline that focuses on organizing business processes

efficiently, by utilizing a systematic approach to analyze, design, execute, monitor, and

continuously improve business processes within an organization [14].

In the realm of BPM, process models serve as a visual and analytical representation

of an organization’s business processes, forming an important part of the organizational

knowledge-base. Yet, while process analysis plays a crucial role in identifying areas of im-

provement, traditional methods often fail to capture the valuable insights of process par-

ticipants because BPM has traditionally been an expert-driven field [1, 5, 10, 15, 36, 40].

As a result, organizations are unable to leverage the knowledge and expertise of process

participants regarding their day-to-day business activities.

This research aims to develop a tool that leverages the power of Natural Language

Processing (NLP) techniques to collect, process, and analyze feedback from process partic-

ipants regarding their daily performed business activities in an efficient manner. The tool,

developed following the principles of design science [49], aims to extract valuable insights

from the feedback with the overarching goal to integrate the obtained insights into the

organizational knowledge-base by enriching the existing process models.

The integration of these insights enables organizations to initiate process analysis and

redesign in a bottom-up manner. The tool also has the potential to improve the working

day of process participants by allowing them to submit their feedback about their daily
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1. INTRODUCTION

executed business activities, fostering a culture of continuous improvement.

The derived insights are visualized by plotting a heat map overlay on top of the corre-

sponding process model, in Business Process Management Notation (BPMN) format. The

visualization provides a clear and intuitive representation of areas that require attention

by highlighting the positive and negative sentiments towards business activities.

1.1 Problem Statement

Currently, process optimization is usually initialized using a top-down approach [15, 36, 40].

One of the key reasons for using a top-down approach is the lack of options for process

participants to provide input on their daily executed business activities [15]. Furthermore,

most participants do not possess the modelling skills to partake in the modelling process

[15]. However, participants do possess vast amounts of practical information regarding

these processes that could aid in identifying processes that need improvement [15, 36, 40].

Prilla and Nolte [33] stressed the importance of a more bottom-up, people-centric BPM

as there is surprisingly little research on how to integrate stakeholders of processes prop-

erly. Their research suggested that a significant gap exists in the current understanding of

how to integrate process stakeholders effectively. One of their key proposals is to provide

suitable interactions for non-modelers to enable active user participation in modeling. This

study aligns with their proposal, aiming to design a tool that collects textual, unstructured

feedback from process participants, analyzes the data to extract insights, and integrates

the obtained insights in the organizational knowledge-base by enriching the existing pro-

cess models.

However, handling large amounts of unstructured, textual data introduces a considerable

challenge [15, 36, 40]. The complexity of human language and the richness of its nuances,

including emotional states, can pose significant challenges to conventional data analysis

techniques [12]. Understanding the emotions of process participants is crucial as they can

impact the efficiency of business processes and contribute to identifying improvement op-

portunities [2, 25, 26, 29, 43].

Herein lies the importance of Natural Language Processing (NLP). NLP is an emerging

discipline that resolves around the analysis of unstructured, textual data [6]. The litera-
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1.2 Thesis Outline

ture review indicates that there has been little research regarding the enrichment of BPMN

models by invoking the feedback of process participants with the help of NLP techniques

[7, 46, 48], despite various researchers suggesting examining this area [25, 26, 28, 29, 43].

In this research, NLP is utilized to analyze the feedback in order to extract the insights of

the process participants regarding their daily executed business activities.

This research is a step into the direction of a more bottom-up, people-centric approach to

process optimisation. This approach enables process participants to proactively contribute

their feedback and insights to process management, potentially revealing bottlenecks and

frustrations experienced by process participants. Consequently, these insights can point

to improvement opportunities, enhancing the efficiency of both the process redesign phase

and the process itself.

1.2 Thesis Outline

Chapter 2 presents the literature study that investigates the problem context and multiple

NLP techniques. Chapter 3 presents the research plan. Chapter 4 presents the results.

Chapter 5 discusses the main findings and limitations. Finally, Chapter 6 contains the

conclusion.

9



Chapter 2

Literature Review

In this section, the scientific literature review is presented in order to provide a theoretical

basis for this research. The review was conducted in two parts. First, a literature review

was conducted to explore the existing work in order to position this research in the existing

literature. This includes sections 2.1, 2.2, and 2.3. The literature research protocol for this

part, which can be found in Appendix E, was followed to conduct the literature search in

a systematic manner. Traditionally, BPM models are constructed in a top-down manner.

Section 2.1 covers several papers regarding the top-down approach. Recently, however,

research has focused on a more bottom-up approach that incorporates process participants

into the modeling process. Social BPM is one such area of research, where social technology

is involved in BPM. Section 2.2 contains related literature pertaining to this field. In this

research, NLP is used to integrate stakeholder feedback at the process level. Section 2.3

covers the intersection of the fields of BPM and NLP. A second literature review was

consulted in order to evaluate three candidate NLP techniques that could be used for

this research. The selection of the techniques was based on expert interviews, which are

presented in Chapter 3. Section 2.4 aims to provide knowledge on these techniques in

order to make an informed decision on which technique should be used for this research.

Appendix G presents the literature review protocol which was followed for this section.

Finally, the conclusion is presented in Section 2.5.

2.1 Top-down Approach

Process models are often created top-down. Antunes et al. [4] propose a reassessment of the

way business processes are modeled, emphasizing that BPM should not rely on underlying

technical constraints. Instead, BPM should retain the human ability to handle ingenuity,

10



2.2 Social BPM

variations, exceptions, and unique contexts. One of the flaws of the traditional, top-

down approach is that the insights of the process participants, which are at the instance

level, cannot be captured effectively [10]. These insights arise as process participants

execute their daily business activities. This leads to a gap between the model and reality

[1, 5, 10, 15]. Furthermore, traditional BPM fails to capture the improvement ideas of

process participants, which is commonly referred to as lost innovation [15, 36, 40]. Prilla

and Nolte [33] infer that BPM is mainly driven by experts, such as analysts, consultants,

and managers, who have specialized knowledge and skills in designing, implementing, and

managing business processes. Furthermore, the authors emphasize the importance of a

more user-centric approach because process participants possess a great deal of knowledge

about the business activities they encounter on a daily basis. The non-expert use of process

models in practice and the notation of processes were analyzed in several experiments.

The authors concluded, among other things, that further research should be conducted

on appropriate interactions for non-experts in order to encapsulate their knowledge about

processes.

An example of a proposed interaction for process participants in modeling is Processpedia

[42]. The authors suggested using the Wikipedia model to engage stakeholders, since

traditional top-down approaches do not consider the potential of process participants’

tacit knowledge. In this approach, the process experts, business experts, developers, and

process participants are encouraged to share their knowledge related to the process models.

The results indicate that the proposed method is fast and flexible for feedback. However,

the results imply that the organizational structure itself might need to be restructured to

adapt the proposed method.

2.2 Social BPM

Limitations in the traditional BPM approach have triggered research that is inspired by

other emerging trends. The combination of social software and BPM was first introduced in

a Business Process Management and Social Software workshop (BPMS2’08), as part of the

International Conference on Business Process Management in Milan [15]. Social software

refers to software that allows users to communicate and share data (e.g., WhatsApp and

e-mail). Social BPM combines Business Process Management with social networking ap-

plications by enabling more stakeholders to participate in the BPM cycle [9, 10, 15, 30, 40].

11



2. LITERATURE REVIEW

2.2.1 Principles

The main goal of social BPM is to improve business processes (e.g., accelerate decision-

making, exchanging knowledge as well as information). Erol et al. [15] enumerated the

main causes of both the model-reality gap and lost innovation. The first is the information

pass-through threshold, meaning that in traditional BPM, passing on improvement ideas

requires too much effort from the process owner and process participants. Examples include

difficult participation, or restrictive change management. The other cause is the lack of

information fusion, which implies that not all stakeholders are involved in process modeling.

Examples include the use of formal modeling tools or a top-driven management approach.

Social BPM attempts to solve these problems by using multiple underlying principles.

These include self-organization, egalitarianism, collective intelligence, and social produc-

tion [30, 40]. First, self-organization implies that social BPM should not be regulatory.

Moreover, the allocation of redesign processes should be done in a bottom-up manner.

Second, egalitarianism refers to the equal rights and inclusion of all stakeholders. Third,

collective intelligence assumes that the collective wisdom of multiple stakeholders is supe-

rior in creating process solutions compared to individual process experts. Finally, social

production refers to the use of social software with the intention of bringing more stake-

holders into the modeling process.

2.2.2 Challenges

Applying the five principles of social BPM introduces several challenges. Pflanzl and Vossen

[30, 31] conducted two literature studies concerning the most important human-oriented

challenges of social BPM. The authors examined the human related challenges that arise

when the principles of social BPM are applied. By investigating related literature, the

authors located seven main human-oriented challenges [30].

• Engaging external stakeholders As stakeholders usually have their own interests

and motivations for participation, selecting the right stakeholders at the right time

can be challenging.

• Motivating participation It is essential that all participants are motivated to share

their meaningful contributions because the first step to a successful social BPM

project is achieving a critical mass of participants.

12



2.2 Social BPM

• Training novice modelers Experts argue that novice modelers lack the competen-

cies needed for modeling. Therefore, contributions from novice modelers are often

not included even if they are motivated to participate.

• Software selection Providing novice modelers with the appropriate modeling soft-

ware and languages can be challenging.

• Model quality It can become quite complex to ensure model quality when non-expert

modelers are involved.

• Handling the information The involvement of many stakeholders can lead to an

information overload. Techniques to counteract this range from annotating contri-

butions, reviewing contributions for validity, and providing social information.

• Integrating semantics Due to differences in background, and thus differences in

terminology, integrating the semantics can be hard. With respect to our research,

it is especially interesting to look at involving external stakeholders and motivating

participation.

To overcome these challenges, it is important to select key individuals who promote the

use of social BPM to others and to encourage people to participate not just once, but con-

tinuously share their feedback [31]. Therefore, during this research project, key individuals

will be selected for this task.

Vugec et al. [48] conducted a literature review regarding the implementation and prac-

tical use of social BPM. Their findings suggest that many research is conducted in the

field of BPM. However, surprisingly little research is done in the field of social BPM. Fur-

thermore, there is limited research regarding the software implementation and knowledge

management possibilities of social BPM. Finally, the authors noticed that there is a lack

of research in applying social BPM in professional organizations. This research has the

goal of utilizing social software to integrate the insights of process participants into the

organizational knowledge-base of a professional organization.

Bazan and Estevez [7] expand these findings by examining the contemporary state-of-

the-art approaches, tools, and challenges of social BPM. Their findings illustrate that social

software has a strong impact on how businesses conduct their operations, and that there

13



2. LITERATURE REVIEW

is a lack of effective social BPM solutions for businesses. Moreover, there has been insuf-

ficient research on improving business processes using tacit and unstructured knowledge

from the process participants. The three main challenges are structuring the knowledge

from process participants’ informal interactions, using this knowledge to improve processes,

and developing automated tools for the previous challenges. In this research project, NLP

techniques are utilized to automatically structure the unstructured, tacit knowledge of

process participants with the overarching goal to enrich process to improve processes.

2.3 BPM and Natural Language Processing

Considerable research has been done on the process identification, discovery, and analysis

phases of the BPM life cycle regarding the intersection of BPM and NLP [8]. For our

research, however, it is important to focus on the process analysis and redesign phase as

we explore how insights of process participants can be included in existing BPM models.

Therefore, the following related work concentrates on the enrichment of these models with

the help of NLP tools.

2.3.1 Model Enrichment

An intensive exchange between the fields of BPM and NLP has the potential to enrich

BPM models [46]. Mustansir et al. [29] conducted research with respect to enriching

BPM models with the help of NLP. The authors state that business process redesign

is mainly carried out by specialized process analysts. Feedback of process participants

is not incorporated in the redesign process since it takes too much time and effort to

process all the feedback suggestions manually. By doing so, however, a lot of valuable

contributions are lost. Therefore, the authors developed a method in order to incorporate

the feedback suggestions of process participants. First of all, the feedback was classified into

three categories: non-suggestion feedback, non-redesign suggestion feedback, and redesign

suggestion feedback. Furthermore, three annotation guidelines are presented, consisting of

three classification levels to automatically classify the feedback into these three categories.

The first classification level distinguishes non-suggestive and suggestive feedback. The

second level identifies redesign suggestions. Lastly, the third level identifies target process

model elements to which the feedback relates to. Multiple experiments illustrated that

it is possible to achieve high F1-scores with respect to the first two levels. However, the

automatic identification of target business process elements did not yield great results as

14



2.3 BPM and Natural Language Processing

this task is still challenging. Sentiment analysis would be a good direction for further

research, according to the authors.

2.3.2 Text-Model Alignment

The task of automatically mapping feedback onto business process model elements is called

text-model alignment. Recently, Ahmed and Shahzad [2] examined the process of augment-

ing business process models by automatically mapping feedback of process participants onto

these models. This is a challenging task as process participants use informal language to

express themselves, while business process models are comprised of business terminology.

In order to address this challenge, the authors designed mapping guidelines. These guide-

lines classify the feedback into three categories: syntactic, semantic, and business semantic

correspondence. First of all, feedback should be classified as syntactic correspondence

if the process element label is present in the feedback. Second, the feedback should be

classified as semantic correspondence when the feedback contains words that are similar

to the process element label. Third, feedback should be classified as business semantic

correspondence if the words have a complex lexicon relationship with the process element

label. The authors conducted 2880 experiments by a cross comparison by testing various

word vectors, data balancing methods, and machine learning algorithms on six datasets.

The results indicate that state-of-the-art machine learning models are capable of delivering

adequate results when mapping feedback onto business process models. Therefore, future

research should perform sentiment analysis on the feedback, and map it onto the process

models in order to develop a perception of user feedback related to a process model.

2.3.3 Sentiment Analysis on Business Processes

As mentioned before, various research suggests performing sentiment analysis in order to

augment business process management models. Mustansir et al. [28] conducted a study

concerning sentiment analysis of feedback of process participants on business processes.

The authors developed a NLP task for extracting sentiment across the four process per-

formance dimensions of the devil’s quadrangle [38]. The performance dimensions are cost,

flexibility, time, and quality. In order to do so, the feedback regarding the business pro-

cesses was annotated at three classification levels. The first-level classification attempts

to classify whether the feedback is relevant to business processes or not. The second-level

classification aims to classify the corresponding performance dimension of the feedback.

The third-level classification performs sentiment analysis in order to classify whether the
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2. LITERATURE REVIEW

sentiment of the feedback is positive, neutral or negative. An example criterion for an-

notating a sentence as positive is that the sentence expresses a positive sentiment for all

the aspect terms. Finally, the authors illustrated that a deep learning machine learning

method outperformed traditional, supervised machine learning methods in the three-level

classification of the feedback.

Recently, Lüftenegger and Softic [25, 26, 43] introduced a tool that allows various stake-

holders to provide comments on activities within process models. Subsequently, the tool

performs sentiment analysis to illustrate the stakeholders’ sentiment opposed to the activ-

ity. However, using the tool still requires knowledge on process models as the tool allows

comments on activities in process models. As mentioned before, the lack of modeling skills

is one of the key barriers for process participants to participate in the process analysis and

improvement phases of the BPM life cycle [15]. In this research project, however, we opt

for an approach that enables process participants to provide feedback on their day-to-day

business activities without the need to understand formal terminology or the ability to

analyze process models.

2.4 Natural Language Processing Techniques

The final section literature review covers the exploration of various Natural Language Pro-

cessing (NLP) techniques that could be used in this research to analyze feedback provided

by process participants. This investigation aims to identify the most suitable techniques

for integrating process participants into the process analysis and redesign phase effectively.

Appendix G presents the protocol used for this study. The first technique that holds po-

tential for this research is topic modeling, which enables the extraction of underlying topics

from the collected feedback. Secondly, sentiment analysis has been identified as a relevant

technique to integrate the feedback of process participants to enhance the process analysis

and redesign phase. Lastly, prompt modeling, a relatively new and promising technique in

the field of NLP, deserves exploration for its potential application in this research.

2.4.1 Topic Modeling

Topic modeling is a popular technique for analyzing large datasets [47]. The origins of

topic modeling can be traced back to the field of information retrieval, where researchers

were working on methods for automatically indexing and organizing large collections of

text documents. In this research, topic modeling could be used to identify the underlying
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2.4 Natural Language Processing Techniques

Figure 2.1: Relationships in a word embedding space, source: developers.google.com

topics that are present in the feedback from the process participants. This can help to

gain a better understanding of the common issues, concerns, or suggestions that are being

expressed by process participants, and to identify patterns or trends in the feedback. Topic

modeling utilizes the principles of NLP to identify and extract the underlying topics or

themes in a collection of documents or pieces of text [19, 47]. It is an unsupervised machine

learning technique that automatically groups similar text documents into clusters based

on the common topics or themes they share. This is one of the advantages as it does not

require pre-labeled data. Furthermore, topic modeling algorithms are able to handle large

datasets and are able to identify hidden patterns and trends [19]. Traditionally, this is done

by looking for co-occurence in text documents [34]. Recently developed models use deep

learning models and word-embedding algorithms to achieve better results [13, 34]. Word

embeddings are a type of NLP technique that represents words as vectors of numbers,

which can capture the meaning and context of the words in a high-dimensional space [21].

The basic idea behind word embeddings is to map each word to a high-dimensional vector

in such a way that words with similar meanings are close to each other in the vector space.

One of the key advantages of word embeddings is their ability to capture semantic and

syntactic relationships between words. For example, the vector representation of "king"

may be closer to "queen" than to "cat" or "car", reflecting the fact that "king" and "queen"

are semantically related words. Word embeddings can also capture syntactic relationships,

such as the fact that "running" is related to "run" in the same way that "swimming" is

related to "swim". The topic models using word embeddings achieve significantly better
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Figure 2.2: An example illustrating Aspect-Based Sentiment Analysis

results on short text messages [3, 34]. This is highly relevant as we expect to receive

short feedback in this research, which could very realistically concise of short messages as

well. However, topic models perform poorly on small datasets including less than 10.000

documents [3, 22]. Moreover, as topic modeling is an unsupervised approach, it is often

difficult to understand the created topics. Therefore, it could be hard to integrate the

obtained insights in the organizational knowledge-base.

2.4.2 Sentiment Analysis

Sentiment Analysis (SA) or Opinion Mining (OM) is the computational study of people’s

opinions, attitudes, and emotions toward an entity [27]. It entails extracting and clas-

sifying the sentiment of text as positive, negative, or neutral using NLP techniques and

machine learning algorithms. There are three main classification levels in sentiment anal-

ysis: document-level, sentence-level, and aspect-level sentiment analysis [27, 37, 52]. The

algorithms take a document, sentence, or aspect as input, and returns the sentiment. This

can be either as a categorical value, or as a normalized value between -1 and 1, with -1

being negative and 1 being positive. Generally, we talk about document-level or sentence-

level sentiment analysis when speaking about sentiment analysis [37]. With document-level

sentiment analysis, the sentiment is calculated over a whole document. Sentence-level sen-

timent analysis, however, involves splitting the document into sentences and calculating the

sentiment over a single sentence. More recently, aspect-based sentiment analysis (ABSA),

or fine-grained sentiment analysis, is gaining more traction [52]. ABSA focuses on iden-

tifying and analyzing sentiment toward specific aspects or features of a product, service

or entity. This involves identifying the different aspects or features discussed in a piece

of text, such as a review or feedback, and then analyzing the sentiment toward each as-

pect or feature. For example, figure 2.2 illustrates ABSA on the sentence: "The food was

good, but the service was bad". The sentence contains two aspects: "food" and "service".

Document-level or sentence-level sentiment analysis would classify this sentence as neutral
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as it includes both positive and negative aspects. As illustrated in figure 2.2, ABSA im-

plies that the sentiment regarding the food is positive, but the sentiment regarding the

service is negative. Sentiment analysis, on all levels, can provide insights into how pro-

cess participants perceive the daily performed business activities, and can aid to visualize

the overall sentiment towards the processes and identify areas of improvement. However,

the technique still has some limitations, such as detecting sarcasm, recognizing negations,

handling context-specific language, language ambiguity, data quality, and requiring large

amounts of data [37]. Moreover, accuracy of multilingual (models that can interpret more

than one language) aspect-based sentiment analysis models is significantly lower than the

accuracy of native English models [37]. This can be an issue for this research, as the

collected feedback will be in Dutch.

2.4.3 Prompt Engineering

Prompt engineering is the process of designing and creating prompts for the use in NLP

models, such as those for text classification, question answering, and language generation

[39]. A prompt is a piece of text, or input, given to an AI system that utilizes a pre-trained

language model (PLM). Based on the prompt, the language model (LM) generates a re-

sponse, often a sentence or phrase. The technique has received considerable attention in

recent years because it is a powerful tool for improving the performance of NLP models,

reducing the need for extensive training data, and improving the interpretability of the

output of a large LM. Providing a PLM with a few examples is called few-shot learning.

This significantly increases the performance of a PLM [16, 18, 24, 39]. GPT-3, a PLM

developed by OpenAI, was able to achieve state-of-the-art performance on a wide range

of text-classification tasks without the need for fine-tuning, solely using few-shot prompts

where solved task examples (shots) are given as input to the trained model [18]. Com-

pared to current model analysis techniques, prompting is non-invasive, as it does not entail

tuning specific parameters or necessitate direct examination of a model’s representations

[18, 41]. As such, prompting offers a baseline for what the model "knows", making it a

more practical tool for analysis. Liu et al. [24], exemplify the importance of providing

context to PLMs before assigning a task to the model. The authors illustrate that a PLM

performs significantly better when it is provided with a few examples. The authors refer

to this as prompting the PLM. While prompting the model, prompts are usually designed

to provide the NLP model with specific information, guidance or context that can improve

its accuracy, efficiency or effectiveness. Prompts usually consist of both giving instructions

to the PLM, such as: "Perform sentiment analysis on the input messages", and providing
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It's a [MASK] movie in every regard, and [MASK] painful to watch.

Train

…
great

terrible 
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Train
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b)

No reason to watch. It was [MASK].

Predict

...
great (positive)

terrible (negative)
...

c)

Predict

…
positive

negative 
...

Figure 2.3: a) Masked learning, b) traditional fine-tuning, and c) prompt-based fine-tuning
with examples, introduced by Gao et al. [16].

the model with some examples. Finally, the model can be used to make predictions on un-

seen data. Examples include sentiment analysis on document-, sentence-, and aspect-level,

topic detection, text summarization, and translation [24, 41].

However, it can be difficult to create effective prompts to fine-tune a PLM. Therefore,

Gao et al. [16] created a template for the creation of prompts to fine-tune models. PLMs

are trained using a technique called masked learning [16, 24, 35, 41]. Masking a sentence

implies leaving out one or more words. The model predicts which word should be in place.

Figure 2.3a illustrates how a LM is trained using masked learning. During the training

phase of a LM, the model predicts which word should be used instead of [MASK]. After

doing so, the correct word is given to the model. Figure 2.3b exemplifies how models are

traditionally fine-tuned. The model receives an example, it predicts the label, and finally it

receives the correct answer. Gao et al. [16], however, propose using examples in a way that

replicates their training by using a template that simulates masked learning. Figure 2.3c

presents an example of the proposed template. The research illustrates that the usage of

their proposed template either rivals or surpasses prompts created by experts. Furthermore,

the results indicate that integrating a couple of demonstrations is useful for fine-tuning and

that it improves few-shot performance. Li et al. [23] compared state-of-the-art methods for

aspect-level sentiment analysis with (few-shot) prompt-based learning. The authors found

that current techniques for ABSA require huge amounts of annotated data. Since annotated

data is often very scarce in real-world implications, the authors investigated whether PLMs

can be used to perform ABSA without the need for large annotated corpora. Similar to

Gao et al. [16], the authors converted the problem into a masked learning task and created

a template to generate prompts. The templates are constructed in the same way. The

findings demonstrate that prompt-based methods outperform the current state-of-the-art

models in all scenarios whenever the model was fine-tuned with fewer than 1000 examples.
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Moreover, the prompt-based method performed significantly better when 16 examples were

provided instead of 4. The results of both Li et al. [23] and Gao et al. [16] indicate that

prompt-based methods are well suited for cases where limited (labeled) data is available.

2.5 Conclusion

The traditional, top-down manner in which BPM is implemented leads to drawbacks such

as lost innovation and a gap between the model and reality [1, 5, 10, 15]. Social BPM aims

to overcome these challenges by lowering the barrier to participate in modelling activities

by using social software to involve more process participants in the modelling process

[9, 10, 15, 30, 40]. One of the key challenging remains to analyze and process all the input

received from process participants [15, 36, 40]. NLP offers a way to analyze large amounts

of unstructured data. Furthermore, NLP can be used to enrich existing models with the

help of feedback from process participants [29]. The existing literature recommends future

research to perform sentiment analysis on process participants’ feedback, and to include

this in process models [2, 29]. Few recent studies experimented by performing sentiment

analysis on comments given on activities in process models [25, 26, 43]. However, the

concept of continuously processing and analyzing insights from process participants at the

instance level, and incorporating them into the organizational knowledge-base, has not yet

been explored [7, 48]. Three NLP techniques were examined for the analysis of textual

data, namely, topic modeling, sentiment analysis, and prompt engineering. According

to the literature, both sentiment analysis and topic modeling require large amounts of

annotated data [3, 22]. Prompt engineering, however, achieves remarkable results on small

data sets in various text classification tasks [16, 18, 23, 24].
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Chapter 3

Research Methodology

The following chapter discusses the research problem, and methods. Moreover, the designed

pipeline, data collection procedure, validation methods, and the threats to validity are

presented.

3.1 Research Problem

Existing process analysis methods lack an effective tool to incorporate the feedback of pro-

cess participants into the organizational knowledge-base in a time-efficient manner. This

makes it unlikely for process participants to submit their feedback in a systematic man-

ner. The ability to incorporate process participant feedback is critical for organizations

as it enables them to leverage the valuable insights of process participants and improve

the effectiveness of process analysis and process redesign. Therefore, the main objective

of this research is to to develop a tool that collects, processes, and analyzes the feedback

of process participants, and effectively incorporates the obtained insights into the organi-

zational knowledge-base in a time-efficient manner. This research addresses the current

gap in tools and methodologies, enabling organizations to initiate bottom-up process im-

provements. Using the design science template, introduced by Wieringa [49], the following

technical research problem is constructed:

Improve process analysis by developing a tool that analyzes the process partic-

ipants’ feedback such that their insights are incorporated in the organizational

knowledge-base in order to initiate process redesign in a time-efficient, bottom-

up manner.

Furthermore, several sub-questions are raised in order to come to an understanding of

the research problem.
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SQ1: What is the optimal social software for retrieving the process participants’

feedback?

SQ2: What is the most suitable NLP technique for analyzing the process par-

ticipants’ feedback?

SQ3: How well does the developed tool aid to incorporate the process partici-

pants’ insights in the organizational knowledge-base?

3.2 Design Science Methodology

Design science is a research approach focused on the design and investigation of Information

Technology (IT) artifacts in a specific context [49]. In the context of this research, design

science methodology is particularly suitable as it involves the design and evaluation of an

IT artifact, namely a tool for processing and analyzing feedback from process participants

regarding their daily executed business activities. The design science methodology follows a

design cycle, as presented in Figure 3.1. According to this methodology, the artifact, in this

case the tool that processes and analyzes feedback from process participants, interacts with

the problem context, the process analysis phase. This interaction is called the treatment.

The design cycle encompasses three tasks, which are presented below.

Figure 3.1: The design cycle, introduced by Wieringa [49].

Problem Investigation During the problem investigation, the problem context is ex-

amined. This includes allocating the stakeholders, their goals, and the research problem.
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Step Expert Interview Literature Review Case Study

Problem Investigation ✓ ✓ ✗

Treatment Design ✓ ✓ ✗

Treatment Validation ✗ ✗ ✓

Table 3.1: Research methods for each step.

Treatment Design The knowledge acquired during the previous step, the problem in-

vestigation, is implemented in the design of the artifact. The result is the pipeline presented

in Section 3.4.

Treatment Validation The final phase of the design cycle consists of the treatment

validation phase. In this research, the treatment is validated by conducting a single case

study. The results are evaluated quantitatively and qualitatively. The quantitative evalu-

ation measures the performance of the tool, whilst the qualitative evaluation assesses the

ease of use, efficiency, generality, and operationality of the proposed treatment.

3.3 Research Methods

First of all, expert interviews were conducted to investigate which state-of-the-art NLP

techniques can be used while designing the tool. Secondly, a literature review was con-

ducted to provide a theoretical basis for the techniques mentioned by the experts. Third,

the tool was validated by conducting a single case study. Table 3.1 presents the research

methods for each step of the design cycle.

3.3.1 Expert Interviews

Subsequently, experts were consulted for the following topics:

1. The selection of a partner organization.

2. The selection of a activity, process, or department that can be monitored.

3. The selection of the social software technology, to retrieve the data from the process

participants.

4. The selection of a suitable NLP technique, that can be used to analyze the data.
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Selection of a Partner The research was conducted in collaboration with BPM Consult.

BPM Consult is a consultancy firm, operating in the field of BPM. The company has a

diverse client base, ranging from educational institutions to large housing corporations.

To validate our treatment, it was essential to secure the participation of one of BPM

Consult’s clients. The consultants of BPM Consult have their own business relations with

their clients. Therefore, multiple consultants were approached in order to ask them whether

an case study could be performed at one of their clients. The consultants proposed this to

their clients. Two clients expressed their interest in participating in the study. A meeting

was arranged with both clients. During the meeting, the researcher presented the problem

statement, research methods, and the estimated effort for the client to participate in the

research. After meeting with both clients, one client immediately agreed to participate.

The second client’s decision-making process took several weeks. Due to the time constraints

of this research project and the limited availability of the consultants, we decided to proceed

with the first partner organization. The client wants to remain anonymously, so from now

on the company is called CorpX. CorpX is a large Dutch company that operates in the

food industry. The firm is sources its raw materials from around the globe, ensures high

quality standards, and runs its operations in a sustainable manner. It is active in dozens

of countries, with the Dutch division encompassing hundreds of employees.

Selection of a Process The interviews took place at the headquarters of CorpX, with

three experts being physically present. The goal of the interview was to determine which

activity, process, or department would be monitored for feedback. In total, three managers

participated in the interview. The experts consisted of the Improvement manager, R&D

manager, and the Quality manager. In advance, the experts were asked to propose an

activity, process or department which they considered appropriate as the chances of a

successful project are higher when the task to be performed is perceived as relevant by

the management of the organization [14]. The experts preferred monitoring the product

development process, which handles the development of new products. CorpX receives

approximately 2000 requests for new product developments each year. Fig. 3.2 presents

the process model in BPMN 2.0 format. The manager of the Quality department preferred

to group the first three activities of their workflow, labeled as "Step 1", as those are very

similar and difficult to separate. The process includes the following steps:

1. Initialization: The process starts when a customer submits a product development

request.
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Figure 3.2: Product development process

2. Assignment : The request is assigned to a Research and Development (R&D) staff

member, who assesses whether advice from a fellow staff member is needed.

3. Development : The assigned collaborator proceeds to develop a sample. This includes

writing the recipe, making the sample, and reviewing the sample.

4. Transmission: If the collaborator is satisfied with the sample, a reference sample is

stored and the recipe is sent to the Quality department.

5. Quality Assessment : The Quality Department receives the recipe and assesses whether

it complies with the company’s quality requirements. They also assess the intended

use of the product. If discrepancies are found in the data or recipe and requirements,

they are send back to the R&D department.

6. Registration: If the recipe meets all quality requirements, it is registered in CorpX’s

database. Additionally, a second review of the recipe is carried out.

7. Approval : If the recipe successfully passes the second review, the Quality department

sends an approval to the R&D department. The R&D department then sends a

sample to the customer.

8. Completion: After the sample is sent to the customer, it is removed from the sample

list and the process is completed.
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Retrieving the Feedback The interview took place after choosing which process would

be monitored. The same experts participated in the interview. The goal of this interview

was to choose the best social software for retrieving the feedback. During the interview,

we opted to select a social software technology that is easy to use. This is one of the

critical success factors within a social BPM project [14]. The process managers of the

R&D and Quality departments stated that process participants in their departments spend

a significant portion of their workday without a phone. Besides, the process participants

enter data into a computer all day long. They also indicated that it would be ideal if process

participants could enter data on a keyboard, instead of their phones. Hence, for retrieving

the feedback, both managers recommended employing software that is easily accessible

on a computer. The last expert, an improvement manager who works across multiple

departments, confirmed the aforementioned conditions. Thus, we decided to employ a

survey that can be completed utilizing natural text responses. Google Forms was chosen

as the survey software, as it meets the previously mentioned conditions. Moreover, some

process participants have morning shifts, while others have shifts during the afternoon.

Sending an email daily would exclude either the process participants from the morning or

the afternoon shift. Therefore, we agreed to send an email twice a day to solicit feedback,

one in the morning and one in the afternoon. In addition, the online survey could be

completed whenever process participants experience difficulties or feel the need to provide

feedback on their performed activities.

Selection of a NLP Technique Two experts in the field of NLP were consulted to

allocate candidate techniques for this research via email. The rationale behind consulting

experts is that experts generally possess a vast amount of knowledge on the current state-

of-the-art techniques that are currently used in practice. We briefly elaborated on the

content of the research, and asked which techniques are potentially suited. Appendix H

contains the initial email which was sent to the two experts: Dr. D.P. Nguyen and Prof.

Dr. H. Leopold. Both experts proposed using prompt engineering, sentiment analysis,

and creating our own language model. Additionally, one of the experts suggested using

Topic Modeling and Aspect-Based Sentiment Analysis. After exchanging more information

about the expected quantity of the data, the experts advised to use either topic modeling,

prompt engineering, or (aspect-based) sentiment analysis, and to disregard creating our

own language model as this requires more data than we expected to receive. The three

candidate techniques are presented in Table 3.2. To select one of the three techniques, a

literature study was conducted, as mentioned in Section 3.3.2.
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Technique Expert 1 Expert 2

Prompt engineering ✓ ✓

(Aspect-based) sentiment analysis ✓ ✓

Topic modeling ✓ ✗

Table 3.2: Recommended NLP techniques by experts.

3.3.2 Literature Review

Two literature reviews were carried out, each serving its own purpose. The results can be

found in Chapter 2. The literature reviews concerned a literature review concerning the

background of the problem and a literature review investigating different NLP techniques

at hand.

Background Literature Review First of all, a background literature review was con-

ducted in order to gain a broader understanding of the problem at hand, the existing

literature on this topic, and the current gap in the literature. The obtained information

helped to identify what was already known about the topic, and it highlights the gap in

current knowledge that is yet unexplored. Moreover, the literature review helped to formu-

late the research questions and objectives for this study. The literature review embeds the

study in a broader context and underlines the importance of the research problem. The

study was done in a systematic manner by following a pre-defined protocol. The literature

protocol can be found in Appendix E. This resulted in Sections 2.1, 2.2, and 2.3.

Selection of a NLP Technique To ensure that the most appropriate NLP technique

for the purpose of processing and analyzing feedback was selected, a literature review was

conducted to further explore the NLP techniques obtained during the expert interviews

in Section 3.3.1. Although NLP can be applied to many use cases, the techniques we

specifically searched for were those that can process and incorporate feedback into the

organizational knowledge base and that were mentioned during the expert interviews. The

review aimed to gain a deeper understanding of the use cases, benefits and limitations of

these techniques. Although there are numerous NLP techniques available, we focused on

those that were most relevant to our needs. Several comparative studies were examined

to identify the most appropriate techniques in the field of NLP. However, it is important

to note that the main objective was not to list and compare all possible NLP techniques

that exist. Instead, findings from previous studies were used as a theoretical basis for
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Figure 3.3: Pipeline for the software artifact

selecting the most appropriate technique. The literature protocol utilized for this study

is presented in Appendix G. Section 2.4 presents the results. The results of the expert

interviews, combined with the findings of the literature review, contributed to an informed

decision on the most appropriate NLP technique to include in the tool’s pipeline.

3.3.3 Single Case Study

After designing and building the tool, a single case study was conducted at CorpX [49] to

empirically validate the effectiveness of the tool. Section 3.4 presents the pipeline of the

tool. In this case study, the tool was applied to collect, process, and analyze feedback from

process participants from two departments regarding their executed business activities

in the product development process. The case study was designed to collect empirical

evidence about how the tool performs within a real-world setting. Finally, the performance

of the tool was evaluated both quantitatively and qualitatively, using the evaluation metrics

presented in Section 3.6.

3.4 Pipeline

In the following section, the steps and the rationale behind the selection of each step of

the pipeline are presented. Fig. 3.3 visualizes the pipeline. The code is available on

https://github.com/BenjaminKleppe/TheOrganizationalThermometer.

3.4.1 Data Collection

As mentioned earlier, experts at CorpX were consulted for this study. They indicated a

preference for using Google Forms as the social software to collect the feedback. Therefore,

this was chosen as the medium to solicit feedback. Appendix I presents the Google Form
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used for this research. Additionally, Appendix J presents one of the reminders to solicit

feedback. First, process participants are asked to which department they belong. Moreover,

they are asked to provide a positive experience, negative experience, or both. Additionally,

the process participants received an email twice a day by email as a reminder to submit

feedback. This resulted in a total of 90 feedback messages. After the data collection period,

the data was send to the process managers who manually labeled the feedback with the

corresponding BPMN activities. This resulted in a valuable contribution: a dataset to test

the performance of the proposed tool on its ability to map the feedback to the corresponding

BPMN activities.

3.4.2 Software Artifact

The NLP technique was selected based on the obtained information by consulting ex-

perts and by expanding on these findings by conducting a literature review. The experts

suggested three techniques for analyzing the collected data: topic modeling, sentiment

analysis, and prompt engineering. The literature indicated that topic modeling requires at

least 10.000 documents (feedback messages) to produce reliable and sound results [3, 22].

Therefore, topic modeling is not a valid technique as the data collection resulted in 90

documents. Document-level and sentence-level sentiment analysis are irrelevant choices as

the feedback is already divided into positive and negative feedback by the process par-

ticipants. Aspect-Based Sentiment Analysis (ABSA) is a relevant choice because it is a

more fine-grained analysis as it provides the sentiment scores on all aspects within a doc-

ument. However, as seen in the literature, ABSA models lack performance on non-English

datasets while the language of the collected feedback in this research is Dutch. Prompt

engineering can be utilized for a range of text classification problems [16, 18, 23, 24, 41]

and has been shown to outperform traditional Aspect-Based Sentiment Analysis (ABSA)

models on predicting the sentiment scores of datasets containing less than 1.000 documents

[16, 18, 23, 24]. Therefore, the tool employs prompt engineering to leverage a pre-trained

language model (PLM) in order to map the feedback to the corresponding BPMN activ-

ities. ChatGPT-3.5 Turbo, a PLM developed by OpenAI (March 2023), is used in this

research as one of the experts recommended using this model.

Preprocessing First of all, the data was cleaned by removing all invalid values. Sec-

ondly, data was randomly split into two sets: the training dataset to fine-tune the model
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and the test dataset to test its performance. A recent study illustrated that the perfor-

mance of prompt engineering is raised significantly when the model is provided with 16

examples [23]. Therefore, 16 messages were used for training the model. The 48 remaining

messages were used to test the model. During the preprocessing phase, the software arti-

fact generates prompts to fine-tuning the model with the training data and for validating

the model with the test data. As seen in the literature, PLMs are pre-trained by predicting

missing parts of a sentence, which is called masked learning [16, 24, 35, 41]. The ability of

a PLM to classify text increases significantly when the model is fitted with a few examples

(few-shot learning). To improve the performance of few-shot learning, the examples were

reformatted in a format that mimics masked learning [16, 18, 24, 39]. Essentially, this

entails allowing the language model to predict omitted parts of sentences. Therefore, the

examples were reformatted to this format. The format imitates the templates introduced

by Li et al. [23] and Gao et al. [16] by masking the parts we want to predict. For example,

the feedback message: "It was difficult to order new ingredients" correlates to the BPMN

activity "ordering ingredients". In this case, the tool would generate the following prompt:

"It was difficult to order new ingredients. This message belongs to: [MASK]". The model

predicts the masked phrase, which is the BPMN activity name. The correct output is:

"ordering ingredients".

Fine-tuning During this step, the model was fine-tuned using the training data. Ini-

tially, a list containing all activity names from the BPMN model was provided as potential

aspects, supplemented by a brief textual description of the process. Subsequently, the

prompts, which were generated during the preprocessing step, were sequentially fed to the

model. For each prompt, the model was tasked to predict the most likely BPMN activ-

ity name(s). After each prediction, the correct answer was given to the model in order

to fine-tune the model for this specific task [16, 18, 23, 39]. This was done iteratively

until the model has seen all the training data. Given that some feedback messages were

mapped to multiple labels by one of the process managers, this task represents a multi-label

classification problem [45].

Prediction The final step of the software artifact was to predict the most likely BPMN

activity names for the unseen, test data. This resulted in two tables. The first table con-

tains the total sentiment score for each activity of the BPMN model. Negative comments

are counted as -1, while positive comments are counted as +1. The sentiment score for

each BPMN activity is calculated by adding up all the corresponding sentiment scores. For
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example, if an activity received three negative and one positive comment, the sentiment

score for this activity would be -2. The second table includes the each feedback message,

the correct label(s), and the predicted label(s).

3.4.3 Visualization

Finally, the results were visualized as a heat map on top of the process model. The goal of

the visualization was to provide a comprehensive view on the insights of process participants

towards their daily executed business activities. To achieve this, the activities were be

colored according to the number of positive and negative feedback messages regarding that

activity. The heat map uses a color code to indicate the degree of positive (green) and

negative (red) feedback on each activity. The intensity of the color varies based on the

magnitude of the sentiment score, with highly polarized scores resulting in more intense

colors (e.g., an activity with a sentiment score of -5 will appear prominently red, while

an activity with a sentiment score of -1 shows a subtle orange tint). This highlights the

activities that received multiple positive or negative feedback messages. The mapping of

the feedback by the process managers is used for the visualization as they possess domain

expertise and a deep understanding of the business process. The visualization is extended

by an additional table, presenting the obtained feedback for the activities. This enables

process managers to drill-down to the feedback of the issues that are visualized by the

tool. Additionally, a word cloud is included for each activity, to quickly analyze the main

findings. By visualizing the sentiment of process participants in a clear and concise way,

the tool should enable process managers to make data-driven decisions based on the insights

of process participants to improve the process in a time-efficient manner.

3.5 Data Collection

The following section presents information regarding the participants, data characteristics,

number of responses, and ethical considerations. The data was collected over a period of

15 days using the data collection method presented in Section 3.4.1.

3.5.1 Participants

Feedback was collected from a total of 13 process participants at CorpX. This group of

process participants, consisting of 10 women and three men, makes up the entire population

of the key departments involved in processing process requests for product development

at CorpX. All participants were asked to provide feedback on new product development
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Department Positive Negative Total

Quality 9 12 21
R&D 13 30 43
Total 22 42 64

Table 3.3: Distribution of feedback by department

process applications. Of the participants, eight were part of the Research and Development

(R&D) department. This department writes the recipes and physically tests the requested

products by making samples. The Quality Department checks the samples for compliance

with quality requirements. This department consists of five process participants, four of

whom work full-time and one part-time on Mondays, Thursdays and Fridays.

3.5.2 Data Characteristics

The collected data in this study is unstructured, as it was collected without predetermined

response options, resulting in a diverse range of insights. In addition, participants were

given the freedom to provide multiple answers. The dataset consists of textual descriptions

of emotions faced by process participants in their daily business activities. It is important to

recognize that this type of data involves subjectivity, as it captures individual perceptions

and experiences, and these may differ among process participants.

Figure 3.4: Distribution of feedback by day
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3.5.3 Responses

In total, we collected 87 responses. However, out of the 87 responses collected, only 79 were

considered usable for analysis due to the presence of values such as ’n/a’. The distribution

of both departments is presented in Table 3.3. R&D contributed about 70% of the feedback,

while the Quality department contributed about 30% of the feedback. The difference in

the amount of feedback between the two departments may be due to several factors. First,

R&D has more participants than the Quality department. In addition, R&D has a greater

workload within the process. Fig 3.4 presents the amount of responses for each day. It

should be noted that process managers were contacted on May 3, May 8 and May 15 to

motivate process participants from their departments. The response rate increased after

contacting the process managers. A total of 15 responses were excluded as they lacked

sufficient information, which led to the process managers not associating them with any

activities. Therefore, 64 responses were used in this study.

3.5.4 Gold Standard Dataset

After obtaining the responses, the process managers labeled each response with the corre-

sponding BPMN activity names. The process manager of the R&D department mapped all

responses to no more than one activity. The process manager of the Quality department,

however, mapped some responses to multiple activities. This implies that the classification

problem at hand is an multi-label classification problem as it is possible to assign multiple

labels to a single responses.

3.5.5 Ethical Considerations

All process participants received and signed an informed consent form two weeks before

participating in the study, which can be found in Appendix D. Moreover, all data was

anonymized and no personal data was stored.

3.6 Validation

To ensure the validity and usability of the developed tool, it was validated with the help

of two distinct approaches. The first approach comprises of a quantitative evaluation,

measuring the accuracy, precision, recall, and F1-score. The second approach focuses on

the tool’s ease of use and efficiency from the perspective of both process participants and
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Criteria Process participants Process managers

Ease of use ✓ ✓

Efficiency ✓ ✓

Generality ✗ ✓

Operationality ✗ ✓

Table 3.4: Evaluation matrix

process managers. Moreover, the generality and operationality will be reviewed from the

perspective of three process managers.

3.6.1 Quantitative Evaluation

One of the most common methods to quantitatively evaluate a software tool is to calculate

the accuracy, precision, recall, and F1-score of the tool [32]. However, accuracy is not

a valid method for measuring the tools performance as the problem at hand is a multi-

label classification problem [45]. Sorower [45] performed a literature survey regarding

the evaluation metrics of multi-label algorithms. The authors found that the best way

to evaluate an algorithm that solves multi-label classification problems is to measure the

weighted precision, recall, and F1-score. Moreover, weighted average of these metrics seem

to perform well on imbalanced datasets. This is an important feature as our dataset is

heavily imbalanced. Therefore, the aforementioned weighted metrics are used to evaluate

the tool. The tool is tested against the gold standard dataset, which was composed by the

process managers as described in Section 3.5.4. Additionally, an error analysis is carried out

in order to delve deeper into the results of the tool. The error analysis highlights common

mistakes made by the tool, and which areas still need improvement. This approach allows

for an objective evaluation of the tool’s predictive capabilities and reliability.

3.6.2 Qualitative Evaluation

Validating a treatment implies verifying whether it contributes to stakeholder goals when

implemented in the problem context. There are various models to validate information sys-

tem design methods. Sonnenberg and Vom Brocke [44] proposed three principles to validate

design methods. Moreover, the authors state that the evaluation criteria of an artifact is

not independent from the type of an artifact. Therefore, a distinction is made between con-

struct, model, method, and instantiation artifacts. In this research, we propose a method

for involving the process participants’ insights in the organizational knowledge-base. With
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respect to Sonnenberg and Vom Brocke [44], the evaluation criteria of a designed method

are the ease of use, efficiency, generality, and operationality. Table 3.4 presents the evalu-

ation criteria measured for process participants and process managers.

Ease of Use Ease of use refers to the amount of effort required to use the tool. This is

measured by both process participants and process managers, as it is interesting to measure

how much effort it takes to use the tool to submit feedback and to use the tool to analyze

the feedback.

Efficiency Efficiency measures whether the tool improves the time taken to submit,

process and analyze feedback from process participants on their daily performed business

activities. Efficiency regarding the time required to submit feedback is measured among

process participants, while efficiency regarding the time required to process and analyze

feedback is measured among process managers.

Generality Generality measures whether the tool can be used to analyze different ac-

tivities, processes or departments. This is measured by validating whether the instrument

can be applied in another department using a survey amongst the process managers.

Operationality Finally, operationality measures whether the instrument can actually

achieve its goal of incorporating the insights of process participants into the organizational

knowledge base. This is validated by measuring whether the tool is able to integrate in-

sights into the organizational knowledge-base and whether the insights gained by the tool

are new to the process managers.

The evaluation statements we used for the tool in our study were derived from previous

research conducted by Gonzalez-Lopez et al. [17]. Their evaluation statements were fol-

lowed, modifying it as necessary to align with our specific needs and goals. The resulting

survey is presented in Appendix K.
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Results

Section 3.4 presents the design and function of the tool which leverages Natural Language

Processing (NLP) techniques to collect and analyze feedback from process participants.

Data was collected using Google Forms to solicit feedback from process participants on

their day-to-day experiences. The tool then mapped the feedback to the corresponding

BPMN activities with the ultimate goal of integrating this feedback into the organiza-

tional knowledge-base. The training set comprised 16 feedback messages, while the test

set consisted of 48 feedback messages. The output from this prediction process is a table

providing a sentiment score for each activity of the process model. The following chapter

presents the results obtained from the application of this tool within CorpX.

This chapter is further divided into sections that provide a detailed analysis of the tool’s

results. Section 4.1 presents a visualization of the tool’s output, followed by Section 4.2

which delves into the tool’s performance, discussing its evaluation metrics and analysing

its errors. Finally, Section 4.3 provides a qualitative assessment of the results.

4.1 Visualization

Table 4.1 provides an overview of the feedback sentiments categorized by activity. The

feedback mapping of the process managers is used for the visualization as they possess

domain expertise and a deep understanding of the business processes. For each activity,

the number of positive and negative feedback messages is presented, along with the total

sentiment score. The sentiment scores are calculated by subtracting the number of neg-

ative feedback messages from the number of positive feedback messages. Negative scores

indicate activities where negative feedback outweighed the positive, and vice versa for the
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Activity Positive Negative Sentiment

request advice 0 9 -9
review sample 2 0 +2
make sample 2 6 -4
send sample 0 3 -3
write recipe 5 1 +4
save reference sample 0 1 -1
step 1 2 8 -6
step 2 2 3 -1
step 3 4 4 0
assign request 1 2 -1

Table 4.1: Class distributions: number of positive feedback messages, negative feedback
messages, and the corresponding sentiment score for each activity.

positive scores. Key observations include that the ‘request advice’ activity had the highest

number of negative feedback messages, and therefore the lowest sentiment score (-9). In

contrast, the ‘write recipe’ activity received both negative and positive feedback but had

the highest positive sentiment score (+4). Moreover, ‘step 3’ received 4 positive and neg-

ative feedback messages, resulting in a neutral sentiment score (0).

The sentiment scores are visualized in Fig. 4.1. Here, activities are color-coded: green

signifies activities with more positive feedback, while red indicates those receiving more

negative feedback. This visualization allows for a quick, intuitive understanding of the

Figure 4.1: The organizational thermometer: a heatmap that visualizes the insights of
process participants onto a BPMN diagram (presented in Fig. 3.2).

38



4.1 Visualization

Figure 4.2: Drill-down of the feedback.

feedback sentiments across different activities. The specific details of the feedback are

available in an accompanying table, which includes all feedback messages for each activity.

Figure 4.2 presents a table, serving as a drill-down function, providing a detailed explo-

ration of the sentiment scores.

This approach, however, may become impractical if the frequency of feedback messages

dramatically increases, for instance, up to 1000 feedback messages for each activity. Manual

analysis of such a vast amount of feedback using the drill-down function could become

exceedingly tedious. Therefore, Figure 4.3 presents an additional solution, namely, an

automatically generated word cloud that illustrates the most frequent words within the

feedback that was associated with the BPMN activity: "Request advice". It is important

to note that the efficacy of the solution is somewhat hindered by the limited number of

messages in our dataset, thus potentially resulting in a less optimal solution. To illustrate,

the word "stick" appears notably large in the word cloud, despite it was only mentioned in

a single feedback message (three times). Hence, this underlines the importance of a larger

dataset. It is plausible that the word cloud would only be included in larger datasets,

eliminating the aforementioned problem. Furthermore, when the dataset would become
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Figure 4.3: Word cloud of the feedback regarding the BPMN activity: "Request advice".

larger, advanced analytical approaches such as topic modeling could be considered for

more detailed investigation of the feedback. Topic modeling allows for the discovery of

the underlying topics and themes within large amounts of messages [19, 47] when there

are over 10.000 messages [3, 22]. Therefore, as the volume of feedback messages increases,

topic modeling could offer a more insightful analysis compared to a word cloud, plotting

patterns and trends of the process participants’ feedback in an efficient manner.

4.2 Performance

The performance of our tool is measured in three ways: precision, recall, and the F1-score.

Precision is the proportion of correct predictions in comparison with all the predictions

made by the tool. In this case, the average precision is 0.82, meaning that 82% of the

activities predicted by our tool were correct. On the other hand, recall measures the

proportion of actual activities that were correctly identified. The tool had an average

recall of 0.64, implying that it identified 64% of the total correct activities. Finally, the

F1-score is the harmonic mean of precision and recall, providing a balanced measure of

the tool’s performance. The average F1-score of the tool was 0.66. The precision is higher

than the recall. This means that a high proportion of the predictions were correct, but

that it has missed some activities. This implies that the model is conservative; it tends to

make fewer mistakes at the cost of not always being able to identify the correct outcome.

It should be noted that the feedback often includes little information, which can pose

a challenge for the model’s classification performance and can explain the lower recall.

Moreover, with a total of 14 distinct classes to predict with some activities belonging to

40



4.2 Performance

Figure 4.4: Confusion matrix of the true and predicted classes

multiple labels, the complexity of the task at hand is significantly increased. Despite these

challenges, the model exhibits a respectable F1-score [45].

4.2.1 Error Analysis

The following subsection delves deeper into the model’s performance by performing an

error analysis. This analysis aims to examine the instances where the model failed to cor-

rectly classify the feedback to the corresponding BPMN element. The output of the model

is presented in Appendix L. The incorrect classifications, including the feedback message,

the corresponding activity, and the predicted activity, is presented in Appendix M. Fig. 4.4

presents the confusion matrix of the predicted and the true labels. In the confusion matrix,

each row represents instances of an actual class, while each column represents instances of

a predicted class. The values in the diagonal line of the confusion matrix correspond to

correct predictions, the actual class matches the predicted class. The off-diagonal entries

in the confusion matrix represent the incorrect classifications made by the model. The

confusion matrix illustrates that the model tends to predict the class ‘make sample’ over

any other class (a total of 16 times). However, only 50% of those predictions are correct.

Five out of the eight false positives correspond to ‘write recipe’ and ‘review sample’. These
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three activities - writing, creating and reviewing samples - are the core activities of the

development process, and it is likely that feedback related to these steps is ambiguous.

To illustrate, consider the feedback message: "The sample I made turned out better than

expected". While the process manager attributed this to the activity: ‘review sample’, the

tool categorized it under the activity: ‘make sample’. Additionally, the model falls short in

identifying feedback associated with multiple steps from the Quality department, despite

four messages being labeled with two or three steps. The training dataset consisted of two

examples with more than one activity.

The remaining errors seem to be due to the ambiguity or lack of information within

a message. For example, consider the message, "Checking 300 recipes manually for raw

materials is not efficient." This is classified as "request advise" by the process manager,

whilst the tool classifies it as "review recipe". Moreover, the message: ‘A sample request

of 10 KG mix is requested. That is almost impossible to do.’ was classified by the tool as

‘make sample’ while the process manager classified this as ‘request advice’. It can be argued

whether the correct activity can be derived from the limited context of the messages. For

future research, it would be interesting to investigate whether increasing the size of the

training dataset would increase the performance of the tool.

4.3 Qualitative Evaluation

Feedback was collected from process managers concerning the four evaluation metrics of

the tool: ease of use, efficiency, generality, and operationality [44]. Moreover, feedback was

collected from process participants regarding the ease of use and efficiency. Responses were

collected using a 5-point Likert scale (1: totally disagree, 2: disagree, 3: neutral, 4: agree,

5: totally agree). Appendix K presents the statements and the results. In this section, the

results are presented.

4.3.1 Process Managers

Table 4.2 presents the average ease of use, efficiency, generality, and operationality for each

process manager. In the following subsection, the individual responses are evaluated as

each manager has used the tool in a different context. Then, the results are summarized

to present an overall evaluation.
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Manager EoU E G O

R&D 5 5 5 5
Quality 3.5 3.5 4 3.5
Improvement 4.5 5 4 4

Average 4.33 4.5 4.33 4.17

Table 4.2: Average perceived ease of use, efficiency, generality, and operationality for each
manager.

R&D Department The process manager of the R&D department manages one of the

two participating departments of this study. The R&D department has the biggest work-

load of the monitored process and contributed 70% of all the feedback. The manager fully

agreed with every statement (mean: 5/5). This indicates a high satisfaction with the tool

and the process regarding all dimensions.

Quality Department The process manager of the Quality department provided mixed

responses. The Quality department contributed to 30% of all feedback. The manager found

the tool itself easy to use (4/5), but was neutral about the ease of use of the study as a

whole (3/5). In addition, the manager indicated an improvement in the time and effort

required to analyze the results (4/5), but that the time and effort required to analyze

the feedback were not necessarily improved (3/5). Furthermore, the manager agreed that

both the tool and the study could be modified to better understand feedback from other

departments (mean: 4/5). Finally, the manager strongly agreed that the tool’s insights

were novel (5/5), but disagreed that the tool’s insights lead to actionable improvement

ideas (2/5).

Improvement Manager The improvement manager, who works in several departments,

gave generally positive feedback. The manager perceived that the tool was easy to use

(mean: 4.5/5). Moreover, the manager considered the tool efficient (mean: 5/5). In addi-

tion, the manager thought that both the survey and the tool could be used to understand

feedback from other departments (4/5). The manager was neutral regarding the novelty

of the tool’s insights (3/5). Yet, the manager did fully endorsed that the tool’s insights

lead to actionable improvement ideas (5/5).
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Department EoU (Form) EoU (Study) Ef (Form) Ef (Form)

R&D 5 5 4 4
R&D 5 4 5 3
R&D 5 4 4 5
R&D 5 3 3 4
R&D 3 3 4 4
Average R&D 4.6 3.8 4 4

Quality 5 4 5 3
Quality 4 4 2 2
Quality 2 3 3 2
Average Quality 3.67 3.67 3.33 2.33

Average overall 4.25 3.75 3.75 3.38

Table 4.3: Individual responses of the ease of use and efficiency of the form and the tool for
each department.

Overall Evaluation To conclude, the managers found the tool easy to use (mean:

4.33/5), and perceived the entire study, encompassing feedback form, discussions, brief-

ing and reminders, easy to follow (mean: 4.33/5). The time and mental effort required to

analyze the results were reasonable (mean: 4.67/5), and the tool deemed to enhance the ef-

ficiency of feedback collection and analysis (mean: 4.33/5). Overall, managers agreed that

both the tool and the study could be adapted to different departments (mean: 4.33/5).

Two managers stated that the insights derived from using the tool were novel (mean:

4.33/5), and two managers stated that the tool’s insights lead to actionable improvement

ideas (mean: 4/5).

4.3.2 Process Participants

Table 4.3 presents the individual responses to the feedback form for each department.

In the following subsection, the responses regarding the ease of use and the efficiency of

both the tool and the study are evaluated for each department. Finally, the results are

summarized.

R&D Department In total, five out of the eight process participants from the R&D

department filled in the evaluation form. The participants generally showed a positive

response towards both the tool and the study. The feedback form was easy to use (mean:
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4.6/5), and the entire study was easy to follow (mean: 3.8/5). Additionally, feedback

on the efficiency was also favorable. The time and effort needed to fill out the form was

reasonable (mean: 4/5), and the participants experienced a reduction in the time and effort

required to provide feedback (mean: 4/5).

Quality Department Three out of the five participants filled in the evaluation form.

The results of the evaluation from the Quality department were mixed. The participants

generally indicated that the feedback form and the study were easy to use and follow

(mean: 3.67/5). However, one participant strongly agreed, one participant neither agreed

nor disagreed, and one participant disagreed that the time and effort required to fill in the

form was reasonable (mean: 3.33/5). Moreover, the participants generally disagreed that

the tool decreases the required time and effort to give feedback by using the tool (mean:

2.33). One participant questioned the applicability of the feedback form for the Quality

department, as they did not experience complications.

Overall Evaluation Overall, process participants found the feedback form relatively

easy to use (mean: 4.25/5) and the overall study was generally perceived as easy to follow

(mean: 3.75). The perceived time and effort to fill out the form (mean: 3.75/5) and the

efficiency of soliciting feedback by using the tool (mean: 3.38/5) varied between the two

departments. The R&D department experienced the time and effort needed to use the

feedback form as reasonable and the tool made soliciting feedback more efficient. The

Quality department, however, generally did not agree that the time required to fill in the

feedback form was reasonable, and they did not experience any increases in efficiency.
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Discussion

The tool presented in this paper was designed to improve process analysis by developing

a tool that analyzes the process participants’ feedback such that their insights are incor-

porated in the organizational knowledge-base in order to initiate process redesign in a

time-efficient, bottom-up manner.

5.1 Interpretation of the Results

"I found it especially difficult to write down positive things. Writing down

irritations is much easier." - process participant R&D

Ease of Use The process participants strongly agreed that the feedback form was easy

to use. Most of the participants agreed that the study was easy to follow. Furthermore,

the managers of the R&D and Quality departments strongly agreed that the visualizations

presented by the tool were easy to understand. In particular, an improvement manager,

despite not being directly involved in the single case study, found the visualizations easy to

understand. This indicates that the design of the visualization is easy to use, even by man-

agers who did not cooperate during the single case study. Thus, the tool successfully meets

the research aim to incorporate the insights of process participants into the organizational

knowledge-base.

"I found it difficult to see the usefulness of the feedback form for the Quality

Department, considering little went wrong" - process participant Quality

Efficiency The process participants of the R&D department strongly agreed that the

time needed to complete the feedback form was reasonable. Additionally, the outcomes
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indicate that the tool improved the efficiency of gathering feedback within the R&D depart-

ment. In contrary, most of the participants from the Quality department did not experience

an increase in efficiency. Both the manager as multiple participants of the Quality depart-

ment mentioned not encountering a lot of issues during the data collection period and that

it was difficult to provide daily feedback. This can explain the mixed results as allocat-

ing time to provide feedback can be perceived as inefficient when there barely any issues

arise. The findings indicate that the efficiency benefits of the tool is dependent on the level

of problems encountered by process participants and managers. It would be interesting for

future research to investigate the specific conditions or scenarios in which the feedback tool

has positive effects on the efficiency of soliciting feedback, such as the process participants’

perception of the necessity for improving the process or the frequency of feedback collection.

Both the improvement manager and the manager of the R&D department reported

experiencing an increased efficiency in collecting and analyzing feedback by using the tool.

This confirms the tool’s time-saving capability for the process managers and indicates that

the research aim of incorporating the insights of process participants into the organizational

knowledge-base in a time-efficient manner is achieved.

Generality The process managers generally agreed on the the tool’s capability to adapt

to different departments. This implies that the tool is generalizable, which highlights its

potential applicability in other use-cases. However, further research should investigate how

the tool performs in a different context.

"It is very interesting to see that there are many concerns, that are quite easy

to fix, but you normally never hear about!" - manager R&D

Operationality The improvement manager was neutral regarding the novelty of the ob-

tained insights by applying the tool. This may be due to the fact that this manager is

not involved in the day-to-day activities of the department, and perhaps lacks the context

to make the judgement whether the insights are novel or not. The managers of the R&D

and Quality department strongly agreed that the tool’s insights are novel. Moreover, the

manager of the R&D department was very surprised about the feedback, and mentioned

that a lot of concerns were easy to solve. The novelty of the obtained insights underlines

the ability of the tool to improve process analysis.
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The manager of the Quality department disagreed that the tool led to actionable in-

sights. This can be explained by the fact that some process participants from the Quality

Department communicated that they did not encounter significant difficulties in their work,

resulting in fewer feedback and, consequently, fewer actionable improvement ideas. How-

ever, both the improvement manager and the manager of the R&D department strongly

agreed that the insights obtained by applying the tool result in actionable improvement

ideas. This validates the tool’s ability to improves process analysis and its potential to initi-

ate process redesign in a bottom-up manner, if there are improvement opportunities within

a process.

5.2 Implications

This research presents a novel tool that aims to integrate the feedback of process partici-

pants into the organizational knowledge-base by visualizing their sentiment towards their

daily performed business activities onto a BPMN model in the form of a heat map. The

established research method effectively draws upon state-of-the-art Natural Language Pro-

cessing (NLP) techniques, using the ChatGPT-3.5 Turbo model, to process, analyze, and

classify the insights of process participants. The results highlight the potential of utilizing

NLP techniques to enhance process analysis and initiate bottom-up process redesign, thus

providing both a design and the proof of concept. Organizations could further optimize

and implement such tools to innovate and improve their business processes by enabling

more stakeholders to participate in the BPM life cycle [9, 10, 15, 30, 40].

Secondly, there has been insufficient research on improving business processes using un-

structured, tacit knowledge [7, 48]. The single case study resulted in a unique, anonymized

dataset consisting of feedback pertaining to an actual business process. The absence of

specific guidelines for feedback led to a variety of responses, illustrating how process partic-

ipants provide feedback on their experiences and concerns under these conditions. There-

fore, both this study and the resulting dataset could serve as a foundation for developing

methods and tools to capture, analyze, and utilize such unstructured feedback effectively.

This is particularly relevant in today’s business environment, where agile and adaptive

processes are increasingly dependent on feedback from participants [50].

Thirdly, the tool, including the pipeline along with its corresponding Python code, is

included in this research. This contribution not only ensures reproducibility of the study
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but also serves as a basis for further refinement in future research. The results of the tool

act as a baseline for future research as it is the first study to demonstrate the capability

of large language models to map feedback to the corresponding BPMN activities.

Lastly, the tool gives a voice to process participants by enabling them to express their

insights, feelings, experiences, and concerns regarding their day-to-day activities. By ad-

dressing their issues, the tool could potentially empower process participants while also

improving their daily workflow in a data-driven way. Empowering process participants

generally results in more innovation, creativity, motivation and instills shared values to

promote and atmosphere for learning and accomplishment [11].

5.3 Limitations

First of all, the study was performed on a specific process within a single organization.

Only 13 process participants and three process managers were involved. In total, this re-

sulted in 64 usable feedback messages. This limits the generalizability of the results. To

enhance the generalizability, a process manager, who is not operationally involved within

the two departments, was involved in the evaluation.

Secondly, the final visualization was created manually due to the absence of available

tools that are capable of generating an appealing visualization automatically.

Thirdly, the feedback was manually mapped to corresponding BPMN activities by the

process managers. Despite their domain knowledge, there might be a degree of subjectivity

involved in this mapping process. This, in turn, could have influenced the results.

Fourthly, while the primary objective of this research was the design and development

of the tool, it should be noted that the tool has not undergone extensive optimization.

Finally, the researcher had to contact the process managers several times to motivate

the process participants to deliver more feedback messages as the volume was decreasing

over time. This need for manual intervention to sustain adequate feedback decreases the

time-saving capabilities of the tool.
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5.4 Threats to Validity

The performed research includes potential threats to validity. This may impact the in-

terpretation and generalization of the findings. In this section, the potential threats to

validity are discussed to enhance the credibility of the research by looking into four cate-

gories: construct validity, internal validity, external validity, and reliability [51].

5.4.1 Construct Validity

Construct validity concerns the degree to which the tests or measures accurately reflect the

concepts they are supposed to measure [51]. In the context of this research, there are sev-

eral threats to construct validity. First of all, a pre-trained language model, ChatGPT-3.5

Turbo, is used for mapping the feedback messages to the corresponding BPMN activities.

The performance of such a model is heavily dependent on the quality of the prompts.

To increase the consistency and mitigate the risks associated with prompt variations, this

research leveraged a systematic approach to prompt engineering. A prompt template,

proposed by Gao et al. [16] and Li et al. [23], that is specifically designed to fine-tune

pre-trained language models for text classification tasks was utilized.

Secondly, the process managers manually mapped the feedback to the corresponding

BPMN activities. This might have caused subjectivity and bias in the correct labels, mak-

ing the approach prune for errors and misinterpretations, posing a threat to the construct

validity. Nonetheless, this approach was chosen as the process managers posses more do-

main knowledge on the process than the researcher does.

Thirdly, a survey was employed to evaluate the tool qualitatively. Inherent for such a

method, however, is the varying individual interpretation of the statements. This poses

a threat to the construct validity. To reduce the subjectivity as much as possible, clear

definitions of the statements were ensured. Additionally, participants were given the op-

portunity to provide a textual comment which was carefully examined to enhance the

comprehensiveness of the evaluation.

5.4.2 Internal Validity

Internal validity concerns whether the results of your study are truly due to the factors

you’re investigating [51]. The qualitative evaluation was measured by conducting a survey

consisting of Likert-scale statements. However, the insights derived from these questions
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5.5 Future Research

are susceptible to multiple interpretations, introducing a potential threat to the internal

validity. To address this concern, the process participants were asked for additional com-

ments on their statements in order to reduce the ambiguity of the results.

5.4.3 External Validity

External validity concerns the generalizability of the findings of the study [51]. As the data

was collected for a process within one organization, the results might not be applicable to

other organizations or departments. This poses a threat to the external validity.

Moreover, initially, the tool was going to be validated by the two process managers that

are responsible for the process that was monitored. To mitigate the aforementioned risks,

an improvement manager, who was not involved throughout the single case study, was

involved in the validation of the tool.

5.4.4 Reliability

Reliability refers to the reproducibility and the consistency of the results [51]. A key com-

ponent of this study is the use of prompt engineering. The performance of this technique

relies heavily on how the prompts are constructed. With the goal of enhancing both the

results and the reproducibility of this study, the prompts were generated using a template

proposed by Li et al. [23] and Gao et al. [16]. Furthermore, all the relevant materials,

including the anonymized feedback, anonymized process model, and the code are included

to enhance the reliability and transperancy of the research.

5.5 Future Research

This research illustrates the potential of utilizing pre-trained language models within the

realm of Business Process Management (BPM) by demonstrating a practical use-case of

state-of-the-art AI models to improve a real-world business process. The developed model

serves as a baseline for future studies in this area.

Future research can focus on enhancing the generalizability of this approach by exam-

ining its applicability in different contexts. Additionally, it would be valuable to compare

the performance of various NLP techniques in mapping feedback to corresponding process

model activities.
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5. DISCUSSION

Furthermore, the scalability of the tool warrants investigation. Currently, the drill-down

function is employed for manual feedback analysis after allocating bottlenecks, which limits

the scalability of the tool. Future research should explore alternative analysis techniques,

such as topic modeling, to efficiently analyze large volumes of feedback.

In addition to the technical aspects, it would be intriguing to explore the psychological

benefits of providing process participants with a means to express their feelings regarding

their daily business activities.

Moreover, future research could focus on the design and development of an automated

process for generating heat map overlays.

Lastly, motivating process participants to consistently provide feedback is an important

area that merits further investigation.
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Chapter 6

Conclusion

This research presents the design and development of a tool that collects, processes, and

analyzes the feedback of process participants. The research problem is as following:

Improve process analysis by developing a tool that analyzes the process partic-

ipants’ feedback such that their insights are incorporated in the organizational

knowledge-base in order to initiate process redesign in a time-efficient, bottom-

up manner.

The sentiment of the process participants towards their daily executed business activities

are visualized in the form of a heat map overlay on the corresponding process model. This

clear and concise representation of the process participants’ insights enhances the process

analysis and redesign phase.

A key contribution is the development of a novel dataset that includes a process model

and anonymized feedback messages that were manually annotated by the process man-

agers. Moreover, this research contributes the tool’s design and code, both available for

future investigations.

Finally, the tool enables process participants to express their feelings and share insights

regarding their daily performed activities, fostering a bottom-up process redesign approach.

The results demonstrate that the tool successfully incorporates the insights of process par-

ticipants in the organizational knowledge-base. Moreover, process managers indicate that

the tool provides novel, actionable insights.
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6. CONCLUSION

Additionally, the evaluation highlights that the tool’s ease of use, time-saving potential

in the process analysis and redesign phase, and its applicability to other departments.

However, in situations where the process participants encounter few to no issues, the tool’s

time-saving benefits are perceived to be minimal.

Future research should examine in which contexts the tool proves the most effective,

compare the performance of other NLP models on this task, and explore which analysis

techniques could further increase the scalability of the tool.
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Appendix A

Summary Shortlisted Article

Shortlisted articles were summarized for the literature review. This was mainly done using

bullet points. When reading the article, the main focus was to determine: a) what is

the purpose of the research, b) what is the research methodology, c) what are the unique

findings, and d) what is the intersection with the pillar to which this article belongs? This

appendix presents a summary to illustrate how this was done in practice.

The Summary of Prilla and Nolte [33]:

• Currently, BPM relies too much on experts –> result: process specifications often

differ from real processes as perceived by process stakeholders.

• Expert driven means that stakeholders involvement is currently limited. People-

centric (bottom-up) approach actively involves stakeholders and their contribu-

tions, and therefore, close the gap between stakeholders and BPM experts (and

speed up documentations and changes).

• The paper states that this can be tackled by involving/integrating the stakeholders

of processes into process management –> enable more stakeholders to contribute

• Expert driven nature hinders the ability of stakeholders to proactively contribute

to process management

• One of the findings is that BPM would benefit from a more bottom-up, user-centric

approach where more stakeholders can submit their input

• The main goal of integrating more stakeholders is to ’enhance the quality of, and

commitment to, process models’

• study 1 (interaction of non-modelers with models): Stakeholders are immediately

cut from process development after their information is captured. Moreover, they

would like to participate in the process models but they don’t know how.
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A. SUMMARY SHORTLISTED ARTICLE

• study 2 (how non-modelers specify processes): people can contribute to processes

if they do not have to express themselves in modeling language (!).

• Five Proposals for the implementation of stakeholder involvement into BPM:

– Make models available

– Redefine roles in BPM

– Provide suitable interactions for non-modelers

– Make models tools of everyday use

– Intertwine top-down and bottom-up strategies
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Appendix B

Progress Discussion Example Notes

To discuss progress, a progress meeting was held every other week. Since these meetings

lasted for only 30 minutes, the meeting was well prepared. Throughout the two weeks prior

to the discussion, a list of unclear points regarding the research was maintained. Two days

before the meeting, these points were sent to the professor by mail. This gave the professor

time to prepare for the discussion. During the meeting, the questions were addressed, and

notes were taken. This appendix contains one of the notes regarding a progress meeting

where the professor, Hajo Reijers, gives feedback on the questions of the author. The notes

are written in Dutch as the meetings were in Dutch as well.

The Progress Meeting Notes: Voor het literatuuronderzoek: Per pilaar de stappen

doorlopen, nu op bijna 50% –> Hajo Reijers: goed idee om het per pilaar te doen. Maakt

het mogelijk om van de voorgaande cycli te leren.

Vragen onderzoeksplan:

1. Hoe vaak feedback? Eens per dag genoeg? —> Hajo Reijers: eens per dag is een

goed plan

2. Zal ik selectie criteria voor proces en partner opstellen?

• Hajo Reijers: Goed plan. Suggestie: issues/nog niet echt gefinetuned, maar

geen chaos (dus niet recentelijk ontwikkeld). Niet helemaal mis, maar wel

bekend dat er wat verbeterpunten zijn.

3. Is het mogelijk om feedback automatisch te mappen op procesmodel? Evt. medew-

erker het proces laten kiezen (zie bijlage mail).
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B. PROGRESS DISCUSSION EXAMPLE NOTES

• Hajo Reijers: Gebaseerd op specialisme medewerker (maar wat als iemand

in meerdere processen zit?) —> niet laten specificeren, hierdoor wordt de

eindgebruiker beperkt. Geen onderdeel van dit type onderzoek.

4. Bij BPM Consult willen ze graag dat ik de feedback op een proces model in de

hoogste vorm van abstractie map, is dit oké?

• Hajo Reijers: Dit is een goed idee, even het goede jargon opzoeken in het

boek

Overige Feedback van de Professor:

1. Wat we het liefst willen is de eindgebruikers betrekken

2. Zo makkelijk mogelijk, zo dicht mogelijk bij de mensen

3. Het ene spectrum is alles automatiseren, het andere spectrum is het zo makkelijk

mogelijk maken voor de eindgebruiker.

4. Kies eerst voor het zo makkelijk mogelijk maken, met de hand mappen en testen

in hoeverre je het kan automatiseren. Dit zou een mooie vervolgstap voor het

onderzoek zijn.

Houd het volgende in je gedachte:

• Het blijft een onderzoek

• Lean startup methode

• MVP, prototype, kijken of het werkt

• Voor ons (Hajo & Benjamin): belangrijk om te onderzoeken of het werkt

• Voor jullie (BPM Consult): belangrijk om te weten of het werkt

• Voor de klant (van BPM consult): krijgt een mooie rapportage
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Appendix C

Preliminary Research Announcement

Figure C.1: Preliminary research announcement
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Appendix D

Informed Consent Form

 
 

Toestemmingsformulier voor deelname in 
onderzoeksproject 

Organisatorische thermometer 
Lees de onderstaande stellingen door, en vink het laatste boxje aan om te bevestigen dat je de stellingen 

begrepen en gelezen hebt, en dat je akkoord gaat met de deelname in het project. 

 

Ik bevestig dat ik 18 jaar of ouder ben. 
 
Ik bevestig dat het onderzoeksproject “Organisatorische thermometer” aan mij uitgelegd is. Ik heb de 
mogelijkheid gehad om vragen over het project te stellen, en deze zijn voldoende beantwoord. 
Daarnaast heb ik genoeg tijd gehad om hierover na te denken. 
 
Ik geef toestemming dat het materiaal dat ik bijdraag wordt gebruikt om inzichten voor het 
onderzoeksproject “[Organisatorische thermometer]” te genereren. 
 
Ik begrijp dat er persoonlijke gegevens van mij worden verzameld en dat deze informatie 
vertrouwelijk wordt behandeld, zodat alleen BPM Consult toegang heeft tot deze gegevens en 
de informatie tot mij persoonlijk kan herleiden. De informatie wordt versleuteld en gedurende 
maximaal 14 dagen op een beveiligde locatie bewaard. In overeenstemming met de General 
Data Protection Regulation (GDPR) heb ik toegang tot mijn informatie en kan ik op elk moment 
tijdens deze periode verzoeken mijn gegevens te verwijderen. 
 
Ik begrijp dat mijn deelname aan dit onderzoek vrijwillig is en dat ik mij te allen tijde zonder 
opgaaf van reden uit het onderzoek kan terugtrekken, en dat bij terugtrekking alle reeds van mij 
verzamelde persoonsgegevens zullen worden gewist. 
 
Ik sta toe dat de volledig geanonimiseerde gegevens worden gebruikt in toekomstige publicaties 
en andere wetenschappelijke middelen om de bevindingen van het onderzoeksproject te 
verspreiden. 
 
Ik begrijp dat de verkregen gegevens veilig zullen worden opgeslagen door onderzoekers, maar dat naar 
behoren geanonimiseerde gegevens in de toekomst beschikbaar kunnen worden gesteld aan anderen 
voor onderzoeksdoeleinden. Ik begrijp dat de universiteit naar behoren geanonimiseerde gegevens kan 
publiceren in geschikte gegevensbewaarplaatsen voor verificatiedoeleinden en om ze toegankelijk te 
maken voor onderzoekers en andere onderzoek gebruikers. 
 
Ik begrijp dat ik kan verzoeken dat alle persoonlijke gegevens die van mij zijn verzameld, worden gewist. 

 

 Ik bevestig dat ik de bovenstaande verklaringen heb gelezen en begrepen, en ga akkoord met deelname 
aan het onderzoek. (Vink het vakje aan). 
 
Naam participant:  
 
Datum:  

Figure D.1: Informed consent form for the participants
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Appendix E

Literature Research Protocol

A literature review was conducted in order to gain further understanding regarding the

area of knowledge, current state, and validity of the research. The three main pillars on

which the theoretical foundation is build are the traditional bottom-up BPM approach,

social BPM, and the current state of research concerning the combination of BPM and NLP.

The literature review followed a protocol outlined in this chapter. The literature review

was divided into three parts. Each part was performed sequentially for each of the pillars.

First, a long-list was created. In this study, this consists of all relevant articles selected

by title. The search terms used during this step are presented in E.1. The search engines

used to retrieve the articles are provided in Table E.2. Additionally, several inclusion and

exclusion criteria were created [20].

Inclusion criteria:

IC-1 The paper is an academic paper

IC-2 The publishing date is before December 2022

Search terms

"social bpm"
"bpm" & "nlp"
"bpm" & "bottom-up"
"bpm" & "sentiment"
"bpm" & "social software"

Table E.1: Search terms used for the literature review
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E. LITERATURE RESEARCH PROTOCOL

Search engine Description

Scopus The Scopus search engine was primarely used for finding articles. The search
terms, which are presented in Table E.1, were entered in this search engine.

Google Scholar The Google Scholar search engine was consulted for the Snowballing
method. The method was used for snowballing forward and backward to
find relevant related papers.

Table E.2: Search engines used for the literature research

IC-3 The article focuses on process improvement

IC-4 The article focuses on process redesign (or optimization)

IC-5 The content of the article relates explicitly to one of the three pillars

Exclusion criteria:

EC-1 The language of the paper is not English

EC-2 The article focuses on automatic process model generation

EC-3 The content of the article is not related to one of the three pillars

The result was a short-list with approximately 20-25 articles. The long-list, consisting of

the short-list with the included articles and the excluded articles, can be found in Appendix

F. The steps and number of resulting articles are presented in Table E.3. During the second

step, all articles from the short-list were summarized. The final step was to write a critical

synthesis, taking into account questions such as: "What insights did the articles read

provide?", "What are the similarities?" and "What are the differences?". The literature

review was based on the resulting synthesis.

Step Candidate articles

Initial search 887
Title screening 30
Snowballing method 71
Abstract & conclusion 30
Full-text review 23

Table E.3: Total number of candidate articles for each step during the literature search
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Appendix F

Long-list

Included

[1] Sanam Ahmed and Khurram Shahzad. Augmenting business process model elements

with end-user feedback. IEEE Access, 10:115635–115651, 2022.

[5] Pedro Antunes, Jose A. Pino, Mary Tate, and Alistair Barros. Eliciting process knowl-

edge through process stories. Information Systems Frontiers, 22, 2020.

[4] Pedro Antunes, David Simões, Luis Carriço, and José A. Pino. An end-user ap-

proach to business process modeling. Journal of Network and Computer Applications,

36:1466–1479, 11 2013.

[4] Alia Ayoub and Amal Elgammal. Utilizing twitter data for identifying and resolving

runtime business process disruptions. volume 11229 LNCS, 2018.

[7] Patricia Bazan and Elsa Estevez. Social business process management: Assessing

the state of the art and outlining a research agenda. Business Process Management

Journal, 26, 2020.

[9] Marco Brambilla, Piero Fraternali, Carmen Vaca, and Stefano Butti. Combining social

web and bpm for improving enterprise performances: The bpm4people approach to

social bpm. 2012.

[10] Giorgio Bruno, Frank Dengler, Ben Jennings, Rania Khalaf, Selmin Nurcan, Michael

Prilla, Marcello Sarini, Rainer Schmidt, and Rito Silva. Key challenges for enabling

agile bpm with social software. volume 23, 2011.
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[15] Selim Erol, Michael Granitzer, Simone Happ, Sami Jantunen, Ben Jennings, Paul

Johannesson, Agnes Koschmider, Selmin Nurcan, Davide Rossi, and Rainer Schmidt.

Combining bpm and social software: Contradiction or chance? Journal of Software

Maintenance and Evolution, 22, 2010.
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Appendix G

Literature Research Protocol NLP
Techniques

A literature review was conducted to gain a deeper understanding of four candidate NLP

techniques, namely topic modeling, sentiment analysis, aspect-based sentiment analysis

(ABSA), and prompt engineering. The purpose of this literature review was to gain a

deeper understanding about three aspects: the applications, benefits, and limitations of

the techniques, with the overarching goal of gaining knowledge for selecting one of the

techniques for this study. Therefore, we searched the literature until we obtained sufficient

Technique Query Screened Used

Topic modeling TITLE(review AND topic AND modeling) 9 2
Topic modeling TITLE(topic AND modeling AND ((small

AND corpora) OR (short AND text)))
13 4

Topic modeling TITLE(word AND embeddings AND de-
pendency)

1 1

Sentiment analysis TITLE(sentiment AND analysis
AND(review OR survey))

4 3

Sentiment analysis TITLE ( sentiment AND analysis AND (
review OR survey ) )

4 3

Prompt engineering TITLE-ABS-KEY(prompt AND (nlp OR
natural AND language)) AND (LIMIT-
TO(PUBYEAR, (2019, 2020, 2021, 2022,
2023))

48 5

Table G.1: Queries and results for literature review 2
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knowledge on these three aspects. To make this study as reproducible and valid as possible,

we followed the protocol described in this chapter.

The search terms used during this step are presented in G. Scopus was used as search

engine. Additionally, several inclusion and exclusion criteria were created [20].

Inclusion criteria:

IC-1 The paper is an academic paper

IC-2 The publishing date is before May 2023

IC-3 The article focuses on a NLP technique

IC-4 The article focuses on topic modeling, sentiment analysis, or prompt engineering

IC-5 The proposed technique should be applicable to a small dataset

IC-6 In the case of prompt engineering, it should involve few-shot learning

IC-7 In the case of prompt engineering, the article should be published after 2018

IC-8 Preferably, the article concerns a survey or comparison of existing literature and

techniques

Exclusion criteria:

EC-1 The language of the paper is not English

EC-2 The article focuses on a specific domain

EC-3 The article focuses on Natural Language Generation (NLG)

EC-4 The article focuses on generating a (pre-trained) language model
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Appendix H

Email NLP Experts

Dear,

My name is Benjamin Kleppe, and I am a MSc. Business Informatics student at the

University of Utrecht. Together with Hajo Reijers, I am conducting research on the in-

volvement of process participants in allocating process redesign opportunities using NLP.

We are currently developing a tool that utilizes NLP techniques to convert feedback from

process participants about their daily business activities into meaningful insights that can

be visualized on BPM models. This should help with allocating bottlenecks and opportu-

nities for improvement.

The feedback will be collected by asking questions during the working day, such as “Did

you encounter any difficulties today? If so, please explain them”. Furthermore, partici-

pants are encouraged to send feedback at any time during the day.

There are numerous NLP techniques that could be used. Several studies recommend

using sentiment analysis to examine participant feedback. Hajo and I are confident that,

as an NLP expert, you have a thorough understanding of which NLP technique(s) are

appropriate for this work. As a result, I’d like to ask you two questions:

1. Which word-vector algorithm(s) would you suggest for processing the feedback?

2. Which NLP technique(s) would you suggest using to examine the feedback?

If you would prefer, I am willing to explain the study in more detail in a personal call, or

I can come by your office. Please do not hesitate to contact me if you have any questions
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or suggestions about the research.

Thank you in advance for your assistance!

Best regards,

Benjamin Kleppe
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Appendix I

Google Form

Figure I.1: Google Form used for retrieving the feedback
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Appendix J

Reminder

Hello everyone,

This is a friendly reminder that we are collecting feedback on the PO process.

You can fill in the form again at: http://bit.ly/feedback-po

Thanks in advance!

Best regards,

Benjamin
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Appendix K

Evaluation Statements
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Dim Statement Act 5 4 3 2 1

EoU The feedback form was easy to answer. PP 62.5 12.5 12.5 12.5 0
EoU The study as a whole (feedback form, briefing,

reminders, among others) was easy to follow.
PP 12.5 37.5 50 0 0

EoU The visualizations presented by the tool are easy
to understand.

PM 67 33 0 0 0

EoU The study as a whole (feedback form, briefing,
reminders, among others) was easy to follow.

PM 67 0 33 0 0

Ef The time and mental effort needed for answering
the feedback form was reasonable.

PP 25 37.5 25 12.5 0

Ef The time and effort needed to submit feedback
regarding my daily executed activities improved
by using the tool.

PP 12.5 37.5 25 25 0

Ef The time and mental effort needed to analyze
the results was reasonable.

PM 67 33 0 0 0

Ef The time and effort needed to analyze the feed-
back of the process participants is improved by
using the tool.

PM 67 0 33 0 0

G The software tool can be adapted to gain insights
about the feedback of another department.

PM 33 67 0 0 0

G The study as a whole can be adapted to gain
insights about feedback of another department.

PM 33 67 0 0 0

O The insights obtained through the tool are novel. PM 67 0 33 0 0
O The tool insights obtained by the tool lead to

actionable improvement ideas.
PM 67 0 0 33 0

1 EoU: ease of use, Ef: efficiency, G: generality, O: operationality.
2 PP: process participant (N=8), PM: process manager (N=3).
3 5: strongly agree, 4: agree, 3: neither agree nor disagree, 2: disagree, 1: strongly disagree.

Table K.1: Evaluation results in %.
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Appendix L

Output of the Model

Activity Positive Negative Sentiment

assign request 0 1 -1
make sample 7 9 -2
request advice 0 6 -6
review recipe 0 2 -2
save reference sample 0 1 -1
send sample 0 2 -2
step 1 2 7 -5
step 2 1 1 0
step 3 3 2 +1
write recipe 3 0 +3
TRAINING DATA 6 11 -

Table L.1: Class distributions: number of positive feedback messages, negative feedback
messages, and the corresponding sentiment score for each activity.
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Appendix M

Incorrect Predictions

Feedback message Predicted Correct

It was a quiet day for emails, so I
had time and space for development.

make sample assign request

Support and Export storing up re-
quests and all sending them on Fri-
day.

request advice send sample

It was very nice that when check-
ing a declaration by Quality depart-
ment, I could easily find out that it
was the second version. Everything
else looked neat and I found the re-
quest email from R&D very funny.

step 1 step 3

Request with too low a volume re-
ceived had to be sent back because
of the low volume. Then back to us
because it was approved by the head
of Support.

assign request request advice

The lead up to the urgent case;
colleague indicated she didn’t have
time and couldn’t make the devel-
opment.

make sample assign request

Checking 300 recipes manually for
raw materials is not efficient.

review recipe request advice
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M. INCORRECT PREDICTIONS

Feedback message Correct Predicted

It was not clearly stated in the re-
quest that it had to be [NAME] and
therefore I have to adjust the recipe
and resend the samples. Extra work
and it takes me time.

review recipe request advice

A sample request of 10 KG mix is
requested. That’s almost impossible
to do.

make sample request advice

I tried out new flavor directions to-
gether and they were also very deli-
cious.

review sample make sample

The distribution of workload; I had
enough time and possibility to get
my work done for today.

write recipe make sample

I’m glad I was able to help a col-
league so he has more breathing
room.

write recipe make sample

Colleagues’ requests not completed
on time, so there is now an urgent
need to work.

write recipe make sample

The sample I made turned out bet-
ter than expected.

review sample make sample
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