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Abstract

Monitoring the sleep of preterm infants provides valuable
insights. Preterm infants are often strongly occluded, while
the eyes are generally visible. Eye cues play an important
role in manual sleep assessment of preterm infants. We ex-
ploit this correlation in an attempt to fully automate sleep
assessment with (low-end) RGB cameras. We propose a
framework to consistently extract eye regions in videos of
occluded preterm infants. We show that convolutional neu-
ral networks (CNNs) can be trained on these regions to
automatically identify eye states. We predict whether the
eyes are opened or closed using a binary CNN, with a test
accuracy of 96.3%. Using a sliding window and a binary
3D CNN, we also identify REMs, with a test accuracy up
to 74.5%. We aggregate eye states per minute, and trans-
late resulting features to sleep states with a random forest
classifier. We manage to automatically discriminate sleep
stages wake, active sleep and quiet sleep, with an accuracy
of 92.2% - exclusively using eye cues. We discuss remaining
issues and propose solutions to further improve the per-
formance. Videos recorded at the neonatal intensive care
unit of the University Medical Center Utrecht were used to
construct labeled datasets.

1 Introduction

Preterm infants are born with a gestational age less
than 37 weeks. Annually, roughly a tenth of births is
preterm [1]. Preterm birth is the second largest cause
of neonatal death, accounting for 35% [1]. Preterm
birth also provokes long-term effects such as adverse
neurological development and increased risks of several
diseases [2]. Sleep during the early days after birth is
key for the prospects [3].

Preterm infants spend their first days or weeks in a
neonatal intensive care unit (NICU), in incubators. By
monitoring the sleep of preterm infants, we can learn
more about preterm sleep in general, make predictions
on individual development [4] [5], and allow nurses to
plan interventions more appropriately when the infant
is awake. The latter importantly helps minimize sleep
disturbance [6] [7].

Although experts are able to manually assess sleep
states of preterm infants accurately - using methods
such as BeSSPI [8], we prefer to automate it. Au-
tomating the process is advantageous, because we can
monitor the infant continuously, and without subjec-

tive bias. Existing automatic methods are either obtru-
sive or not accurate enough. Polysomnography (PSG)
is an accurate yet obtrusive method: it requires physi-
cal parts to be attached to the body, introducing risks
for the fragile skin of preterm infants, and it can also
potentially disturb sleep [5].

For this thesis, we introduce a camera-based ap-
proach to unobtrusively obtain visual information of a
preterm infant. We put a (low-end) RGB camera some-
where around the incubator, aim it at the preterm in-
fant, and then use the resulting video for analysis. This
approach has been tried before [9] [10] [11] [12]. Their
methods generally rely on finding body poses or facial
landmarks, and are already able to detect various cues
in infants. Two key issues are identified. First, datasets
are needed to train classifiers, but are often limited due
to privacy concerns of preterm infants [13]. Second,
preterm infants are often strongly occluded in NICUs,
causing important parts of the infants to be unobserv-
able during analysis [14] [15] [13]. Given strong occlu-
sions and little data, we are currently unable to reliably
extract body poses and facial landmarks of preterm in-
fants [13].

Large parts of the bodies and faces of preterm in-
fants are often covered by blankets and medical equip-
ment such as tubes. Extremely preterm infants are
particularly strongly occluded. However, one or two
eyes are generally visible. The eyes are also highly in-
formative: eye cues play an important role in manual
sleep assessment of preterm infants [16].

We present AVESSPIA (acronym for Automatic-
Video-to-Eyes-to-Sleep-State-for-Preterm-Infants-
Annotator), a new approach to fully automated sleep
assessment, where we exploit the correlation between
eye cues and sleep states. Figure 1 illustrates our
approach.

Fig. 1: High-level overview of our approach (eye image
extracted with AVESSPIA).1

1 Photo from Unsplash. URL: https://unsplash.com/photos/LtKoW6kh2eE.
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1.1 Scope

We need video data of preterm infants. We position
an arbitrary RGB camera outside the incubator, and
make sure it captures the infant’s face from the front.
In dark rooms, camera sensors increase their sensitivity
to pick up light, leading to noise in videos. The amount
of noise varies strongly per camera. Noise makes it dif-
ficult to see eye cues, and should be a priority when
considering cameras.

We consider eye states and sleep states as proposed
by BeSSPI [8], a manual sleep stage classification sys-
tem. We identify when eyes are opened (O) and closed
(C), and when REMs occur. During REM, eyes can
be opened (OR) and closed (CR). For sleep states, we
consider W (wake), AS (active sleep) and QS (quiet
sleep). We ignore IS (intermediate sleep), but gener-
ally when states have changed, we can assume IS has
taken place in between.

We consider strongly occluded and extremely
preterm infants. A gestational age of less than 37 weeks
is defined as preterm; we consider infants down to a
gestational age of 25 weeks. Extremely preterm in-
fants have less frequent eye movements and a redder
skin compared to preterm infants with higher gesta-
tional age [17]. Other than that, eye cues are similar
in preterm infants of different gestational ages. Little is
known about the differences between male and female
preterm infants.

Preterm infants can be physically highly active.
They may rotate their heads and move their arms and
legs freely, but generally cannot change position on
their own. Once in a while, a nurse or doctor may
intervene for caregiving. We pause monitoring if both
eyes of a preterm infant are occluded.

We also pause if the preterm infant is crying, as
we need to interpret this separately [8]. Crying can be
recognized through audio [18] [19].

In NICUs we have access to modalities such as heart
rate information, but throughout this research we will
limit ourselves to eye cues.

In order to train our classifiers, we have con-
structed labeled datasets from scratch with videos from
the NICU of the University Medical Center Utrecht
(UMCU).

1.2 Research Questions

Throughout the rest of this thesis, we will explore the
following research questions:

I Can we extract eye regions in videos of preterm
infants?

II Can we train a classifier to assess whether an eye
is opened or closed, for preterm infants?

III Can we train a classifier to identify REMs, for
preterm infants?

IV How well does our full pipeline perform in assess-
ing sleep states of preterm infants?

A schematic overview of our research approach is
given in Figure 2. For RQ I, we investigate how of-
ten the eye extractor manages to produce correct eye
images. With RQ II, III and IV, we investigate the per-
formance of predicting eye states and sleep states. We
assigned labels for eye states ourselves; for sleep states,
we compare with BeSSPI [8] annotations by human ex-
perts. We perform k-fold cross-validation to evaluate
metrics. We consider accuracy, AUC, precision, recall
and F1-score, and present confusion matrices.

Fig. 2: Schematic overview of our research approach.

2 Literature Review

In this section, we discuss relevant literature. It is di-
vided into three parts: sleep behaviour of preterm in-
fants; methods for extracting eyes from images includ-
ing further preprocessing techniques; different classifi-
cation techniques.

2.1 Preterm Sleep

Preterm infants spend roughly 70% of their time asleep
[5]; either in active sleep (AS) or quiet sleep (QS). They
spend most of this time in AS, with approximately 60%
[20] [21]. For preterm infants, uninterrupted periods of
AS and QS generally last over 13 and 5 minutes respec-
tively [3] [21]. For transitions between states, we use
the term intermediate sleep (IS). The remaining time
is defined as wake (W). Interestingly, the transitions of
states can go in any direction at any moment, opposed
to the fixed sleep cycles of adults [7]. If sleep states are
only checked once in a while, interesting transitions
may have been missed. Continuous monitoring is nec-
essary to get a complete picture of a preterm infant’s
actual sleep.

AS can be confused with W and QS [8]. If a preterm
infant is in QS, the infant is quiet with eyes closed.
If they are awake, their eyes are opened (and moving
[5]). During AS, next to appearing asleep, the infant
can also have opened eyes during REMs [22] and be
physically highly active suggesting W [5]. Of course,
preterm infants can also shortly have closed eyes during
W, through blinking for example. AS can be uniquely
identified by rapid eye movements (REM) [3] [8] [5],
with 20 second epochs of REM bursts [5]. Distinguish-
ing opened eyes from closed eyes and recognizing REM
is therefore key to assess the sleep state based on eyes
alone. However, REM is not continuously visible: dur-
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ing the intervals, AS may still be confused with QS.
Prior experiments at UMCU indicated that REM oc-
curs in approximately 53% of the minutes during AS.
Sokoloff et al. [23] define individual REMs as eye move-
ments that take less than one second, and found 0 to
15 REMs per minute for (term) infants during AS. We
should be careful as eye twitches can look like REM
for example [8]. IS can be characterized by a gradual
change of cues from one state to another [3].

Behavioral sleep stage classification (BSSC) meth-
ods help researchers recognize sleep states [16]. They
specify characteristic features per sleep stage, such as
body and facial movements. A universal definition al-
lows annotators to assess sleep states equally. One such
method is BeSSPI, by De Groot et al. [8]. With this
method, annotators assign sleep states to windows of
one minute - they found that 30 seconds was too short
to reliably register cues. Some researchers use a resid-
ual state in case of uncertainty; De Groot et al. pro-
pose instead to let annotators assign a confidence score
to their annotations: 1 for 80-100% confidence; 0 for
50-80% confidence; −1 for 0-50% confidence.

2.2 Eye Extraction

We want to detect eye cues in videos. Our first step is
to find the eye regions in frames, for which we consider
body tracking and object detection. After we have ex-
tracted the eye regions, we consider image registration
and color normalization for further preprocessing.

2.2.1 Body Tracking

Body tracking and facial landmark detection are two
approaches to finding positions of specific body parts
(respectively the entire body versus just the face, as
the names suggest), among which eye and nose loca-
tions. As mentioned before, these approaches still do
not work well for preterm infants [13]. However, at the
UMCU they found that body tracking algorithm High-
erHRNet [24] - despite not considering preterm infants
specifically - can still reliably predict the locations of
eyes and noses of preterm infants. It does not perform
well for the other landmarks.

HigherHRNet is a CNN-based bottom up pose es-
timation model. In top down approaches - its counter-
part, we first find the bounding box of one person, and
then fit a pose within; in bottom up approaches, we
first find keypoints with CNN-generated heatmaps for
example, and then figure out best fitting poses [24]. It
produces multiple poses if multiple bodies are visible,
but we can simply extract the preterm infant by tak-
ing the pose with the highest confidence value. While
a top down approach fails if it cannot find a bound-
ing box [25], HigherHRNet can find the locations of
the eyes and nose as long as these are sufficiently visi-
ble. HigherHRNet uses feature pyramids to deal with
different body scales. The output of the locations are
given in lower resolution than the input, so some pre-
cision is lost. Still, it provides a reliable base step for
finding the rough eye and nose locations of preterm

infants, even given strong occlusions. Pose detection
techniques give confidence values per predicted body
part, and can therefore also be used to predict whether
body parts are visible [26].

2.2.2 Object Detection

Another approach to finding eyes is through object de-
tection. We can use a region-based CNN (R-CNN)
[27] to identify and find the bounding boxes (location,
width and height) of objects. After extracting 2000 re-
gion proposals from an input image and warping these
to square images, for each region, it uses a CNN to
automatically extract features. Per proposal, with its
features as input, the system then predicts a refined
bounding box (through regression) and the presence
of objects within. Computing this for 2000 images is
a costly process. The authors introduced Fast R-CNN
[28]. Here, they use the CNN once per image, to gener-
ate a feature map. They use this map to find 300 region
proposals and to extract their corresponding features.
Faster R-CNN [29] uses a Region Proposal Network
(RPN) to find region proposals efficiently, speeding up
the algorithm further. However, for finding faces of
infants in videos, Li et al. [30] suggest to use Fast R-
CNN, and simply find region proposals for subsequent
frames by horizontally and vertically transposing the
found bounding box of the previous frame. Mask R-
CNN [31] introduces a third output - a mask, with
the purpose of identifying the shapes of objects. Per
object class, it trains per pixel within warped bound-
ing boxes whether they are part of the object or not.
Compared with Faster R-CNN, it takes approximately
20% overhead to calculate such masks for the 100 most
promising bounding boxes [31]. Li et al. [32] use Faster
R-CNN to find faces of infants and detect discomfort,
also allowing occlusions to some extent.

Alternatively, Nagy et al. [14] use the accurate, fast
and state-of-the-art YOLOv3 algorithm [33] to detect
the faces and bodies of preterm infants. The hands,
arms and caring artifacts are also recognized. YOLOv3
finds bounding boxes (at three different scales) and cor-
responding class labels (using multi-label classification)
at once, making it a relatively fast object detection al-
gorithm [33]. Salekin et al. [13] trained two separate
YOLOv3 models for finding bodies and faces of infants,
based on existing popular datasets WIDER FACE [34]
and COCO [35] respectively.

2.2.3 Image Registration

The resulting sequences of eye images may be jittery, a
potential problem for the later classification stage. To
stabilize sequences of images, we can use image regis-
tration: find a transformation that aligns one image to
a reference image. If the transformation is not rigid,
shapes of the eyes may change.

Rigid transformations that align a face with a refer-
ence face are often based on locations of the eyes, and
sometimes nose or mouth as well [36]. By transform-
ing the image, they match the locations with those of
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the reference image. The performance of alignment is
limited to the precision as well as the resolution of the
landmarks. Celona et al. [37] use five facial landmarks
to align faces of infants. Sun et al. [38] simply rotate
the faces of infants such that the landmarks of both
eyes are horizontally aligned. There also exist feature-
based methods [39]: instead of landmarks, they use
salient structures in an image. Mahesh et al. [40] use
a scale invariant feature transform (SIFT) algorithm
to find such features for image registration. SIFT fea-
tures can automatically be extracted from images, are
invariant to position, scale and rotation, and are par-
tially invariant to illumination and viewpoint.

To find a rigid transformation from one point set
to another (reference) point set, we can use general-
ized Procrustes analysis (GPA) [41]. This technique
minimizes the distances between two point sets: trans-
pose both sets such that they are both centered at the
origin, then scale both sets uniformly to unit size, and
finally rotate one set such that the distances of corre-
sponding points between both sets are minimized. Be-
cause of the last mentioned step, we can only align two
point sets if we have a bijection between both sets. We
can therefore not directly use this approach for feature-
based methods such as SIFT. But, Eguizabal et al. [42]
propose to combine GPA with dynamic time warping
(DTW), to find correspondences for sets with different
cardinalities. Alternatively, we can use methods based
on the iterative closest point (ICP) algorithm [43]. ICP
iteratively performs the following steps until conver-
gence: for each point of the first set, select the nearest
neighbours in the second point set (automatically find-
ing correspondences); transpose both point sets such
that their centroids (only including the selected points
for the second point set) are aligned; rotate one point
set such that the sum of distances between correspon-
dences is minimized. Eguizabal et al. [42] claim to
outperform ICP-based methods with GPA and DTW.

We can also perform image registration directly on
images, without first extracting point sets. Such alter-
natives are expected to be more accurate for sequence
registration where you want to fit frames to previous
frames, as now the transformation is not limited to the
precision of landmarks for example [36]. One example
is the Lucas-Kanade (LK) algorithm [44], which is par-
ticularly popular for computing optical flow: given two
subsequent frames, for every pixel in one image, find
within a small window which pixel most likely corre-
sponds in the other image. LK only works for small
transformations, but could still be useful for sequence
registration. Another example is Robust FFT [45], a
Fourier-based method, and is able to estimate large
translations, arbitrary rotations and scale factors up to
6. Fourier-based methods operate in the frequency do-
main, where we can use the phase differences between
two images to find a transformation [46].

2.2.4 Color Normalization

In a NICU you continuously get different lighting con-
ditions. It may be dark at any time. We want to dis-

regard these conditions during classification. It is also
desired to limit bias towards skin color. Hence, we are
interested in normalizing the colors of our images. Ad-
ditionally, contrast and brightness of images can affect
the performance of a CNN [26]; color normalization can
improve contrast and brightness.

Li et al. [47] use histogram equalization [48] to
address variations in video quality of different infant
videos, before feeding it to a classifier. Histogram
equalization is a color normalization technique that op-
erates on the histogram of an image’s luminance chan-
nel. An RGB color space would have to be converted to
a color space with a luminance channel, such as HSV.
In histogram equalization you shift and merge the fre-
quencies of values such that you get a uniform distri-
bution. However, this does result in unnatural looking
images [48].

Histogram specification is a generalized method of
histogram equalization with which we can match a his-
togram to a reference histogram [48] [49]. With this,
we can match the luminance of an image to that of a
reference image.

There also exist techniques that preserve color in-
formation. Morovic et al. [50] use 3D image his-
tograms. Here, each dimension represents a channel,
where frequencies are stored at points in this space.
Using the Earth Mover’s Distance (EMD) metric, Mo-
rovic et al. find the transformation that minimizes the
cost of moving from one distribution to another. This
transformation can match the colors of an image to a
reference image.

Reinhard et al. [51] mention the importance of the
color space for matching colors to that of reference im-
ages. If a color space has negligible correlations be-
tween channels, you can normalize its channels sepa-
rately. With this idea, they found success using the
color space by Ruderman et al. [52]. They also pro-
pose methods to convert from and to this color space,
given RGB images.

2.3 Classification

Previously, methods were described to extract eye se-
quences from videos. We want to automatically clas-
sify sleep states from these sequences. Below, we dis-
cuss different classification techniques, with a focus on
CNNs.

The motion happening in the region of the eyes of
preterm infants - our region of interest (ROI) - is com-
plex. When we assess the eye state, we may use many
cues or so-called features that are too complex to for-
malize manually. CNNs model the brain’s visual cortex
[53] - a part that handles sight - and are able to auto-
matically learn complex features from images. We can
connect these features - a 1D array of numbers - to a
standard feedforward neural network (FNN), to learn
relations between features and classes. We can read the
predicted class from the last layer. Instead of FNNs,
we can also use support vector machines (SVMs). An
SVM is a binary linear classifier, and is for example
used to predict the presence of pain in infants, given
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extracted features [37] [54]. Weber et al. [55] use this
approach to automatically assess whether a preterm
infant can be monitored or not due to caregiving for
example: they predict in a binary fashion whether a
preterm infant is present and whether an adult is visi-
ble. Analogously, we could also train a model to predict
whether an eye is closed or opened, given the image of
the eye.

CNNs are also used for human pose estimation [9]
[24]. Moccia et al. [9] go a step further and use a 3D
CNN: they use a stack of frames as input, instead of
a single frame. This way, temporal information is in-
cluded, so that the CNN can also learn features across
time. They stack 3 frames, covering 0.5 second, and
found more robust pose estimations compared to using
one frame.

To take many frames into account for video clas-
sification, Ng et al. [56] propose an adaptation of a
CNN that can handle full length videos. They con-
nect a long short-term memory (LSTM) [57] network
to the CNN’s feature output. An LSTM is a type of
recurrent neural network (RNN), but performs better
for long sequences. An RNN is similar to an FNN,
but includes recurrent nodes: output of previous input
is used as second inputs to recurrent nodes, allowing
information to persist through time. However, train-
ing RNN models for longer sequences is difficult due
to the vanishing and exploding gradient problem [58].
With LSTMs, we are able to control the importance
of incoming information in a node using gates as well
as its own memory. In turn, this allows us to effec-
tively discover distant temporal relationships. Ng et
al. [56] train their LSTM layers separately from the
convolution layers, but they propose to integrate these
for better results. Salekin et al. [13] use a CNN to find
features in the faces and bodies of infants. They use
an LSTM to capture temporal relations for features of
consecutive frames. They work with video samples of
10 seconds with 5 frames per second, and are able to
predict the presence of pain in infants.

RNNs and LSTMs are sensitive to overfitting, es-
pecially for smaller datasets [59]. We can combat
this with regularization techniques [60]. Regularization
techniques simplify neural networks to stimulate cap-
turing generic relations over specific relations within
data.

Ng et al. [56] were able to use samples of two min-
utes of video data for their predictions, with one frame
per second. To capture more information related to
motions, they mention the importance of optical flow.
A so-called optical flow frame can be calculated from
two subsequent frames - recall LK for example. The
optical flow frame has two channels: one channel rep-
resents the direction (in degrees) of pixels from the first
frame to the second frame, and the other channel rep-
resents the vector magnitudes. Optical flow frames are
commonly used as input for CNNs when working with
videos, to better include information of motion. As a
downside, optical flow is a computationally expensive
technique.

Our system needs to find subtle and complex mo-

tions. The task of recognizing micro-expressions is sim-
ilar. Micro-expressions are spontaneous, brief and sub-
tle facial movements. Kim et al. [61] found success
recognizing micro-expressions, by using a combination
of CNNs with LSTMs - similar to the aforementioned
methods from Ng et al. [56] and Salekin et al. [13].
They use the CNN to learn spatial features, while us-
ing the LSTM to learn temporal features. As subtle
motions need to be found, the CNN needs to find sep-
arating features for small spatial differences. Kim et
al. introduce custom error functions that make the
CNN find features that better discriminate different
expression-states. As the authors needed more sam-
ples, they performed data augmentation on the avail-
able videos through horizontal flipping, rotation, trans-
lation, and scaling.

In case of subtle motions, to make differences be-
tween the frames larger, we can also use motion magni-
fication. This technique has shown to improve accuracy
of micro-expression recognition [62]. Eulerian Video
Magnification (EVM) [63] is a popular motion magni-
fication method and is able to magnify subtle changes
between adjacent frames, even capable of clearly re-
vealing blood flow through a human body. Xia et al.
[64] use recurrent connections within their CNN as well
as EVM to capture subtle motions for micro-expression
recognition.

CNNs are able to automatically extract features
from images. However, it needs relatively much data
to train one [32]. To remedy the lack of footage of
(preterm) infants, related works use pre-trained mod-
els on other datasets [13] [65] [37]. For example, they
start with models that are trained on adults, and then
fine-tune the weights on (preterm) infants [65]. A pop-
ular pre-trained model is VGG [66]. Salekin et al. [13]
use a VGG model trained on the VGGFace2 dataset
[67] - which includes adults - to automatically extract
features from faces of infants, without fine-tuning the
VGG layers to infants at all.

Next to CNN generated features, Celona et al. [37]
also use histogram of oriented gradient (HOG) features
for pain assessment in infants. A HOG descriptor [68]
is a histogram that summarizes the gradients of pixels
within a specific area. Sun et al. [38] use HOG features
for detecting discomfort in infants, and call it an effec-
tive facial representation. Opposed to CNN features,
HOG features are considered handcrafted features, and
do not require a trained model [37].

Instead of using the features that a CNN gener-
ates, we can also train a CNN to detect so-called action
units (AUs) in infants [11] [65]. AUs capture specific
movements. For example, we can define a facial AU
to capture whether the inner corner of an eye brow is
raised.

We mentioned the use of CNNs to distinguish
opened from closed eyes. Cabon et al. [10], given
similar circumstances to our research, instead calculate
the contours of preterm infants’ eyes using image pro-
cessing techniques. If they find a contour for an eye,
they consider it opened, and otherwise they consider
it closed. They manually indicate the location of the
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eye, and track this region throughout the video with
template matching. They also use image processing
techniques to identify motion: they subtract a blurred
previous frame from a blurred current frame (image
differencing), threshold the result to black and white,
and use the surfaces of white areas to identify frequent
motion.

Finally, to distinguish opened from closed eyes, we
could have also considered facial landmarks - if we were
able to find them - by for example looking whether two
predefined landmarks of an eye exceed a certain thresh-
old [26].

3 Method

Our pipeline AVESSPIA converts videos of preterm in-
fants to sleep annotations, by consecutively cropping
eye regions from frames, classifying the eye regions with
CNNs, and finally translating eye states to sleep states
with random forest (RF).

3.1 Camera Setup

The camera should be placed at the height of the nose
and eyes, as highlighted as a red circle in Figure 3. Not
only does this expose the eyes and nose best and consis-
tently, it also gives the opportunity to use the distance
between the nose landmark and the center of the two
eye landmarks as a stable reference for scale (and is
invariant to rotations of the head), as will be useful in
the following extraction step. The camera should also
capture the front view of the infant’s face.

Fig. 3: Ideal camera location around incubator, illus-
trated in red.

3.2 Extracting Eyes

The extraction pipeline is summarized in Figure 4.

3.2.1 Region Extraction

When we have a video, we extract the eye regions
per frame. While object detection techniques such as
YOLO [33] are promising, it still requires a large num-
ber of labeled images with (rotated) bounding boxes
around the eyes, which we do not have for preterm
infants yet.

Instead, we integrated the publicly available High-
erHRNet algorithm [24] to extract landmarks for the
eyes and nose. As mentioned earlier, while it is not
trained on preterm infants specifically, at UMCU it
was found that eyes and nose landmarks perform well.
The algorithm is designed to work with different body

scales. Also, despite being a pose estimation algorithm,
it can find eyes and noses even if all other landmarks
are occluded. Altogether, it satisfies the exploratory
goal of this research.

We calculate the angle α of the line crossing
through both eye landmarks. We crop the eye regions
with α. As an estimate for the scale of eyes, we mul-
tiply the distance between the nose landmark and the
center of the two eye landmarks with 1.2. This is illus-
trated in Figure 5.

Fig. 5: Region extraction based on eyes and nose land-
marks.1

Given an eye landmark, its angle α, and its scale,
we can directly crop the eye region from the frame.
We flip left eyes horizontally to appear as right eyes,
to reduce variance. Figure 1 shows the typical output
image for a given input frame.

HigherHRNet produces confidence scores, and we
have found that landmarks are acceptable if the score
is higher than 0.1. With a lower score, the landmark is
usually far off from its target. If any of the three land-
marks does not pass the threshold, we stop processing
the frame.

We convert the eye image to grayscale. This way,
the system is consistent with videos recorded in dark-
ness. It is also expected to treat different skin col-
ors more equally. We apply histogram equalization to
bring out details, and to address variations in video
quality of different videos as argued before [47]. Fi-
nally, to prepare the images for CNNs, we further nor-
malize the pixels to the range of [0, 1], and resize the
images to a fixed resolution of 56 by 56 (generally, we
found the eye region to be approximately of this reso-
lution).

3.2.2 Visibility Model

Even though HigherHRNet produces confidence scores
for landmarks, it can still produce a high confidence if
it is (partially) occluded. If only the nose and one eye
are visible, it can predict where the other eye should
be. While this is an advantage, as we can deal with oc-
clusions, we cannot reliably use the confidence scores
to tell whether the eyes are occluded and which eye is
visible best.

We trained a CNN model that can discriminate vis-
ible eyes from (partially) occluded eyes. We use a small
architecture (see Table 1), due to the limited size of our
dataset and the relatively low complexity of the classi-
fication task. With strides and max pooling layers, we
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Fig. 4: Eye extraction pipeline.

control receptive field such that the first convolutional
layer captures low-level features and the second convo-
lutional layer captures high-level features. We reduce
overfitting with dropout layers.

Layer Params Output
Input 56 x 56 x 1
Conv2D 5 x 5, stride 2 x 2, valid 26 x 26 x 6
MaxPooling2D 2 x 2, stride 2 x 2, same 13 x 13 x 6
Dropout 50%
Conv2D 3 x 3, stride 1 x 1, valid 11 x 11 x 16
MaxPooling2D 2 x 2, stride 2 x 2, same 6 x 6 x 16
Dropout 50%
Flatten 576
Dense 64
Dropout 50%
Dense 1

Tab. 1: CNN architecture for visibility.

We suggest a batch size of 1 for the visibility model,
to directly update the model after seeing a new sample.
The negative class has high variance (the eyes can be
occluded by anything), while we have few samples. We
found that the model generalizes better to exceptions
with a smaller batch size.

If the HigherHRNet landmarks of the eyes and nose
are confident (they pass the predefined threshold), we
employ the visibility model. If both eyes are consid-
ered visible (both pass a threshold of 0.5), we choose
the eye with the best probability. We stop processing
the frame if neither is visible.

3.2.3 Constraints

Ultimately, the eye extraction pipeline accepts a sam-
ple if following conditions apply:

1. Scores of eyes and nose landmarks are big
enough.

2. One eye has a sufficiently high visibility score (no
(partial) occlusions).

3. Throughout 1 second, the landmarks of the eyes
are not too far apart (due to body or head move-
ments). This will be discussed further in Section
3.3.2.

3.3 Classifying Eye States

The classification pipeline is summarized in Figure 6.

3.3.1 Predicting Open-Closed

Given the final eye images, we can now use CNNs to
predict the states of eyes. We pass the eye images to
a second CNN model we trained, to predict whether
eyes are opened or closed. We use the same CNN ar-
chitecture as for visibility (see Table 2). However, there
are two changes. First, after investigating the output
of color normalization on the grayscale eye images, we
found that it becomes difficult to distinguish slightly
opened eyes from closed eyes. A typical example of
this is illustrated in Figure 7. Hence, we use the orig-
inal colored eye image, without color normalization,
exclusively for the open-closed model. Secondly, for
the open-closed model, we use a batch size of 8, so we
also apply batch normalization.

Layer Params Output
Input 56 x 56 x 3
Conv2D 5 x 5, stride 2 x 2, valid 26 x 26 x 6
MaxPooling2D 2 x 2, stride 2 x 2, same 13 x 13 x 6
BatchNormalization
Dropout 50%
Conv2D 3 x 3, stride 1 x 1, valid 11 x 11 x 16
MaxPooling2D 2 x 2, stride 2 x 2, same 6 x 6 x 16
BatchNormalization
Dropout 50%
Flatten 576
Dense 64
Dropout 50%
Dense 1

Tab. 2: CNN architecture for open-closed.

(a) Original colors. (b) Normalized colors.

Fig. 7: Example image with original colors versus nor-
malized colors, demonstrating difficulties for
the open-closed model.

3.3.2 Identifying REMs

For detecting REMs, we use a 3D CNN (see Table 3),
so that we can capture motions. The architecture has
a third convolutional layer and more fully connected
nodes, as the classification task is more complex than
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Fig. 6: Classification pipeline.

the previous two CNNs (low inter-class variance and
high intra-class variance).

For input, we stack 6 frames, covering 1 second in
total (a single REM takes around 1 second). We use a
sliding window over the entire video, predicting REMs
for every timestamp, as illustrated in Figure 8. If a
window misses an eye image, we skip the sample. If
both eyes are eligible, we use the eye with the best av-
erage visibility score. If the REM model then outputs
a probability greater than a predefined threshold, we
count the sample as a REM. We use a threshold of 0.9
to strongly reduce false positives and only count confi-
dent REMs. Since REMs come in bursts, we can afford
to miss a few.

Layer Params Output
Input 6 x 56 x 56 x 1
Conv3D 1 x 5 x 5, stride 1 x 2 x 2, same 6 x 28 x 28 x 6
MaxPooling3D 1 x 2 x 2, stride 1 x 2 x 2, same 6 x 14 x 14 x 6
BatchNormalization
Dropout 50%
Conv3D 3 x 3 x 3, stride 2 x 1 x 1, same 3 x 14 x 14 x 16
Conv3D 3 x 3 x 3, stride 1 x 1 x 1, valid 1 x 12 x 12 x 16
MaxPooling3D 1 x 2 x 2, stride 1 x 2 x 2, same 1 x 6 x 6 x 16
BatchNormalization
Dropout 50%
Flatten 576
Dense 128
Dropout 50%
Dense 1

Tab. 3: CNN architecture for REM.

Fig. 8: Identifying REMs with sliding window.

To solve jitter in the stacks of 6 images, we could
consider applying image registration as extra prepro-
cessing step. However, we propose a simpler solution.
We can exploit that the eye is approximately at the
same position over 1 second: we average the eyes and
nose landmarks of the frames within the window (note
that this indirectly averages rotation and scale too),
and use the three average landmarks to crop 6 eye im-
ages for both eyes.

During this process, if an individual eye landmark is
too far away from the average eye landmark (more than
half the estimated width of the eye), we reject the sam-

ple. It indicates movement of the body or head, and
the eye would not be sufficiently visible throughout the
1 second.

3.4 Classifying Sleep States

3.4.1 Eye Features

Per timestamp, we predict whether the eye is opened
and whether a REM occurs, indicating C, CR, O or
OR. Per minute, we calculate the distribution of these

eye states (for example fC = |C|
|C|+|CR|+|O|+|OR| ), re-

sulting in four values: fC , fCR, fO, fOR.

3.4.2 Predicting Sleep States

With the sliding window, we consider 360 timestamps
(60seconds× 6frames) per minute. If the eye extrac-
tion pipeline fails for more than 50% of these frames, we
skip the minute, as the distribution is likely unrepre-
sentative of the entire minute. This also automatically
prevents sleep annotations during caregiving.

Otherwise, we translate the four eye features to
sleep states. We use RF as classifier, due to the simplic-
ity of the task and the lack of training data. With RF,
we automatically construct 300 small decision trees
(typically depth of 2), and use majority voting to make
predictions. While 300 trees is the default setting, we
suspect that only a few trees are needed. RF finds
thresholds per eye feature to discriminate the sleep
states. A typical decision tree is visualized in Figure 9.

Fig. 9: Example of a decision tree generated by
AVESSPIA (0.0 refers to fC and 0.3 refers to
fOR).

4 Experimental Protocol

AVESSPIA uses four classifiers, which need to be
trained and evaluated. This section, we first describe
our datasets. Then, we report the used parameter val-
ues for training. Finally, we describe how we evaluate
the models. We present the results in the next section.
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4.1 Datasets and Annotation

We used a total of 24 videos to construct four datasets:
one for each classifier. Samples for the three CNN
models are frame-based. The sleep model works with
minute-based samples.

4.1.1 Video Selection

We selected the 24 videos (each with a different infant)
from the SLAPI dataset, a set of videos recorded at the
NICU of the UMCU. Due to the limited data, we gen-
erally accepted videos as soon as one eye was clearly
visible. We excluded a video if:

1. Camera setup used deviates strongly from the
setup described in Section 3.1, and for example
only records the side view of the face.

2. Both eyes are covered by masks throughout the
entire video.

3. Video is recorded in darkness, and contains too
much noise.

Due to the limited accessibility to video data and
the limited scope of this research, each video used con-
cerned a Caucasian infant.

We manually rotated each video with right angles,
until the face of the infant is approximately upright
(a single rotation per video). A face that is recorded
upside down, for example, may perform worse in High-
erHRNet [24]. This would need to be further investi-
gated in the future.

4.1.2 Eye Samples

We trained three CNN models for AVESSPIA. Each
model required its own labeled dataset, which had to
be made from scratch each. We manually labeled the
samples ourselves, after receiving extensive training at
the UMCU.

For the REM model, we carefully picked 280 typi-
cal 1 second fragments across 22 videos, balancing over
C, CR, O and OR. We generated samples using the
extraction pipeline, but excluding the visibility model
steps: while picking the fragments, we manually en-
coded which eye is visible best to make sure the correct
eye is chosen. 7 (2.5%) fragments had to be dropped
due to low landmark scores and 19 (6.8%) fragments
had to be dropped due to excessive motion. We ended
up with 254 samples for our REM dataset.

Each sample from the REM dataset takes 6 eye im-
ages, resulting in 1524 eye images in total. We used
these eye images for our open-closed model. We ar-
bitrarily picked 658 eye images over 21 videos. The
labels had to be checked manually, as O samples of 1
second could still contain blinking eyes for example.

For the visibility model, we again take the 1524 eye
images. In many of the 1 second fragments, one eye
is partially or fully occluded; for these fragments, we
labeled the best visible eye as positive, and the (par-
tially) occluded eye as negative, yielding 244 samples

over 12 videos. By including REM images, the shape
of eyes during REM is also learned.

Classes in the datasets are balanced with a ratio of
around 55% to 45%.

For every single video, we tried to include samples
of each label. This is to ensure that the classifiers do
not simply learn to identify videos. To illustrate, if
a video only captures opened eyes, and has a unique
color in the eye images, then that color could be used
to classify the images as opened.

4.1.3 Sleep Samples

Out of 24 videos, 7 videos are annotated by experts
from the UMCU with sleep states according to BeSSPI
[8]. Per video, we arbitrarily picked up to 6 minutes
per present class (W, AS, QS). When AVESSPIA left a
minute blank due to intervention of nurses for example
(criteria from Section 3.4.2), we tried other minutes.
We ended up with 20 to 22 samples per class, and 64
samples in total. Along the way, 28 minutes were left
blank.

4.2 Training Settings

We use the Adam optimizer and the binary cross en-
tropy loss function to update the weights of the models.
For the output layers, we use the sigmoid activation
function. For the other layers, we use ReLU.

We initialize weights of layers with the Glorot uni-
form initializer; we initialize the biases with zeros. We
initialize the weights and biases of the visibility model
further by first pre-training it to separate opened from
closed eyes. This is to ensure that the visibility model
learns what a visible eye looks like.

For the visibility model and the open-closed model,
we use a fixed learning rate of respectively 0.001 and
0.01. We use a lower learning rate for the visibility
model, as it has a smaller batch size and updates more
often. For the REM model, we start with a learning
rate of 0.01. For each CNN model, we use early stop-
ping on the validation loss with a patience of 10 epochs.
When the REM model is finished, we halve its learning
rate. We halve the learning rate four times. We halve
learning rates to guide the exploration, as the REM
model is expected to have a relatively complex search
space. Typically, the models run 50 to 100 epochs in
total.

For the visibility model, the open-closed model and
the REM model, we found batch sizes of respectively
1, 8 and 8 to work best, after having tried batch sizes
of 1, 8, 16 and 32.

4.3 Evaluation Protocol

We use k-fold cross-validation to measure the perfor-
mance for each of the three CNN models: we split the
videos into k groups, pick one group of videos as test
set, use the remaining videos to train a model on, and
then repeat this until each group is tested. So, samples
of one infant are always in the same fold. 20% of the
training samples are used for validation.
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For the visibility model, we have samples from 12
videos, and each video is balanced in positive and
negative labels. Thus, we can use 12 folds: a sepa-
rate fold for every video (leave-one-subject-out cross-
validation). For the other two models, labels are not
balanced per video. Some videos, eyes of the infant do
not open for example. For REM and open-closed, we
put videos together - respectively in 7 and 5 folds. We
ensured that each fold is balanced in labels and car-
dinalities of videos. A more detailed overview of fold
selection can be found in Appendix A.

We first train the visibility model on the open-
closed dataset, as part of initialization. To prevent
bias, we exclude the test videos from the open-closed
dataset during this step.

We have few samples for the sleep classifier. We
employ leave-one-out cross-validation and use a sepa-
rate fold for each sample. We have 64 samples, so we
repeatedly test on 1 minute after training on 63 min-
utes. To obtain the four eye features of a minute, for
input, we exclude the concerning test video while train-
ing AVESSPIA on the other 23 videos. So, the features
are always extracted on unseen videos.

4.4 Performance Metrics

For the (binary) CNN models, we compute accuracy,
AUC (area under the ROC-curve), precision, recall and
F1-score. We report the average and standard devia-
tion over all folds.

When computing precision, recall and F1-score,
we consider visible eyes, opened eyes and presence of
REMs as positives.

We include and investigate confusion matrices to
support the metrics.

We have few samples for the sleep classifier. We
consider reporting both accuracy and confusion matrix
sufficient.

5 Results

In this section, results of the four classifiers from Sec-
tion 3 are reported, according to the experimental pro-
tocol described in Section 4.

5.1 Visibility Model

The performance of the visibility model is presented
in Table 4. The summed confusion matrix is shown
in Table 5. The high standard deviation of accuracy
suggests that the performance differs significantly per
video. It makes mistakes for specific videos. This can
be a serious problem, as false positives for fully oc-
cluded eyes would lead to arbitrary annotations in later
stages of the pipeline.

Accuracy AUC Precision Recall F1
Baseline (Average) 0.844 0.951 0.851 0.914 0.863
Standard Deviation 0.145 0.085 0.174 0.148 0.128

Tab. 4: Baseline performance on test set (visibility).

Occluded (Predicted) Visible (Predicted)
Occluded (Label) 86 28
Visible (Label) 10 120

Tab. 5: Baseline confusion matrix on test set (visibil-
ity).

However, the AUC value is almost perfect and
shows that the model is well able to separate (true)
positives from (true) negatives. Thus, we can improve
the predictions by finding a better decision threshold.
The optimal threshold t∗ can be found by taking the
threshold for which the location in the ROC-curve - the
curve over false positive rate (FPR) and true positive
rate (TPR) - is closest to (0, 1).

t∗ = argmin
t

√
FPR(t)2 + (1− TPR(t))2 (1)

We evaluated the model again with the equation
above applied to the test folds. We show in Table 6
the impact of the threshold on accuracy, precision, re-
call and F1-score. While recall is similar, accuracy and
precision are strongly improved. So, when it predicts
an eye as visible, it is now more likely to be correct.
This indicates the optimal threshold to be higher than
0.5.

Accuracy Precision Recall F1
Baseline (Average) 0.948 0.962 0.923 0.939
Standard Deviation 0.093 0.070 0.157 0.119

Tab. 6: Baseline performance on test set, if we had op-
timal thresholds (visibility).

With Grad-CAM [69], we can highlight (in red)
which features a model uses for making a prediction.
The model particularly struggles with partially oc-
cluded eyes: the model uses the visible part of the eye
to classify the eye as visible, as demonstrated in Figure
10a.

(a) Sticker occludes the
bottom left. Predicted
as visible.

(b) Arm occludes the left
side. Predicted as oc-
cluded.

(c) No occlusions. Pre-
dicted as visible.

(d) Hand covers eye com-
pletely. Predicted as
occluded.

Fig. 10: Four Grad-CAM examples (visibility).

5.2 Open-Closed Model

The measured performance and summed confusion ma-
trix of the open-closed model are shown in respectively
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Table 7 and Table 8. The results suggest strong gen-
eralization over unseen videos. We observed the mis-
takes, and found that it occasionally confuses slightly
opened eyes, for both O and OR samples.

Accuracy AUC Precision Recall F1
Baseline (Average) 0.963 0.982 1.0 0.917 0.956
Standard Deviation 0.021 0.023 0.0 0.047 0.026

Tab. 7: Baseline performance on test set (open-closed).

Closed (Predicted) Opened (Predicted)
Closed (Label) 368 0
Opened (Label) 24 266

Tab. 8: Baseline confusion matrix on test set (open-
closed).

In Figure 11, in a second run, we visualize how fea-
tures within the open-closed model scatter opened eyes
(green/lime) and closed eyes (red/orange), for an ar-
bitrary test fold. After passing a test sample through
the trained model, we extract the output of the sec-
ond to last dense layer, giving 64 features. So, for each
sample, we obtain a point in a 64-dimensional feature
space. With t-SNE [70], we reduce the features to 2 di-
mensions. We use different colors for C, CR, O and OR
samples, to expose how the model treats samples dur-
ing REM versus non-REM. With numbers, we expose
patterns related to source videos.

Fig. 11: Open-closed model visualized with t-SNE [70]
for an arbitrary test fold. The numbers iden-
tify the source videos.

Overall, we see clear separation of opened and
closed eyes. More locally, we find many clusters of
samples from same videos. These samples are likely
to be more similar, as these samples are from the same
infant, with similar lighting conditions, and equal cam-
era setup. O and OR samples are also clearly sep-
arated, with OR samples closer to closed eyes. OR
samples often involve slightly opened eyes rather than
fully opened eyes. C and CR samples are similar with-
out temporal information.

5.3 REM Model

The results of our REM model are shown in Table 9
and Table 10. REMs uniquely identify AS. False posi-

tive REMs during other sleep states may pose a prob-
lem therefore. Unfortunately, as can be seen in the
confusion matrix, we get many false positives. If we
increased our threshold to get 100% precision (no false
positives), we could have only identified 13.3% of all
REMs, as measured by the Recall@100% metric. Con-
sidering the high standard deviation as well, it shows
that false positives are unavoidable for certain videos
with our model.

Accuracy AUC Precision Recall F1 Recall@100%
Baseline (Average) 0.723 0.759 0.710 0.661 0.676 0.133
Standard Deviation 0.089 0.104 0.115 0.135 0.090 0.214

Tab. 9: Baseline performance on test set (REM).

No REM (Predicted) REM (Predicted)
No REM (Label) 111 34
REM (Label) 37 72

Tab. 10: Baseline confusion matrix on test set (REM).

We suspect that we have too little data to general-
ize the complex task of detecting subtle cues for REMs.
Even more, the REM samples we have are of low qual-
ity: we included videos with poor image quality, in-
adequate camera positions, and occlusions around the
eyes. Some samples, stickers close to the eyes are pre-
dicted as landmarks, leading to images where the eyes
are not centered. Gathering more and better samples
is a challenge, however: next to limited access to video
data of preterm infants, it is also a time consuming
process to find typical REMs in videos.

In a second run, we measure how often O and C
samples are classified as non-REM, and how often CR
and OR samples are predicted as REM. We report av-
erage accuracy over all test folds, see Table 11. We are
curious if performance differs for opened and closed
eyes. We find that OR samples are confused relatively
often, with only 52.4% accuracy. OR samples are most
underrepresented in the dataset (see Appendix A), so
weights of the model are trained more frequently to
predict on C, O and CR samples. The model seems
inclined to predict samples with opened eyes as non-
REM, explaining the relatively high accuracy for O
samples.

C O CR OR
Accuracy (Average) 0.703 0.798 0.698 0.524

Tab. 11: Performance of assessing REMs on test set,
isolated per eye state.

In Figure 12, in a third run, we visualize
how features within the REM model scatter REMs
(green/lime) and non-REMs (red/orange), given an ar-
bitrary test fold. We use the same approach as for
open-closed.



5 Results 12

Fig. 12: REM model visualized with t-SNE [70] for an
arbitrary test fold. The numbers identify the
source videos.

We see that samples of the same color are close to
each other, with some exceptions. The only task is
to discriminate REMs and non-REMs, but the model
shows to also consider the openness of eyes. We also
find separations based on source video. As expected,
samples with same color and same number are often
closest, similar to the open-closed visualization (Fig-
ure 11). Overall, REMs and non-REMs are clearly
separated.

The results in Table 9 should be considered as
a conservative estimate. The samples are manually
picked and mostly tackle challenging scenarios such
as blinking eyes that look like REMs. Throughout a
video, the model is able to predict most parts correctly.

In Appendix B, learning behaviour is presented for
each CNN model.

We performed an ablation study to further investi-
gate the REM model. Results are presented in Figure
12.

Accuracy AUC Precision Recall F1
Baseline 0.723 0.759 0.710 0.661 0.676
3 Frames 0.745 0.780 0.701 0.735 0.711
12 Frames 0.671 0.741 0.623 0.646 0.615
3 Seconds 0.660 0.777 0.677 0.691 0.665
Larger Crops 0.650 0.725 0.676 0.587 0.595
Open-Closed Features 0.681 0.765 0.665 0.609 0.619
Two-Stream 0.669 0.727 0.663 0.474 0.548
Two Tasks 0.656 0.746 0.617 0.622 0.599
Reduced Training Data 0.625 0.684 0.576 0.642 0.576

Tab. 12: Ablation study results on test set, presenting
averages per metric (REM).

3 Frames & 12 Frames. While all other changes
led to worse results, reducing the number of frames
per sample from 6 to 3 led to a small improvement.
Firstly, for a CNN it is generally easier to find rela-
tions in smaller input samples. Secondly, it may cap-
ture motions more generically than the subtle motions
you capture with 12 frames for example, making it gen-
eralize better to unseen data. To support 3 frames, we
changed the stride of the second convolutional layer
from 2 × 1 × 1 to 1 × 1 × 1. For 12 frames, we allow
temporal features in the first convolutional layer: we
change its kernel size from 1× 5× 5 to 5× 5× 5, and
change the kernel size of the first max pooling layer
from 1× 2× 2 to 2× 2× 2.

3 Seconds. We show that using samples of 1 second
(so 6 images per second) is superior to using samples
of 3 seconds (so 2 images per second). With samples of
1 second, characteristic short movements can be cap-
tured and are therefore more concise than samples of
3 seconds. Conducting this experiment required a new
dataset with samples of 3 seconds. Approximately the
same timestamps were used as for the samples of 1
second. Sometimes, there was too much motion over
3 seconds, which we compensated by manually finding
new samples in our videos.

Larger Crops. In the baseline, the height and width
of the eye regions are 1.2 times the distance between
the average nose landmark and the center of the two
average eye landmarks. These eye regions strictly cap-
ture the eye, and do not include eyebrows for example.
A factor of 2.0 instead of 1.2, taking larger crops, leads
to worse performance. We suspect two reasons. Firstly,
more occlusions of medical equipment are included in
the samples. Secondly, the outer parts may be more
misleading than being informative and discriminative.

Open-Closed Features. Initializing the model by
making it predict open-closed labels first (similar to
pre-training of the visibility model) is shown to have
no added value.

Two-Stream. For two-stream, we added an input
branch to the REM model that takes optical flow sam-
ples. We fuse the two branches at the flatten layer (see
Table 3). We use the same architecture for this sec-
ond branch until the flatten layer. For every eye im-
age used in the original sample, we generate its optical
flow image with respect to the eye image from the very
next frame in the original video, assuming 30 frames
per second. An example output image is given in Fig-
ure 13. From the results, it seems that two-stream
performs worse. Optical flow information may compli-
cate the classification task. To illustrate its challenges:
movement of pupils can indicate both O and OR; and
movement of a closed eye can indicate both C (when
the head is moving) and CR.

(a) Original. (b) Optical flow.

Fig. 13: Example of optical flow during REM.

Two Tasks. We also tried adding a second output
layer, and let our REM model discriminate opened and
closed eyes as extra task. We stimulate the REMmodel
to look at the shape of the eyes. However, O and OR
samples can include closed eyes in some of their images,
so this task may be confusing. The results indicate that
the extension does not help the main task.

Reduced Training Data. Finally, we want to illus-
trate the impact of dataset size on the performance.
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We test the performance with 3 folds instead of 6 folds
for training (and still 1 fold for testing). We completely
ignore our last 3 folds during this test. We find that
training with more data strongly improves the perfor-
mance. Expanding the dataset in the future has the
potential to improve the model further. However, it
could be possible that the first four folds were more
difficult than the last three, by coincidence.

5.4 Sleep Assessment

AVESSPIA ultimately predicts sleep states per minute.
We have ground truth sleep annotations for 64 minutes
over 7 videos. The results are presented as a confusion
matrix in Table 13. We find a promising accuracy of
92.2% over 3 classes. The eye features are well able to
differentiate the sleep stages. AVESSPIA misclassifies
5 out of 64 minutes. We investigated these minutes.

W (Predicted) AS (Predicted) QS (Predicted)
W (Label) 20 2 0
AS (Label) 1 20 1
QS (Label) 0 1 19

Tab. 13: Confusion matrix of AVESSPIA on test set.

One minute of AS is predicted as QS, because the
extraction pipeline rejected eye images during REM.
In the video, only one eye is visible (even the nose
is occluded by a mask), with a sticker close to it.
AVESSPIA could not find landmarks when the eyes
moved during the REM.

Another minute, a small head movement during QS
caused a false positive REM. We found that the fre-
quent eye movements during W are also often misclas-
sified as REMs. Movements in the eye region have
higher variance than still samples, and we suspect that
the REM model has not yet robustly generalized to
this temporal variance.

However, it does not affect performance of sleep as-
sessment much. First, during QS, there is generally lit-
tle movement in the eye region, resulting in much fewer
REM predictions than during AS. Secondly, eyes are
mostly opened during W, so the sleep classifier can cor-
rect REM misclassifications by looking at open-closed
predictions instead. In other words, the random forest
classifier can branch off on fC and fO to separate AS
and W, and branch off on fCR and fOR to separate AS
and QS.

In between two subsequent minutes during W, eyes
are closed extraordinarily long, including movements
that resemble CR. Both minutes were incorrectly pre-
dicted as AS. Another minute, during AS, eyes were
still and slightly opened for a while, causing the minute
to be predicted as W. We also found these three min-
utes difficult to annotate.

There are no confusions between W and QS. While
eyes may open during AS due to REM, eyes do not
open during QS. So, W and QS can be separated based
on whether eyes open during a minute. This is ex-
pected to work well given the performance of the open-
closed model.

5.4.1 Annotating Full-Length Videos

We ran AVESSPIA on 4 arbitrary full-length videos,
see Figure 14. The videos are completely unseen while
training AVESSPIA. There is no ground truth of these
videos. In BeSSPI [8], sleep stage is assessed over 60
seconds. We also include predictions over windows of
15 seconds and 30 seconds. A shorter window time is
beneficial during live monitoring, as it reduces delay of
present sleep stage.

(a)

(b)

(c)

(d)

Fig. 14: Automatic sleep annotations by AVESSPIA
on 4 arbitrary videos.
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While we do not have formal ground truth per
minute, the video of Figure 14a is used in UMCU
to illustrate the transition from AS to W in preterm
infants. According to the human expert, the infant
wakes up in the second minute and falls asleep later
that minute. They observed REMs while the infant is
asleep. The infant wakes up again after eight minutes
and then stays wake for the rest of the video. With a
window of 60 seconds, AVESSPIA predicts the same.
With 15 seconds, it records more precisely that the in-
fant falls asleep late in the second minute. However,
the shorter window is also more sensitive to mistakes,
such as increased chances of missing REMs in a win-
dow of AS. It also predicts AS during W, when the
infant closes the eyes while shortly crying. Some min-
utes are left blank, as the infant is too physically active
here. The last three minutes, a human intervention
takes place.

We also included a video with a transition to QS,
see Figure 14b. The video starts with occasional
REMs. In the second part, there is hardly any move-
ment in the eye region. The graph reflects this obser-
vation.

Figure 14c is also in line with our observations.
REMs with closed eyes occur in the first few minutes.
Then, the eyes alternately open and close for a couple
of minutes, seemingly without REM, and together with
yawns and stretches. Then, the eyes stay closed, and
with REMs again. In the end, the infant is quiet, but
occasionally with REM.

The video of Figure 14d starts with two minutes of
human intervention. The graph is chaotic, but reflects
the nature of the video: there are alternating periods
of open and closed eyes. However, we suspect that the
eyes are opened due to REM and that the infant does
not actually wake up each time, contrary to what the
graph suggests. It is a difficult video and may require
an improvement of the REM classifier or more training
samples for RF.

6 Discussion

In this section, we discuss the results and answer the
research questions.

6.1 Eye Extraction (RQ I)

We have found that HigherHRNet [24] is able to ex-
tract eyes and nose landmarks of preterm infants. We
use these landmarks to crop out images of the eyes.
With a CNN that filters out the (partially) occluded
eyes with a 95.1% AUC, our extraction pipeline man-
ages to consistently extract eye images from frames.

If the extraction pipeline returns eye images that
do not resemble eyes at all, the errors would propagate
and yield wrong eye features. Accuracy of sleep as-
sessment would be low. However, we find a high accu-
racy in sleep assessment, suggesting that the extraction
pipeline does well in practice.

Only 2.5% of our REM samples, across 22 videos
(of lower quality), had to be dropped due to low land-

mark scores. 6.8% of the samples were dropped due to
excessive movement of eye landmarks.

Some minutes, AVESSPIA is unable to extract suf-
ficient eye images to assess sleep stage. We tried 92 ar-
bitrary minutes to get sleep predictions for 64 minutes.
Causes include stickers and masks around the nose and
eyes, and arms moving in front of the eyes. Still, we
were able to predict most minutes of full-length videos.
As an advantage, minutes are automatically skipped
during interventions.

We particularly observed successful extraction re-
sults for videos, if following conditions are met:

1. The image quality is acceptable (negligible
noise).

2. The camera is positioned properly (see Figure 3).

3. At least one eye is clearly visible.

4. The infant is not extremely active physically.

5. There are no distracting stickers near the eye re-
gions.

6. There is enough visual reference to identify the
nose location.

6.2 Eye State Classification (RQ II & III)

We trained one CNN to discriminate opened eyes and
closed eyes, and one 3D CNN to identify REMs.

We found that the open-closed model can almost
perfectly generalize to unseen videos, with 96.3% ac-
curacy. Slightly opened eyes are occasionally predicted
as closed. We achieve similar performance to Cabon
et al. [10] (see Section 2.3). However, their method
is semi-automatic and requires user interactions, such
as manually relocalizing the eye region after certain
pose changes, and selecting thresholds of luminosity
per video.

Our REM model performs worse, compared to our
open-closed model, with 72.3% test accuracy. Its task
is more complex due to lower inter-class variance and
higher intra-class variance. We suggest to use 3 frames
instead of 6 frames per REM sample, as it improved
the accuracy to 74.5%.

We show with t-SNE [70] that features within the
REM model are able to separate REMs and non-REMs
of unseen videos. The found patterns are a promising
sign that the CNN is able to find typical distinguishing
features.

Predicting over whole videos, we observed false pos-
itive REMs especially during small head movements or
eye movements. We found that the REM model mostly
confuses OR samples (52.4% accuracy). These are un-
derrepresented in the dataset.

The REM dataset is small (254 samples) and of
low quality (noise in videos; suboptimal camera an-
gles; stickers near the eyes; occluded noses; relatively
few OR samples). We suspect that performance can
be strongly improved, by improving the REM dataset.
We also showed a positive correlation between amount
of training data and performance.
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6.3 Sleep Classification (RQ IV)

AVESSPIA predicts sleep states at the minute level
with a test accuracy of 92.2%. It shows that our RF
classifier is able to deal with the limitations of the REM
model. Particularly, it uses open-closed annotations to
discriminate AS and W, and the number of REMs to
discriminate AS and QS. We find confusions when eyes
are closed exceptionally long during W or opened ex-
ceptionally long during AS. Additionally, REMs can be
missing during minutes of AS, and false positive REMs
can cause confusions during QS.

Annotating 4 full-length videos, we find patterns in
sleep stages, indicating periods of W, AS and QS. One
video captures the transition from AS to W, and is per-
fectly annotated by AVESSPIA. For the other videos,
we do not have ground truth at all, but the predic-
tions reflect our own observations of the videos. We
do particularly doubt the predictions in Figure 14d,
but overall the graphs tell a lot about what is hap-
pening throughout the videos. The predictions over
windows shorter than 60 seconds are less stable, with
many unlikely transitions. On the other hand, it gives
a more detailed estimate of what is happening. The
predictions on shorter windows may improve by train-
ing separate random forest models for each. However,
reliability remains limited: with short windows, the eye
features are less representative of sleep stage.

As far as we know, other than Cabon et al. [10], au-
tomating sleep assessment based on videos of preterm
infants has not been tried before. Cabon et al. use
three features: whether an eye is opened, body move-
ments and vocalizations. They are able to confidently
predict active alert and quiet alert stages. But, they
considered separating AS and QS still a difficult task,
as they found AS and QS to have no statistical differ-
ence in terms of their features. Our REM feature is a
new and promising addition, to help separate AS and
QS.

We do not know the upper bound performance of
assessing sleep states exclusively on eye cues. There
may always exist situations where eye cues are not
enough to determine sleep stage. For one, a minute
of AS does not always involve REMs.

7 Limitations & Future Work

This section, we discuss limitations of our work, and
provide considerations for the future.

Limited Modality. We cannot avoid occlusions dur-
ing intervention of nurses, or when infants move their
arms in front of the eyes. Monitoring the eye region
during gross body and head movements is currently
also not possible. If this happens exactly during REM,
we may classify a minute as QS instead of AS. Be-
sides, not every minute of AS includes REM. Addi-
tional modalities, such as EEG [71], vital parameters
[71] and body movements [10] [72], could be used to
cover these situations. Generally, it will be interesting
to combine eye features with other features.

Finding Landmarks (and Fast). Another limitation

of AVESSPIA is finding landmarks in difficult videos.
In the future, it may be considered to replace the eye
extraction pipeline by an object detection algorithm
such as YOLO [33]. It has the potential to find eyes in
even stronger occluded frames.

HigherHRNet is also computationally expensive
(processing around 2.35 frames per second on a Quadro
RTX 6000, for our videos). Finding landmarks in real-
time, for live monitoring, would require modifications.
A simple solution would be to increase the step size
of the sliding window. We could also consider to only
compute landmarks every few frames, and interpolate
for the frames in between. YOLO, on the other hand,
is known for being fast. With our current approach, we
need to process 6 frames per second; with YOLO this
would be no issue [33]. The three CNNs we trained for
AVESSPIA are all relatively small, and should not be
an obstacle to running the system in real-time.

However, we also expect challenges and downsides
for using object detection. First, there are no pub-
lic datasets available of (preterm) infants labeled with
(rotated) bounding boxes around the eyes, as far as we
know, and eyes of adults are different. Secondly, in-
put data can be challenging with low contrast around
the eyes (see Figure 1 and Figure 7a), due to camera
quality, the distance of the camera to the infant, and
the size of preterm infants. Thirdly, patterns in the
images may look like eyes to object detection, such as
patterns on blankets, and pose information would not
be considered anymore to prevent this.

We would also need to extend object detection -
which predicts rectangles - with the task of estimat-
ing rotations. However, this double classification task
could be easily achieved with automatic data augmen-
tation: rotate the images arbitrarily with θ degrees,
and store the rotated images together with θ as extra
label.

REM Model. The next limitation of AVESSPIA
is the performance of the REM model. False positive
REMs with closed eyes can make AVESSPIA predict
AS instead of QS. In the future, we need an efficient
method to expand and improve the REM dataset.

As a potential solution to expand and improve the
REM dataset, we propose active learning [73]. Essen-
tially, given a new video, the algorithm would pick
random samples, and if the old REM model is un-
sure about the annotation of a sample, we are asked
to label the sample manually. As REMs are sparse in
our videos, we propose to pick samples from the un-
derrepresented class in the dataset [74]. The active
learning system could be made user-friendly, such that
the REM model can continuously be improved in the
future, without involving technical knowledge.

Random Forest. To illustrate a potential flaw of
random forest in our application, fC could be used as
feature to identify W, as a low percentage is expected.
However, if fC is low because of fCR being extraordi-
narily high, we expect AS instead of W. For applica-
tions of AVESSPIA, we suggest to limit the number of
decision trees in random forest, so each decision tree
can be inspected and verified for such flaws.
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Sleep Assessment. A limitation of our results is that
we only have few sleep annotations at the minute level.
We would like to test sleep assessment with AVESSPIA
on many more videos, to get a more complete image of
its performance in practice.

Population. In the future, we also need to involve
a more diverse population of preterm infants. While
we do apply color normalization for our visibility and
REMmodel, we cannot tell yet if this is a sufficient gen-
eralization, and whether other complications may arise.
For our open-closed model, we still need to look into
implementing color normalization for three channels,
and ensure it does not suffer from the issue illustrated
in Figure 7.

Upper Bound. To get a better understanding of
the upper bound performance of assessing sleep states
with eye cues, we could test performance with eye cues
annotated by human experts. With BeSSPI [8], ex-
perts already annotate eye states along sleep states,
at the minute level. However, they also look at other
modalities, so they may miss important eye cues. The
upper bound would be weak and unrepresentative. We
suggest to construct a dataset where human experts
exclusively look at eye cues.

Implementation. Finally, we can make many im-
plementation specific improvements, and further apply
domain knowledge. We could for example use that OR
generally occurs directly after eyes are closed, and that
REMs happen in bursts.

8 Conclusion

We have introduced AVESSPIA, a pipeline to automat-
ically assess sleep states in videos of preterm infants.
We focus on using eye cues, mainly for two reasons:
it is one of the only regions that is not regularly oc-
cluded, and it is a highly informative source in sleep
assessment of preterm infants. In our pipeline, we first
extract eye regions. Then, we predict eye states with
CNNs. Finally, we translate eye states to sleep states
with random forest.

Some minutes, AVESSPIA is unable to extract suf-
ficient eye images to assess sleep stage. We leave these
minutes blank. Annotating full-length videos, we get
predictions most minutes when an eye is visible. Out
of 280 manually picked REM samples, AVESSPIA suc-
cessfully found the eye regions for 97.5%. We specified
when videos are difficult, and which videos are likely
to succeed.

AVESSPIA discriminates minutes of wake, active
sleep and quiet sleep with 92.2% test accuracy, exclu-
sively using eye cues. It is able to reveal patterns and
transitions of sleep stages in the automatic annotations
of full-length videos.

We show that eye cues are promising features for
automatic sleep assessment of preterm infants. It
would be interesting to combine eye cues with other
modalities. Next to assessing sleep states, eye cues
may also help in detecting discomfort, among others.
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Appendix A: Dataset Distributions

C O CR OR C O O V

2 1 1 2 7 10 3 3
0 0 3 0 2 0
6 16 2 8 2 1 2 2

3 0
2 2 4 2 2 2
5 0 7 0 5 0
2 9 1 1 2 4 1 2

4 0
3 0 5 2 3 6 3 3
3 0 5 3
7 10 1 0 6 10 1 2

2 0
3 7 4 0 5 3 2 3
5 0 2 6 3 0
0 4 2 0 1 2

8 0
4 1 0 3 2 7 3 2
2 5 0 0 1 1
5 0 9 3 2 2 1 2

2 0 1 1 3 0 1 1
4 3 4 1 5 4
5 4 4 3 4 3 2 2

2 0
8 0 5 0 0 4
5 3 5 0
4 0 2 2
3 0 5 0

Tab. 14: Distributions of respectively REM folds, open-closed folds, and visibility folds, with rows representing
videos. Negative labels are indicated in red; positive labels in green. The numbers indicate how many
samples of 6 images were used, so the number of actual samples used for open-closed and visibility are
higher than shown here.

W AS QS
0 5 4
0 2 5
6 4 0
6 0 0
6 6 0
4 3 5
0 2 6

Tab. 15: Distribution of sleep state minutes, with rows representing videos.
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Appendix B: Learning Behaviour of Models

Fig. 15: Typical example of training and validation performance per epoch when training the visibility model.
The validation set outperforms the training set due to dropout and batch normalization.

Fig. 16: Typical example of training and validation performance per epoch when training the open-closed model.
The validation set outperforms the training set due to dropout and batch normalization.

Fig. 17: Typical example of training and validation performance per epoch when training the REM model. The
model shows to have some difficulties generalizing to the validation set.


	Introduction
	Scope
	Research Questions

	Literature Review
	Preterm Sleep
	Eye Extraction
	Body Tracking
	Object Detection
	Image Registration
	Color Normalization

	Classification

	Method
	Camera Setup
	Extracting Eyes
	Region Extraction
	Visibility Model
	Constraints

	Classifying Eye States
	Predicting Open-Closed
	Identifying REMs

	Classifying Sleep States
	Eye Features
	Predicting Sleep States


	Experimental Protocol
	Datasets and Annotation
	Video Selection
	Eye Samples
	Sleep Samples

	Training Settings
	Evaluation Protocol
	Performance Metrics

	Results
	Visibility Model
	Open-Closed Model
	REM Model
	Sleep Assessment
	Annotating Full-Length Videos


	Discussion
	Eye Extraction (RQ 1)
	Eye State Classification (RQ 2 & 3)
	Sleep Classification (RQ 4)

	Limitations & Future Work
	Conclusion

