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ABSTRACT

This thesis investigates the potential for enhancing transformer-based models, widely
used in Natural Language Processing (NLP), for the task of writing style representation.
I propose a novel approach wherein a RoBERTa model (Liu et al., 2019) is trained on
the Contrastive Authorship Verification (CAV) task using semantically similar utterances.
These are pairs of utterances that encapsulate the same semantic information but differ in
their stylistic expression. This methodology encourages the model to concentrate more on
style rather than content, fostering a more discerning representation of stylistic nuances.
The training data comprised a broad array of conversations from the online platform
Reddit, providing a wide representation of authorship and topics.

To assess the performance of the models, the STyle EvaLuation (STEL) framework
(Wegmann and Nguyen, 2021) was utilized. The results of the STEL evaluation helped
ascertain the models” ability to accurately capture writing style and delineate the impact
of introducing semantically similar pairings.

While incorporating semantically similar utterances greatly improved performance
over models without any form of content control, it was discovered that relying solely on
semantically similar utterances was not the most efficient approach. Instead, the findings
suggested that a combination of this technique with conversation-based sampling of
examples could further enhance the models’ performance. Additionally, the research
underlined various effective strategies for preparing input data, such as maintaining

diversity in authorship and topics.

The final model, coined as the SAURON (Stylistic AUthorship RepresentatiON) model,
considerably improved upon previous iterations. This advancement contributes to the
advancement of style-content disentanglement tasks and paves the way for more nuanced

and robust style representations.

The code developed for this project is freely available on GitHub! and the trained
SAURON model can be accessed on the Huggingface Hub?. These resources are provided
for public use, further development, and to encourage reproducibility and transparency

in research.

1 https://github.com/TimKoornstra/SAURON
2 https://huggingface.co/TimKoornstra/SAURON
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INTRODUCTION

1.1 PROBLEM STATEMENT

Language plays a crucial role in our daily lives, serving as a means of communication and
self-expression. Specifically, the written dimension of natural language is becoming increas-
ingly important, as evidenced by the rising global literacy rates and internet connectivity.
In 2016, 86% of the global population above the age of 15 were able to read and write (vs.
42% in 1961) (Roser and Ortiz-Ospina, 2016), and by 2022, 63% of the world’s population
was connected to the internet (vs. 41.5% in 2015) (Clement, 2022). As a result, the written
dimension of natural language has become an important tool for sharing ideas, emotions,
and information, as well as for building and maintaining social connections. With the rise
of social media and other online platforms, the volume of written language has grown
exponentially, making it a crucial area of study for understanding human communication

and expression.

1.1.1  The components of written language

Written language is a complex medium of communication that can be divided into
different parts. Two of the main components traditionally studied in linguistic analysis
are syntax, which refers to how words are arranged in a sentence, and semantics, which
refers to the meaning conveyed by those words. Style, on the other hand, is an aspect that
is independent of meaning and can be analyzed separately, encompassing elements such
as word choice, sentence length, and tone. It’s worth noting that this distinction is not
exhaustive and other elements such as cultural and social context, the author’s personality,
and the intended audience can also play a role (Funkhouser and Maccoby, 1973; Wolfradt
and Pretz, 2001).

One way to understand style in written language is as the set of linguistic choices an
author makes to convey a message in a distinct way or express a certain tone (Hacker,
1994; Ross-Larson, 1999). According to Sebranek, Kemper and Meyer (2006), these choices
can include but are not limited to, basic elements such as grammar and punctuation,
as well as more intricate choices like sentence structure, vocabulary, and paragraph
organization. These choices can greatly impact how a message is received by the reader,
even if the underlying message is the same. For example, the style of a formal business
report will typically be more structured, precise, and professional than that of a casual
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email to a friend, which may use informal language and a more conversational tone. While
the content of the two messages could theoretically be the same, their different styles
convey different attitudes and expectations about the message and the intended audience.
The manner in which language is used in a text can thus greatly influence audience
perceptions of its quality and persuasiveness. A study conducted by Chartprasert (1993)
found that subjects rated authors with a wordy and difficult-to-understand writing style
to have higher expertise than authors who wrote in a simple style. Other research has
found that language style has a significant impact on the perceived usefulness of online
reviews (Liu, Xie and Zhang, 2019; Yang, Zhou and Chen, 2021), as well as increased
conversion rates on websites (Ludwig et al., 2013). Van den Besselaar and Mom (2022) also
found that the use of complex language (e.g., longer text and longer sentences), alongside
technical content (e.g., less common words) on research grant applications increases the

chances of acquiring them.

Additionally, the way in which we express ourselves in written language is also im-
portant since the nuances and subtleties of spoken language, such as intonation and
stress, are not as easily conveyed, which poses different challenges and difficulties in
effectively conveying the intended meaning. Although other factors than style play a part
here, a great example of such challenges is sarcasm (Filik, Hunter and Leuthold, 2015),
which can be difficult to recognize in written language without additional context. It
often requires lexical or pragmatic stylistic features, such as the ending a comment or
post with "/s" on Reddit (Emerson, 2022) or the use of emoticons (Thompson and Filik,
2016), to contextualize or motivate an utterance (Skovholt, Grenning and Kankaanranta,
2014). These features are a part of written language, and the way they are used can greatly

impact how the intended meaning is conveyed.

1.1.2  Authorship Attribution and Verification

As previously established, the writing style of an author holds great significance in written
language. In fact, it can be so distinct that it can serve as a unique fingerprint that can be
used to help identify unknown authors (Bergs, 2015). This idea is utilized in the fields of
Authorship Attribution (AA) and Authorship Verification (AV). The goal of the former
task is to determine the identity of the author of a given piece of text. This is sometimes
done as a means of identifying the source of a document or determining whether a partic-
ular individual wrote a given piece of writing (Stamatatos, 2009). The goal of Authorship
Verification, on the other hand, is to certify the author of a text. The task takes as input
a pair of texts and outputs a decision of whether both texts were written by the same
author. This is often used as a means of verifying the authenticity of a document or estab-
lishing the identity of an individual (Stamatatos, 2016). So, Authorship Attribution aims to
identify the author of a given text, while Authorship Verification aims to confirm whether
a specific individual is the author of a given text. Models trained on these tasks should not
only be able to determine the identity of the author and certify the authorship of a text,
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but should also be able to distinguish different individuals based on factors such as the
content of the text, and their writing style. Both tasks also provide (i) a means of testing
and evaluating the effectiveness of the models developed, by assessing their performance
on unseen data, and (ii) provide a way to check the robustness and generalizability of the
models, which are important factors in evaluating the performance of the models (Good-
fellow, Shlens and Szegedy, 2015). Some examples of this are: determining the author of
misinformation (Buda and Bolonyai, 2020), verifying the authenticity of tweets (Theophilo,
Giot and Rocha, 2021), establishing the credibility of a source (Choi and Lim, 2019), or
detecting whether a text was truly generated by a human. Long-established research fields
such as humanities and history could use these techniques to determine who authored
a document (Ouamour and Sayoud, 2013), and whether they were influenced or helped
by someone when writing it (Zhao and Zobel, 2007). The police could employ AA or AV
to determine who wrote anonymous messages when tapping criminal phones, or when

analyzing extremist forums, for instance (Chaski, 2005).

1.1.3  Style modeling

One way to verify the authorship of a document is through the analysis of writing style.
This aspect of an individual’s writing can be captured computationally through style rep-
resentation or style modeling. Style representation involves extracting and representing
the characteristics of an author’s writing style in a numerical or symbolic form, using fea-
tures such as vocabulary, grammar, sentence structure, and other patterns (e.g., Holmes
and Forsyth (1995) and Kestemont et al. (2012)). These features are then used to create a
model that can represent and distinguish the writing style of one author from another.
Traditionally, manual feature engineering has been the most prominent technique for
researchers to describe style, but this method comes with the drawback of being time-
consuming and data-intensive (Amir et al., 2016). Another challenge with this approach is
that style is sometimes very subtle and hard to manually craft rules for. Even small vari-
ations in the frequency distribution of certain words or linguistic patterns, for example,
may not be captured by traditional manual feature engineering methods, which can lead
to an incomplete representation of an author’s writing style (Rudman, 1997). Furthermore,
manual feature engineering can sometimes involve improving accuracy iteratively by find-
ing new features that distinguish a specific author from other authors (Koppel and Schler,
2004). Although this technique succeeds in verifying the authorship of specific authors, it
does not do well when the goal is to verify authors that are not within the training data,
since there are no rules available for those authors yet. In other words: although the style
of individual writers can be expressed as a set of crafted rules through this method, the
creation of a general representation of writing style might not be possible this way.
Thanks to advances in computing power and machine learning in the 2000s and 2010s, it
has become easier to computationally process text and apply deep neural network-style
methods in natural language processing (NLP). Despite that overall there has been great
progress in NLP, there has been less focus on the area of style representation because state-
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of-the-art linguistic representation methods (e.g., Sentence-BERT (Reimers and Gurevych,
2019)) tend to focus on the semantic rather than the stylistic embeddings since these meth-
ods are primarily designed for tasks such as text classification, machine translation, and
question answering, which require a representation of the meaning of text rather than its
style (Devlin et al., 2019; Vig and Belinkov, 2019).

1.1.4 Challenges in style modeling

One of the main challenges in automated style modeling is the separation of style from
content. Because style and content are intertwined (Kaplan, 1968), it is difficult to separate
the two. The task of separating style from content is complicated by the fact that many
modern approaches do not explicitly differentiate between the two. These models often
rely on complex, high-dimensional representations of text, which can capture both content
and style information in a single representation. This makes it difficult to disentangle the
two and extract only the style information. Additionally, style is often intertwined with
the meaning of the text, and so separating the two can result in a loss of information.

This problem can be mitigated by controlling for content, which refers to ensuring
that the stylistic variations in the text being analyzed are not due to variations in the
underlying content, but rather the choice of language used by the author. An example of
controlling for content in automated style modeling is the use of text distortion to mask
words that do not occur often in a language (Stamatatos, 2017; Stamatatos, 2018). The idea
here is that these words tend to be specific to a topic, making them less likely to carry
information about style and more likely to carry information about the content of the text.
Although there are some good results with approaches to the AV and AA tasks that do not
control for content (as listed in Stamatatos (2016), for example), verifying the authorship
of a document becomes difficult when an author writes about something different than
they would usually write about (Bischoff et al., 2020). This is because an author’s choice
of words and phrases may be influenced by the topic they are writing about, which
could lead to inaccuracies in the Authorship Verification and Attribution tasks if the

model is not able to separate the author’s writing style from the content-specific semantics.

The recent innovation of transformer-based architectures such as BERT (Devlin et
al., 2019) or RoBERTa (Liu et al., 2019) has led to numerous breakthroughs in NLP and
language modeling. Although there has been some research that has tried to model
stylistic vector representations using transformer-based architectures, such as the work
by Rivera-Soto et al. (2021) and Wegmann, Schraagen and Nguyen (2022), the models
developed in these studies have shown limitations in terms of cross-domain transferability

and the ability to effectively disentangle content and style in the representations.
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In this project, the primary goal is to enhance the representation of writing styles by
leveraging transformer-based approaches, building upon previous work in the field. The
principal strategy for overcoming the limitations of previous work is to train models on
the AV task with similar utterances that convey the same meaning, which might mitigate
bias towards the content of the utterances and improve generalization across different
domains. This is because, when training on semantically similar utterances, the model is
exposed to variations in writing style while being presented with similar content. The idea
is thus that since the content of the utterance is almost the same, the way in which it is
said must be different. This allows the model to focus on learning the nuances of writing
style to verify the authorship of a document, rather than being distracted by variations in
content. This is an interesting area of research that has yet to be fully explored and has
the potential to improve the performance of stylistic vector representations.

The effectiveness of the proposed approach will be evaluated using the STEL framework
as introduced by Wegmann and Nguyen (2021), which allows for the ability to determine
to which extent a model can disentangle style from content. The results from this novel
approach will be benchmarked against a key baseline: Wegmann, Schraagen and Nguyen
(2022). This baseline was chosen based on its utilization of transformer-based architectures
for style modeling and the fact that their model is openly available. Furthermore, this
work was selected as a benchmark due to its demonstrated effectiveness at disentangling
style from content and its use of a content-control approach similar to the one proposed
in this thesis.

A more comprehensive description of the project setup and research methods can
be found in Chapter 3. While certain potential solutions such as leveraging data from
diverse social media sources to increase model robustness and generalization performance
have been discussed in previous works, this thesis will primarily focus on the strategy
of training models on semantically similar but stylistically diverse utterances. Other
solutions, though promising, are outside the scope of this work.

1.3 RESEARCH QUESTIONS

This thesis aims to answer the following research questions and sub-questions as compre-
hensibly as possible:

RQ1. How does incorporating semantically similar utterances affect the performance of
transformer-based approaches for writing style representation?

SQ1. How does the use of semantically similar utterances compare to using other
types of control data (e.g. unrelated sentences, sentences from the same con-
versation)?

SQ2. What are the most effective sampling techniques for preparing the input data?
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1.4 THESIS OUTLINE

In this thesis, I will first conduct a literary study on the topic and provide the motivation
for the methods I have chosen for my research in Chapter 2. Then, in Chapter 3, I will
describe the methods I will use in my research. This will include the process of collecting
and pre-processing data, developing and training models, and evaluating the proposed
approach. In Chapter 4, I will present an iterative evaluation of the proposed approach,
including the use of baseline models, the STEL framework, and performance metrics. Fi-
nally, in Chapter 5, I will provide a summary of the main findings of the thesis, discuss

their implications, and suggest potential future directions for research in this area.
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In this chapter, I will be analyzing some related works that are relevant to the topic of this
thesis and that will assist me in answering the research questions and sub-questions. In
Section § 2.1, I will first look at the linguistic debate about style to find a definition that
I will use throughout this thesis. Then, in Section § 2.2 I will look into the traditional ap-
proaches to modeling style, their shortcomings, and what we can learn from them. Section
§ 2.3 will describe modern deep learning approaches and I will weigh their advantages
and disadvantages. The last section in this chapter - Section § 2.4 - describes an evaluation
method that can be used for the Authorship Verification task.

2.1 THE DEFINITION OF STYLE

What defines style? This is not a trivial question to answer, and there has indeed been ample
debate on this topic. However, in order to answer my research questions and conduct my
research, I will characterize writing style and present a rough definition that I shall use
throughout this thesis.

Style, which is not limited to language, can be found across various fields and is
often distinguished between individual and group styles. Individual style can refer to
the unique characteristics and features that distinguish an individual’s style from others,
while group style can refer to the shared characteristics and features that are common
among members of a group (Kent, 1986). For example, in architecture, the Gothic style
is characterized by the use of pointed arches, rib vaults, and flying buttresses, and is
common among buildings built in the Middle Ages (Fraser, 2018). In music, the blues
genre is characterized by the use of a 12-bar chord progression and the use of the blues
scale and is common among blues musicians (Wikipedia, 2023).

Chan (1994) found that not only can architectural group style be discovered by recognizing
common features present in buildings, but individual style is also represented. In music,
individual style is often characterized by the use of particular instruments, melodies,
and harmonies (Juslin and Sloboda, 2001). Jazz musicians such as Miles Davis and John
Coltrane are known for their unique approaches to improvisation and the use of specific
melodies and harmonies, while classical composers such as Ludwig van Beethoven and
Wolfgang Amadeus Mozart are known for their distinctive styles characterized by specific
instrumentation and formal structure.
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We can see that the recognition of both individual and group styles is usually achieved by
recognizing common features. Holmes (1994) thus describes style as a "set of measurable
patterns which may be unique to an author", and the Cambridge Dictionary defines it as
"a way of doing something, especially one that is typical of a person, group of people,
place, or period" (Cambridge Dictionary (2023)). Interestingly, Biber and Conrad (2009)
separate the way of expressing oneself into three different concepts: register, genre, and
style. They define genre as a category of texts that share similar communicative purposes
and social contexts, such as news articles, scientific research articles, and fiction novels.
They define register as a variation of language associated with a particular subject matter
or situational context, such as the language used in a legal document versus casual
conversation. Lastly, they define style as the choices a writer makes in terms of vocabulary,
grammar, and other linguistic features that are associated with their individual writing
habits or the conventions of a particular genre or register.

From all these definitions it becomes apparent that style is an important factor in distin-
guishing one’s work from that of others. This is especially true in the realm of writing,
where individual style allows writers to convey their message in a unique and personal
way through the use of specific words, literary devices, structure, and tone (Sebranek,
Kemper and Meyer, 2006) — an idea that is exploited in forensic linguistics by means
of "linguistic fingerprinting" (Coulthard, 2014). In contrast, some scholars in the field of
sociolinguistics understand group style as a category of written or spoken communication
that is characterized by shared features and conventions (Wardhaugh and Fuller, 2021).
These conventions may be associated with particular fields or disciplines and serve as a
means of creating and communicating within a specific group or style. The combination
of both individual and group style is important for the creation of unique writing. Great
literary examples of this are the writers F. Scott Fitzgerald (Keshmiri and Mahdikhani,
2015) and Ernest Hemingway (Xie, 2008); both managed to create a distinctly individual
style within a well-established group style to create unique works. In fact, the ability to
effectively weigh the conventions of a particular group style against the personal touch
of individual style is essential for the tasks of Authorship Attribution and Authorship
Verification. Thus, by considering both the group style and the individual style of a piece
of writing, it is possible to accurately attribute the work to a particular author or verify
that an author is the true creator of a piece of writing.

In this thesis, style refers to the distinct patterns and features of language use, such
as word choice, sentence structure, and use of punctuation, that can be used to identify
and distinguish the writing of a particular author from others. It is important to know
that these patterns and features may be influenced by the conventions and trends within
a specific group or community, but do not include the content of the writing.
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Stylometry, which involves the examination and evaluation of the language and literary
techniques used in written texts, has a long history. Early efforts in this field often relied
on manual analysis of specific features, such as word choice and punctuation, without con-
sidering other criteria such as parts of speech and sentence length, which are considered
to be more objective and less subject to interpretation. Some notable examples of this type
of approach include the evaluations of writers by Addison and Steele (1711) in their 18th-
century periodical, The Spectator. In this publication, they used their own personal criteria
and observations to assess the style of various writers. This likely included elements such
as word choice, sentence structure, and literary techniques, but it is not clear exactly what
criteria they used as it is not specified in the historical record. In the 20th century, writers
such as William Strunk Jr. and E.B. White took a more systematic approach, writing "The
Elements of Style," a guide to effective writing that covers topics such as word choice,
sentence structure, and the use of figurative language (Strunk and White, 1972). Scholars
such as Cleanth Brooks and Robert Penn Warren also used close readings of literature to
evaluate the style of writers in the 20th century, focusing on the use of rhetorical devices
and the structure of poetry (Brooks, 1947; Warren, 1952).

The issue with these methods is that they are widely divergent and they are not repro-
ducible, as they rely on personal criteria and observations which can vary greatly from
person to person. This makes it difficult to replicate results or compare evaluations of
different writers. Furthermore, the wide divergence in these approaches makes it challen-
ging to compare and replicate the results of different studies, as the criteria and methods
used can vary greatly. This lack of standardization can lead to inconsistent and unreliable
results, making it difficult to draw meaningful conclusions about the writing styles being
examined. Additionally, the wide divergence in these approaches also makes it hard to
establish a consensus or understanding about what constitutes good writing or effective
stylistic analysis. The issue of reproducibility and standardization can pose a challenge
in Authorship Attribution, as it can be difficult to determine the true author of a piece
of writing (Stamatatos, 2009), as is seen with historical examples such as The Federalist
Papers (Adair, 1944) — a series of 85 essays written in the late 1700s to promote the ratific-
ation of the United States Constitution. Without a clear and objective evaluation method,
it becomes difficult to assess the accuracy and reliability of the results.

The work of Mosteller and Wallace (1963), however, marked a turning point, as they intro-
duced a more systematic and reproducible quantitative approach based on function words,
which led to the development of another widely used method: character n-grams. In this
section, I will review the early history of style analysis and the contributions of Mosteller
and Wallace, and discuss how these approaches have been used in subsequent research.
I will also delve deeper into the use of function words and character n-grams for style

analysis, and discuss their strengths and limitations.
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2.2.1 Function words

Function words are words that indicate the grammatical relationship between other

n

words or phrases in a sentence. They include words such as articles (e.g., "a," "an," "the"),

"non n"non

pronouns (e.g., "L" "you," "he"), conjunctions (e.g., "and," "but," "or"), and prepositions

(e.g., "in," "on," "under"). In their pioneering research on Authorship Attribution, Mosteller
and Wallace (1963) found that function words are more stable and less likely to vary
across different writing contexts compared to content words (i.e., words that convey
meaningful content). This stability in function words across different writing contexts
makes them a valuable tool for Authorship Attribution, as they can provide a more
consistent measurement for comparison. Mosteller and Wallace developed a statistical
model that used the distribution of function words in texts to predict the likelihood that
a given text was written by a particular author. They applied this model to a case of
disputed authorship, specifically the authorship of some of the Federalist Papers, and
found that it was able to correctly! identify the true author in many instances, despite the
lack of verified labels in the dataset.

In the early days of computational stylistics, Damerau (1975) confirmed Mosteller
and Wallace’s work and proposed that function words, along with other linguistic
features, could indeed be used to identify the authorship of a text, albeit that he deemed
"the satisfactoriness of function words [...] to be doubtful". He recommended that the
search for "minor encoding habits" (i.e., the small and often unconscious choices that
an author makes when writing a text), such as the use of function words, as indicators
of style and authorship should be pursued more vigorously in other areas. On top of
that, as pointed out by Damerau and Mandelbrot (1973), the clustering of high-frequency
functional words was computationally infeasible at the time. Due to these difficulties, it
took many years for function words to actually become popular.

Because of a massive improvement in computational power in the last two decades,
several recent studies have used function words to analyze authorship and style. For
instance, Argamon et al. (2003) found that different authors have distinct function
word signatures and used this in combination with other linguistic features to identify
the authorship of texts, such as parts of speech, to identify the authorship of texts.
Pennebaker, Mehl and Niederhoffer (2003) used function words in personal emails as
stylistic features to predict the writer’s extraversion and emotional state. Pennebaker
(2011a) has also proposed that function words can be used to study the psychological
underpinnings of writing style in his book "The Secret Life of Pronouns" and has
shown how function words can be used to identify aggressive intent and language style
(Pennebaker, 2011b). Thus, function words have been used for both identifying author-
ship and studying the psychological underpinnings of writing style and these studies
demonstrate the potential of function words in understanding and analyzing writing style.

Correct in this case is defined as a prediction that aligns with the consensus of experts on the authorship of a
given text.
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The use of function words to describe writing style can be problematic for a num-
ber of reasons, however. Firstly, a number of studies have shown that function words,
and especially personal pronouns, do not solely reflect an author’s writing style, but also
correlate with other factors such as narrative perspective, an author’s gender, or even a
text’s topic. For example, Paisley (1964) found that not all acknowledged function words
are free of context and that certain words such as "I'" and "we" were more topic-oriented
rather than style-oriented. Secondly, it can be difficult to determine which function words
are the "best" to use for style analysis. Damerau and Mandelbrot (1973) found that differ-
ent function words can have different degrees of usefulness for different types of writing,
making it challenging to establish a consistent method for style analysis. A third reason
is that the highly reductionistic nature of function words also seems unsatisfying as they
rarely give a good insight into underlying stylistic issues (Argamon and Levitan, 2005).
Another point of concern raised is that the restriction to function words for stylometric
research seems sub-optimal for languages that make less use of function words (Rybicki
and Eder, 2011). Finally, the use of function words as a sole indicator of writing style
can also be problematic as it limits the scope of stylistic analysis. There are certain style
features that cannot be captured by examining function words alone, such as spelling
variations, use of emojis, and other non-verbal forms of expression that are prevalent in
social media communication. These features, which are not captured by function words,
can be crucial for understanding the unique writing style of an author, especially in the
context of social media. Therefore, relying solely on function words to describe writing
style may not provide a comprehensive understanding of the nuances of an author’s style.

2.2.2  Burrow’s delta

In addition to the use of function words, another common, related method in stylometry
is the application of Burrows” Delta (Burrows, 2002). Burrows” Delta is a measure of the
difference between the frequency of words in a given text and the frequency of those
same words in a reference corpus. By comparing an author’s use of words to the general
patterns of language use in a reference corpus, it is possible to identify the distinctive
vocabulary and style of an author. Burrows” Delta has been used successfully in a number
of studies, including identifying the authorship of disputed texts and tracing the evolution
of an author’s style over time (Hoover, 2004; Hoover, 2012). However, Burrows” Delta has
some limitations as well. For example, it may not be effective in identifying certain types
of stylistic features that do not involve word frequency, such as sentence structure or use
of metaphors. Furthermore, it may be less effective in identifying the style of authors who
use a limited vocabulary, or in languages with a smaller corpus of reference texts (Juola,
2008) Despite these limitations, Burrows” Delta remains a useful tool in stylometry and
can be used in conjunction with other methods, such as the analysis of function words, to
gain a more complete understanding of an author’s style.
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2.2.3 Character n-grams

Another frequency-based approach that was popularized by the success of Mosteller
and Wallace (1963) was the use of character n-grams. Character n-grams are contiguous
sequences of n characters in a text. For example, the character n-grams for the word "hello"
include "hel," "ell," and "llo" (for n = 3). The concept of n-grams has a long history, with
roots dating back to a few years after the end of World War II. One of the earliest uses of
n-grams was in the development of language models, where they were used to predict
the likelihood of a sequence of words in a text. Claude Shannon introduced the use of
n-grams for this purpose in his 1951 paper, "Prediction and Entropy of Printed English"
(Shannon, 1951). As a variation on regular n-grams, character n-grams can be used to
analyze the style of a text by looking at the frequency of different n-grams in the text.
By analyzing the frequency of different character n-grams in a text, it is possible to gain
insights into the writing style of the author and identify patterns that may be unique to a
particular individual. In the study by Kjell, Woods and Frieder (1994), character n-grams
were used to determine the authorship of 12 unattributed papers in the Federalist Papers.
The authors utilized visualization techniques to help organize the vast amount of data
generated in computational studies of literary style. These techniques were demonstrated
by using a Karhunen-Loeéve transform to transform a feature vector into two-dimensional
representations of the style of the authors, which determine a point in an image. It was
found that the authorship assigned to these papers was consistent with that found in
other studies, and that character n-grams were the best-performing feature type at that
time. Another example is Juola (2008) in his work on Authorship Attribution, where he
proposed the use of character n-grams and showed that they are particularly helpful for

uncovering the writing style of authors.

Although character n-grams have been a useful feature in stylometry and author-
ship verification, there are several limitations and drawbacks to this approach. Firstly, as
Kestemont (2014) points out, n-grams capture a wide range of information, including
both style and content ("n-grams capture a bit of everything"). This can make it difficult
to accurately identify and distinguish an author’s writing style from the content of the
text. To mitigate this problem, Stamatatos (2017)